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Message from the 
NSDI ’23 Program Co-Chairs

Welcome to NSDI ’23! This year marks the 20th anniversary of the NSDI conference. In these two decades, networked 
systems have transformed the way that we live, work, and interact with one another. NSDI papers have spearheaded this 
revolution, providing many of the key technological advances behind industries such as Cloud Computing, Big Data, 
Software-Defined Networks, and more. With this latest iteration of NSDI, we hope to extend our community’s track record 
of enabling and accelerating seismic shifts in computing via foundational research.

NSDI ’23 received 560 submissions across two deadlines (272 in the Spring and 288 in the Fall), an increase of 40% from 
NSDI ’22. To handle this record number of submissions, we assembled a Program Committee of 99 experts from academia 
and industry. The reviewing process included two rounds of double-blind review, an online discussion phase, and a two-day 
online PC meeting for each of the two deadlines. A total of 96 papers were accepted, resulting in an acceptance rate of 17%.

We thank our Program Committee members, who wrote over 1.6 million words of thoughtful, high-quality feedback across 
2172 reviews, and discussed the papers extensively online and during the PC meetings. Many thanks to our poster chairs, 
Francis Yan and Soudeh Ghorbani, for bringing back the poster session to NSDI after a three-year hiatus. We thank our 
stand-in conflict PC chairs: Ben Y. Zhao, Siddhartha Sen, Indranil Gupta, and Katerina Argyraki. We would also like to 
thank Ellen Zegura, Rebecca Isaacs, and Matthew Caesar for helping us select the Best Paper award winners this year; and 
Aditya Akella, Sujata Banerjee, Ranjita Bhagwan, Jon Howell, James Mickens, Amar Phanishayee, George Porter, Vyas 
Sekar, and Minlan Yu for serving on the Test-of-Time awards committee. We are also grateful to Amar Phanishayee, Vyas 
Sekar, Arvind Krishnamurthy, Jay Lorch, Aditya Akella, and the rest of the NSDI Steering Committee for their advice 
and insight from running past NSDI instances. We would like to thank Sudarsanan Rajasekaran of MIT, who helped us 
immensely with the logistics of the PC meetings. We also thank Casey Henderson, Jasmine Murcia, Ginny Staubach, Jessica 
Kim, Sarah TerHune, Heidi Sherwood, Liz Markel, Camille Mulligan, Cathy Bergman, Nicole Santiago, Olivia Vernetti, 
Arnold Gatilao, Mo Moreno, and the rest of the USENIX staff for all their hard work behind the scenes. Finally, we would 
like to thank all the authors for submitting their best work to NSDI.

We look forward to seeing you all in Boston for the 20th iteration of NSDI!

Mahesh Balakrishnan, Confluent 
Manya Ghobadi, Massachusetts Institute of Technology 
NSDI ’23 Program Co-Chairs
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Abstract
RDMA is expected to be highly scalable: to perform well
in large-scale data center networks where packet losses are
inevitable (i.e., high network scalability), and to support a
large number of performant connections per server (i.e., high
connection scalability). Commercial RoCEv2 NICs (RNICs)
fall short on scalability as they rely on a lossless, limited-scale
network fabric and support only a small number of perfor-
mant connections. Recent work IRN improves the network
scalability by relaxing the lossless network requirement, but
the connection scalability issue remains unaddressed.

In this paper, we aim to address the connection scalabil-
ity challenge, while maintaining high performance and low
CPU overhead as commercial RNICs, and high network scal-
ability as IRN, by designing SRNIC, a Scalable RDMA NIC
architecture. Our key insight in SRNIC is that, on-chip data
structures and their memory requirements in RNICs can be
minimized with careful protocol and architecture co-designs
to improve connection scalability. Guided by this insight, we
analyze all data structures involved in an RDMA conceptual
model, and remove them as many as possible with RDMA
protocol header modifications and architectural innovations,
including cache-free QP scheduler and memory-free selective
repeat. We implement a fully functional SRNIC prototype
using FPGA. Experiments show that, SRNIC achieves 10K
performant connections on chip and outperforms commercial
RNICs by 18x in terms of normalized connection scalability
(i.e., the number of performant connections per 1MB mem-
ory), while achieving 97 Gbps throughput and 3.3 µs latency
with less than 5% CPU overhead, and maintaining high net-
work scalability.

1 Introduction

Datacenter applications are increasingly driving the demands
for high-speed networks, which are expected to provide high

∗ This work is done while Zilong Wang, Chaoliang Zeng, and Xinchen
Wan are interns with ByteDance.

throughput, low latency, and low CPU overhead, with a large
number of connections (a.k.a., connection scalability), over a
large-scale network (a.k.a., network scalability). Specifically,
bandwidth-intensive applications like distributed machine
learning training [13, 23] and cloud storage [16, 18], require
100 Gbps and beyond network bandwidth between servers;
online services like search [9, 15] and database [25, 29], de-
mand low latency to minimize query response time; most
applications desire a network stack with low CPU overhead
to reserve as many CPU cores as possible for computations;
cloud storage like Alibaba Pangu [18] requires a large number
of performant connections per host to provide mesh communi-
cations between chunk servers and block servers; last but not
the least, high-speed networks tend to be deployed at larger
scale as their application footprints expand [19].

Remote Direct Memory Access (RDMA) is emerging as a
popular high-speed networking technique, thanks to its high
throughput, low latency and low CPU overhead provided by
architectural innovations including kernel bypass and trans-
port offload. With these advantages, RoCEv2 (RDMA over
Converged Ethernet Version 2) is becoming the de-facto stan-
dard for high-speed networks in modern data centers [4, 42].

Despite high performance and low CPU overhead, com-
mercial RoCEv2 NICs (RNICs) suffer from both network
scalability and connection scalability issues. On one hand,
the network scalability issue arises from PFC (Priority-based
Flow Control) which is required by RDMA to implement a
lossless network fabric. PFC brings issues such as head-of-
line blocking, congestion spreading, occasional deadlocks,
and PFC storms in large-scale clusters [18, 19, 21, 34, 42].
As a result, datacenter operators tend to restrict the PFC con-
figurations within a small network scope (e.g., a moderate
cluster). On the other hand, the connection scalability issue is
the phenomenon that RDMA performance drops dramatically
when the number of connections (a.k.a., queue pairs (QPs))
exceeds a certain small threshold (e.g., 256) [24, 28, 39]. Al-
though commercial RNICs are blackbox, the root cause of
this performance collapse phenomenon is explained as cache
misses due to context switch between connections [24].
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To improve network scalability of RNICs, existing work
IRN [33] advocates lossy RDMA that eliminates PFC, by
replacing go-back-N with more efficient selective repeat (SR).
However, the introduction of SR is non-trivial: it adds some
SR specific data structures and thus increases memory con-
sumption. To reduce the on-chip memory overhead, IRN
makes some RoCEv2 header extensions, but still requires
3-10% more memory than existing RNIC implementations.
As a result, IRN achieves high network scalability but leaves
the connection scalability issue unaddressed.

In this paper, we propose SRNIC, a Scalable RDMA NIC
architecture to address the connection scalability issue, while
preserving high performance and low CPU overhead inherited
from transport offload as commercial RNICs, and maintain-
ing high network scalability originated from lossy RDMA as
IRN. The major insight of SRNIC is that, most on-chip data
structures and their memory requirements in RNICs can be
eliminated with careful protocol and architecture co-designs,
and the connection scalability of RNICs could be, as a re-
sult, significantly improved. Guided by this insight, we ex-
amine the typical data flow in a lossy RDMA conceptual
model (§3.1), analyze all the involved data structures, classify
them into two categories: common data structures required
by RDMA in general, and selective repeat specific data struc-
tures brought by lossy RDMA, and finally take customized
optimization strategies to minimize these two types of data
structures respectively to improve the connection scalability
(§3.2).

In particular, the cache-free QP scheduler proposed in §4.3
optimizes common data structures for RDMA designs no
matter whether the underlying network is lossy or lossless.
The optimizations of RDMA header extensions and bitmap
onloading introduced in §4.4 are for memory-free selective
repeat, hence specific for lossy RDMA.

We have implemented a fully functional SRNIC prototype
with FPGA (§5) and evaluated SRNIC’s scalability and per-
formance through the testbed and simulations. Experiments
(§6) show that SRNIC achieves high connection scalability,
while preserving high performance and low CPU overhead
as commercial RNICs, and high network scalability as IRN.
Specifically, SRNIC supports 10K1 connections/QPs without
performance degradation, which outperforms Mellanox RNIC
CX-5 by 18x in terms of normalized connection scalability
(i.e., the number of performant connections per 1MB mem-
ory). Meanwhile, SRNIC achieves 97 Gbps line-rate through-
put and 3.3 µs latency, with only 5% CPU overhead, which
are comparable with Mellanox RNICs. In addition, SRNIC
shows its high network scalability via high loss tolerance (3x
higher goodput than Mellanox RNICs under 1% loss rate) and
predictable performance in large-scale lossy networks.

As a summary, Figure 1 shows the design space of RDMA
NICs and makes a comparative analysis between different so-

1Unless otherwise stated, K is 1024 in measuring the size of memory,
data structures and messages, and 1000 in measuring the others.
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Figure 1: Design space of RDMA NICs.

lutions. Although all RDMA hardware solutions provide high
throughput, low latency, and low CPU overhead via transport
offload and kernel bypass, their scalability varies. Commer-
cial RNICs suffer from both the network scalability issue
caused by the troublesome PFC, and the connection scala-
bility issue caused by unknown blackbox implementations.
IRN revisits the network supports for RDMA, and eliminates
the need of PFC by introducing selective repeat with 3-10%
extra memory overhead. As a result, the network scalability
is significantly improved, but the connection scalability is left
unsolved. SRNIC leverages the lossy RDMA approach of
IRN to improve network scalability, and further addresses the
connection scalability issue with the design guiding principle:
minimize the on-chip memory requirements of RNICs in a
simple yet performant way. As a result, SRNIC achieves both
high network scalability and connection scalability.

This paper makes the following major contributions:

• We systematically study and quantify the memory require-
ments of RDMA NICs, by introducing an RDMA concep-
tual model (§3).

• We design SRNIC, a scalable and high-performance RDMA
NIC architecture, that significantly improves the connection
scalability, guided by an insight that the on-chip memory
requirements in the conceptual model can be minimized
with careful RDMA protocol modifications and architec-
ture innovations, including cache-free QP scheduler and
memory-free selective repeat (§4).

• We implement SRNIC using FPGA, with only 4.4 MB on-
chip memory. The implementation achieves our design
goals on scalability, performance, and CPU overhead (§5
and §6).

2 Background and Motivation

2.1 RDMA Overview
Unlike the traditional software transport TCP, RDMA is a
hardware transport that implements the transport functionali-
ties including congestion control and loss recovery entirely in
NIC hardware, and provides kernel-bypass and zero-copy in-
terfaces to the user applications. As a result, RDMA achieves
high throughput, low latency, and low CPU overhead, com-
pared with software transport TCP [42].
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RDMA was originally designed and simplified for lossless
Infiniband [1]. To make RDMA work in Ethernet, RoCEv2
relies on PFC [22] to turn Ethernet into a lossless fabric. How-
ever, PFC brings management risks and network scalability
challenges (e.g., PFC storms and deadlocks) that affect the
entire network’s availability and also causes collateral dam-
age to innocent flows due to head-of-line blocking [19, 42].
Besides, with PFC, the lossless network scale is also limited
by the switch buffer size. Consequently, datacenters usually
limit the scale of RDMA networks [18].

As the network scalability issue of RoCEv2 is mainly
caused by PFC, IRN [33] takes the first step to rethink
RDMA’s network requirements, eliminates PFC and allows
RDMA working well in lossy networks, by replacing the de-
fault lossy recovery mechanism go-back-N with more efficient
selective repeat. However, it leaves the connection scalability
challenge unsolved.

2.2 Connection Scalability Issue
Commercial RNICs face a well-known connection scalabil-
ity issue [24, 27, 28, 39], i.e., the RDMA performance drops
significantly as the number of QPs increases beyond a small
value (varies from 16 to 500 in different settings [28]). We
demonstrate this issue using off-the-shelf commercial RNICs
including Mellanox CX-5 and CX-6 [7, 8] with PFC enabled.
As shown in Figure 2a, the aggregate throughput of Mellanox
CX-6 drops 46% (from 97 to 52 Gbps) when the QP num-
ber increases from 128 to 16384, and there is no obvious
improvement of connection scalability from CX-5 to CX-6.

The root cause of RNIC’s performance degradation is com-
monly explained as cache misses [24, 28, 38]. Commercial
RNICs usually take a DRAM-free architecture, which does
not have DRAM connected directly to the RNIC chip to re-
duce cost, power consumption, and area, but just has limited
on-chip SRAM. As a result, RNICs can cache only a small
number of QPs on chip, while storing the others in host mem-
ory. When the number of active QPs increases beyond the on-
chip memory size, frequent cache misses and context switches
between host memory and RNIC cause performance collapse.
Our experiments in Figure 2b verify this in some sense. We
observed significant extra PCIe bandwidth2 and an increase
in ICM cache miss3 during the performance collapse. Both
metrics reflect certain kinds of cache misses, causing extra
PCIe traffic increase after 256 QPs.

Although on-chip SRAM is limited, it is abnormal in that
the performance drops so early. Given the on-chip memory
size and the QP Context (QPC) size for a QP, we can esti-
mate the maximum number of performant QPs that could be
supported without cache misses and performance collapse as:

max_QPs =
memory_size
sizeo f (QPC)

. (1)

2Extra PCIe throughput = PCIe throughput - network throughput.
3"ICM Cache Miss" is a counter provided by Mellanox Neohost tool [12].
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Figure 2: Connection scalability issue of current RNICs. Com-
pared with TCP, the aggregate throughput of current RNICs
collapses when the number of QPs exceeds 256.

Let’s take Mellanox CX-5 as an example. Its on-chip mem-
ory size is ∼2 MB [24] and a QPC takes ∼375 B [24], so that
the maximum number of performant QPs supported by CX-5
could be up to 5.6K (2 MB/375 B), which contradicts the fact
shown in Figure 2a that CX-5 performance begins to collapse
much earlier at 256 QPs. The contradiction implies that there
is room to significantly improve the connection scalability.

Motivated by this contradiction, we systematically analyze
the memory requirements of RNICs, and improve the connec-
tion scalability based on the insights derived from thorough
memory analysis.

3 RNIC Memory Analysis

As commercial RNICs are blackbox, we are not able to use
their micro-architectures as a reference. Instead, we leverage a
lossy RDMA conceptual model with selective repeat to derive
the involved data structures (§3.1). Then, we summarize and
classify these data structures into two categories: common
data structures required by RDMA in general, and selective
repeat specific data structures brought by lossy RDMA, and
discuss different optimization strategies to minimize them
respectively to improve the connection scalability (§3.2).

3.1 RDMA Conceptual Model
Figure 3 shows an RDMA conceptual model, based on which,
a typical RDMA data flow consists of the following steps:

1. Requester: the user posts a work queue element (WQE)
into a send queue (SQ) to issue a SEND request. RNIC
fetches the WQE from the SQ to a WQE Cache.

2. Requester: RNIC gets the virtual address of the data
buffer by parsing the WQE, translates it into the physical
address through a Memory Translation Table (MTT),
and fetches data from the host data buffer using the physi-
cal address. RNIC then appends an appropriate RoCEv2
header onto the data and sends out the packet to the
responder. The metadata of all outstanding requests is
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Figure 3: An RDMA conceptual model, and the RDMA data
flow using a small SEND message as an example.

stored in an Outstanding Request Table (ORT) for fast
retransmission in case of packet loss.

3. Responder: the incoming request is first queued in the
Receiving Buffer and then gets verified. Out-of-order
packets will be recorded in Bitmaps and reordered using
the Reordering Buffer.

4. Responder: upon receiving a SEND packet, RNIC
fetches a Receive WQE from a receive queue (RQ),
queries MTT to get the physical address of the host data
buffer, and DMAs the reordered data from the Reorder-
ing Buffer to the host data buffer.

5. Responder: RNIC replies an acknowledgment (ACK)
packet to the requester, and notifies the user with a com-
pletion queue element (CQE) to indicate the Receive
WQE is consumed.

6. Requester: RNIC receives the ACK, and generates a
CQE to indicate the Send WQE is consumed.

Besides, RNIC leverages a QPC per QP to track
QP/connection related contexts for all modules.

3.2 Data Structures
As concluded in Table 1, we classify the involved data struc-
tures into two categories: (1) common data structures, re-
quired by RDMA in general, and (2) selective repeat specific
data structures, brought by lossy RDMA.

3.2.1 Common Data Structures

Common data structures are essential to RDMA in general,
no matter whether the underlying network is lossy or lossless.

Receiving Buffer. The receiving buffer in the Basic NIC
module is used to queue all incoming packets. Its major pur-
pose is to absorb bursts caused by the temporal performance
gap between the upstream Ethernet port and the whole down-
stream RNIC processing logic.

QPC. A QPC maintains for a QP all its contexts, including
the DMA states (e.g., the start and end addresses, read and
write pointers of SQ & RQ), and connection states (e.g., ex-
pected and next packet sequence numbers, window or rate for
congestion control). The QPC size we allocate for each QP is
210 B, so the total size for 10K QPs is 2.0 MB.

MTT. RDMA uses virtual addresses in the packet while
the PCIe system relies on physical addresses to perform DMA
transactions. To perform address translation, RNIC maintains
an MTT to map virtual pages of memory regions into physical
pages. The size of MTT depends on the total size of memory
regions and the page size, irrelevant to the number of connec-
tions. For example, considering the total memory region size
of 4 GB, the page size of 4 KB, and an MTT entry size of 8 B,
the MTT size is equal to 4GB/4KB∗8B = 8MB.

WQE Cache. An SQ WQE cache could be used to cache
the Send WQEs fetched from an SQ in host memory. Assum-
ing each QP stores 8 WQEs (64 B*8) in a dedicated cache,
10K QPs consume 4.9 MB on-chip memory. Similarly, RNIC
needs to fetch Receive WQEs from the RQ to process incom-
ing SEND requests, and could allocate an RQ WQE cache to
store the fetched Receive WQEs. The memory size of the RQ
WQE cache is similar to that of the SQ WQE cache.

3.2.2 Selective Repeat Specific Data Structures

These data structures are all introduced by lossy RDMA using
selective repeat as the loss recovery mechanism.

Bitmap. Bitmaps are used to track which packets are re-
ceived or lost [31]. As mentioned in IRN [33], each QP re-
quires five BDP (bandwidth-delay product)-sized bitmaps
(500 slots for each bitmap to fit the BDP cap of a network
with bandwidth 100 Gbps and RTT 40 µs [5]) and 10K QPs
cost 3.0 MB memory in total.

Reordering Buffer. A reordering buffer is used to rear-
range the out-of-order packets and ensure in-order delivery
to the data buffer in host memory. The reordering buffer is
required in a lossy RNIC implementation with the standard
RoCEv2 header. As RoCEv2 is designed for the lossless net-
work, its header lacks the necessary information to support
out-of-order packet reception without extra reordering buffers.

One option is to allocate a separate reordering buffer for
each QP. Each QP requires a BDP-sized (0.5 MB) reorder-
ing buffer, so it takes 4.9 GB memory to support 10K QPs.
Another option is to maintain a shared reordering buffer for
all QPs [31]. However, it does not scale. When multiple QPs
experience out-of-order packets, it may soon run out of the
shared buffer with limited on-chip SRAM. Hence, we choose
the separate reordering buffer option in the analysis.
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Category Data structures Typical sizes Optimization ideas Sizes after optimization

Common

Receiving Buffer 0.6 MB None 0.6 MB
QPC 2.0 MB None 2.0 MB
MTT 8 MB Cache (§4.5) 1.2 MB
WQE Cache 9.8 MB Cache-free QP scheduler (§4.3) 0

SR Specific
Bitmap 3.0 MB Bitmap onloading (§4.4.2) 0
Reordering Buffer 4.9 GB Header extensions (§4.4.1) 0
Outstanding Request Table 114.4 MB Header extensions (§4.4.1) 0

Table 1: Data structures in the RDMA conceptual model. The first three columns show the typical data structures and their
memory requirements with 10K QPs. The last two columns summarize our ideas to minimize the on-chip memory requirements
of these data structures, and show the memory size after optimization.

Outstanding Request Table. Outstanding request table is
used to maintain the mapping between outstanding request
packets and their metadata, which are used to quickly lo-
cate and retransmit the lost packets. These metadata include
(1) packet sequence number (PSN), used to track packet se-
quences, (2) message sequence number (MSN), used to track
message sequences and to locate the WQE associated with
that message quickly, and (3) packet offset (PSN_OFFSET),
used to locate the data offset inside the corresponding data
buffer. With these fields, the outstanding request table size for
each QP is 11.7 KB (given the entry size 24 B, entry number
500 sized to BDP), and 10K QPs consume 114.4 MB in total.

In summary, all the data structures derived from the RDMA
conceptual model could be classified into two categories: com-
mon data structures required by RDMA in general, and selec-
tive repeat specific data structures brought by lossy RDMA.
Table 1 summarizes the memory requirements of these data
structures in the third column. Both categories require signifi-
cant memory sizes, and thus need to be optimized to improve
connection scalability.

To this end, we make different optimization strategies to
minimize these two types of data structures respectively. In
particular, all the common data structures required by RDMA
should be optimized in a generic way, with architectural inno-
vations that are not specific to lossless or lossy RDMA. The
cache-free QP scheduler proposed in §4.3 falls into this strat-
egy. On the other hand, all the selective repeat specific data
structures brought by lossy RDMA, could be optimized based
on the lossy network assumption. The header extensions and
bitmap onloading approaches in the memory-free selective
repeat architecture in §4.4 follow this strategy.

4 SRNIC Design

4.1 Design Goal and Guiding Principles

In the design space of RDMA NICs, Mellanox RNICs rep-
resent the state-of-the-art in terms of high performance and
low CPU overhead, and IRN is the state-of-the-art in network
scalability. The design goal of SRNIC is to maximize the con-

nection scalability, while preserving high performance and
low CPU overhead as Mellanox RNICs, and maintaining high
network scalability as IRN.

To achieve this goal, we follow three design guiding prin-
ciples:(1) keep as many RDMA functionalities as possible
in hardware to achieve high performance and low CPU over-
head; (2) handle packet loss as efficient as possible to allow
discarding PFC and thus to support large-scale lossy networks;
and (3) reduce the on-chip memory requirements as much as
possible to support a large number of performant QPs with a
limited amount of memory.

4.2 Architecture Overview

Guided by the above principles, we design a scalable RDMA
NIC architecture SRNIC, as shown in Figure 4.

The server CPU allocates and manages QPs in the RNIC
driver, and runs applications in user space over these QPs. Be-
sides, a software retransmission module resides in user space
to maintain the memory-consuming retransmission states col-
lected by hardware and assist packet loss processing (§4.4).
A pair of control queues (CtrlQs) is used as the communica-
tion channel between the software retransmission module and
RNIC hardware.

RNIC hardware consists of three layers: DMA Engine,
Transport, and Basic NIC. The DMA Engine layer leverages a
QP scheduler to schedule tens of thousands of QPs from host
memory, decides which QP to send data next, and then fetches
WQEs and data from that SQ via data mover. The Transport
layer realizes most of RDMA transport functionalities (except
for the software retransmission in CPU), including a con-
gestion control module that implements a hardware-friendly
DCTCP [14], and a hardware retransmission module that im-
plements the hardware part of selective repeat. The Basic NIC
layer implements the primary functions of the Ethernet NIC,
responsible for sending and receiving RoCEv2 packets via the
100GE MAC. In addition to these three layers, there are two
major data structures: QPC, which maintains all QP-related
contexts, and MTT, which stores the mapping between virtual
and physical addresses.
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Figure 4: SRNIC architecture.

In order to balance performance and scalability, the data
path of SRNIC is divided into a fast path and a slow path
(§4.4), which handle sequential and out-of-order (OOO) pack-
ets, respectively. The fast path wholly implemented in RNIC
processes the majority of traffic consisting of sequential pack-
ets, and thus provides hardware-level high performance with
low CPU overhead for most packets. The slow path imple-
ments software retransmission, processes very little traffic
consisting of OOO packets, and onloads bitmaps to host mem-
ory for connection scalability.

The overhead of the data path separation is very low for
two reasons. First, the average packet loss rate in data centers
is low (less than 0.01% [20, 41, 43]), and the resulting OOO
packets form a very small fraction of traffic. Second, SRNIC
only transmits loss events (i.e., metadata of the OOO packets)
over PCIe, further reducing the PCIe overhead. For example,
the extra PCIe overhead is only 2.46% even with 1% loss rate.

Based on the above architecture, we further make two criti-
cal design optimizations: cache-free QP scheduler (§4.3) and
memory-free selective repeat (§4.4) to optimize RDMA com-
mon data structures and lossy RDMA specific data structures,
respectively, in order to address the scalability issues while
preserving high performance.

4.3 Cache-free QP Scheduler
4.3.1 SQ Scheduler

An SQ is either active when it contains WQEs or inactive oth-
erwise. The SQ scheduler (as modeled in Figure 5a) chooses
one active SQ each time from tens of thousands of SQs in
host memory to send messages next. The design challenges

…
Tens of thousands of SQs

SQ Scheduler

Congestion 
Control

credits

Send 
WQE

Host

RNIC

(a) SQ scheduler model.

…
Tens of thousands of RQs

RQ Scheduler

Recv
WQE

Host

RNIC

(b) RQ scheduler model.

Figure 5: The QP scheduler models.

of the SQ scheduler are as follows:

• Challenge #1: Active SQs cannot be scheduled blindly,
as they are also subject to congestion control, as shown
in Figure 5a. Once an SQ is scheduled, if it is not allowed
to send messages due to the lack of credits granted by
congestion control, the scheduling does not take effect
but just wastes time and degrades performance.

• Challenge #2: The PCIe round-trip latency between
RNIC and host memory is high (around 1 µs in FPGA
based RNIC), and it takes at least two PCIe transactions
(one WQE fetch and one message fetch), to execute one
scheduling decision. Without careful design, the high
latency between scheduling iterations will significantly
degrade the performance.

• Challenge #3: There are tens of thousands of SQs in
host memory but very limited on-chip memory within
RNIC. It is prohibitive to have separate WQE caches for
different SQs in the RNIC.

To address these challenges, SQs should be scheduled when
they are both active and have credits (to address Challenge
#1), with appropriate batch transactions to hide PCIe latency
(to address Challenge #2), and in a WQE-cache-free way (to
address Challenge #3).

Guided by these principles, we propose a cache-free SQ
scheduler (as shown in Figure 6) that can do fast scheduling
among tens of thousands QPs with minimal on-chip memory
requirements. It consists of three major components:
Event Mux (EMUX): The EMUX module handles all
scheduling related events, including (1) SQ doorbell4 from
the host to indicate which SQ has new WQEs and messages
to send; (2) credit update from the congestion control module
to indicate window or rate adjustment for a connection/SQ;
and (3) dequeue event from the schedule queue to indicate an
SQ is scheduled.

Upon receiving an event, EMUX changes the scheduling
states in QPC. There are three scheduling states: an active
state indicating the SQ has WQEs; a credit value indicating

4Doorbell is the mechanism for the driver to notify RNIC that a SEND
WQE has been posted into an SQ [26]. It is usually implemented by updating
the write pointer of the SQ into an RNIC register.
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the bytes of messages allowed to send, and a ready state indi-
cating the SQ is in the schedule queue and ready for schedul-
ing. An SQ is ready for scheduling only when it is both active
and has available credits, which addresses Challenge #1.
Scheduler: The scheduler leverages a schedule queue to
maintain a list of SQs ready for scheduling. The scheduler
implements a round-robin strategy in the schedule policy
module, by popping a single ready SQ from the head of the
schedule queue each time, and fetching from that SQ a given
amount of WQEs and messages. After this scheduling itera-
tion, if the SQ is still ready for scheduling, it will be pushed
back into the schedule queue by the EMUX. Other scheduling
strategies (e.g., weighted round-robin and strict priority) can
be implemented by modifying the schedule policy module.
DMA Engine: When an SQ is being scheduled, the
DMA engine fetches from that SQ up to n WQEs and
min(burst_size,credit) bytes of messages to address Chal-
lenge #2. After a scheduling iteration, there could be unused
WQEs left in RNIC, if the total message size associated with
the n WQEs is over min(burst_size,credit) bytes. Unused
WQEs are dropped instead of being cached in RNIC, and
they will be fetched again next time when its SQ is scheduled.
This fetch-and-drop strategy enables us to achieve cache-free
scheduling to address Challenge #3.

There are two critical parameters (n and burst_size) to bal-
ance tradeoffs. n is the maximum number of WQEs, and
burst_size is the maximum bytes of messages allowed to
fetch in each scheduling iteration. n reflects the tradeoff be-
tween PCIe bandwidth usage and PCIe latency hiding. A
smaller n would lead to less PCIe bandwidth waste in the
fetch-and-drop strategy, but be harder to hide the PCIe latency
or saturate the PCIe bandwidth with small messages, while
a larger n would perform inversely. In SRNIC, n is set to 8
to balance the PCIe bandwidth utilization and latency hid-
ing. With this setting, the maximum message rate of a single
QP is 8 million requests per second (Mrps) (i.e., 8 messages
per 1 µs). As for burst_size, it reflects the tradeoff between
PCIe bandwidth utilization and scheduling granularity. A

smaller burst_size would enable finer scheduling granularity
and hence less HoL, but be harder to saturate PCIe bandwidth,
while a larger burst_size would perform inversely. Based on
this analysis, we set burst_size to the PCIe BDP, i.e., 16 KB,
to balance performance and scheduling granularity.

In summary, the SQ scheduler adopts a cache-free archi-
tecture to do fast scheduling among a large number of SQs
with minimal on-chip memory. Specifically, the width of the
schedule queue is 2 bytes, i.e., the QPN (QP Number) size,
and a schedule queue of 19.5 KB can support 10K SQs.

4.3.2 RQ Scheduler

The RQ scheduler is modeled as shown in Figure 5b. Upon
receiving a packet, RNIC gets its QPN by parsing the packet
header, fetches a Receive WQE from the RQ indicated by
that QPN, and places the packet payload into the data buffer
associated with that Receive WQE.

This process seems straightforward, but there is one design
decision affecting connection scalability: do we prefetch and
cache Receive WQE in RNIC before the packet arrives?

If Receive WQEs are prefetched and cached, the incoming
packet could hit the WQE cache, reducing the latency by
one PCIe round-trip time (i.e., around 1 µs). However, it is
hard to predict from which RQ to prefetch Receive WQEs
before packets arrive, and thus the cache hit ratio largely
depends on the traffic pattern and the cache size. Therefore,
we decide to take the cache-free approach without prefetching
or caching Receive WQEs, thus improving the connection
scalability. Given that the typical RDMA network latency for
small messages is tens of microseconds in data centers(e.g.,
for 1KB messages, RDMA P50 and P99 latency is 24us and
40us, respectively [5]), the increased 1 µs latency is generally
negligible. For latency-sensitive scenarios where 1 µs matters,
like in rack-scale deployments, a shared Receive WQE cache
can be brought back to optimize the latency.

4.4 Memory-free Selective Repeat

The introduction of selective repeat into RNICs increases the
challenge to achieve high connection scalability. As analyzed
in §3.2.2, the extra data structures brought by selective repeat
include outstanding request tables, reordering buffers, and
bitmaps, whose memory requirements in total exceed the
typical on-chip SRAM sizes of RNICs.

To minimize the memory requirements introduced by se-
lective repeat, SRNIC eliminates the need for outstanding
request tables and reordering buffers via RDMA protocol
header extensions (§4.4.1), and onloads bitmaps into host
memory without sacrificing performance via careful software-
hardware co-designs (§4.4.2).
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4.4.1 Header Extensions

As described in §3.2, the outstanding request table is used
to maintain for each QP the mapping between outstanding
request packets and their metadata including PSN, MSN, and
PSN_OFFSET for fast selective retransmission. We eliminate
the need for this data structure, by carrying these per-packet
metadata on packet headers, instead of storing them in the
on-chip memory. Specifically, we let all outstanding request
packets carry these metadata on their headers, and let their
response packets echo the same metadata back. In this way,
the requester can locate the WQE and its message quickly
with metadata in the response packet header.

The reordering buffer is used by each QP to rearrange
the OOO packets and ensures in-order delivery to the data
buffer of user applications. To get rid of the per-QP reordering
buffer, our approach is in-place reordering, i.e., leveraging
the user data buffer pinned in host memory as the reordering
buffer. To achieve this, all incoming packets should be placed
directly into the user buffer at correct addresses. We make
the following header extensions so that RNIC can derive the
address for each packet by parsing its header: (1) all SEND
packets carry send message sequence number (SSN) and the
aforementioned PSN_OFFSET, which can be used by the
RNIC responder to locate the corresponding receive WQE
and the offset in its associated receive buffer. (2) all WRITE
packets carry their target remote addresses [33].

As to RDMA READ, we add acknowledgements to READ
requests and responses respectively to add self-clocking for
RDMA READ, and schedule RDMA READ at the responder
side similar to RDMA WRITE. By doing so, we can apply
similar header extensions of SEND and WRITE for READ
request and response packets, and more importantly, we can
apply window-based congestion control for RDMA.

With these modifications, both sequential and out-of-order
packets can be placed directly into the user buffer at the cor-
rect address, thus achieving in-place reordering and eliminat-
ing per-QP reordering buffer in the on-chip memory.

The aforementioned extensions add 8 to 20 bytes of headers
to packets. In particular, the header is increased from 58 to
66 bytes for SEND and from 58 to 78 bytes for WRITE,
which will decrease the application goodput by 0.7% and
1.8%, respectively, given 1024 byte RoCE MTU.

4.4.2 Bitmap Onloading

As mentioned in §3.2.2, each QP requires five BDP-sized
bitmaps, and 10K QPs need 3.0 MB memory to store bitmaps,
which alone may exceed the RNIC on-chip memory size (e.g.,
2 MB in Mellanox RNIC [24]), thus increasing the challenge
to achieve high connection scalability.

We observe that, when there is no packet loss, packets from
the same QP are sent and received in order, and an expected
PSN (ePSN) in the responder and a last acknowledged PSN
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Figure 7: Selective repeat with bitmap onloading.

(lACK) in the requester are enough to track the sequential re-
ception of request and response packets, respectively, without
the need of bitmaps; when there is packet loss, OOO packets
appear, and bitmaps are only required to track OOO packets.

Based on the above observation, for each QP we maintain
an ePSN and a lACK in QPC to process sequential packets in
hardware, and onload all bitmaps into host memory to track
OOO packets. Assume packet loss rate is low and sequential
packets are the majority, most traffic is handled by hardware
directly, and little traffic containing the OOO packets is han-
dled by software with the memory-consuming bitmaps in
host memory. In this way, we achieve a balance between high
performance and high connection scalability.

Figure 7 shows the software-hardware co-designed selec-
tive repeat architecture with bitmap onloading. On the respon-
der side, the PSN of an inbound request packet is compared
against the ePSN (À). If they match (Á), it is a sequential
packet and will be handled in the RNIC; otherwise (Á), it
is an OOO packet and the responder enters into the loss re-
covery state. In this state, the metadata (PSN and ePSN) of
all incoming OOO packets is sent to software, which then
fills the bitmaps in host memory to track received packets.
After lost packets are received and bitmaps are filled accord-
ingly, a new ePSN is updated (Â), and the RNIC exits from
the loss recovery state. On the requester side, the PSN of
an inbound response packet is compared against an eACK
(i.e., a coalesced ACK greater than the lACK) (À). If they
match (Á), the lACK is updated in hardware; otherwise (e.g.,
upon receiving NACK or SACK) (Á), the requester enters
into the loss recovery state. In this state, the metadata of all
incoming OOO response packets including PSN and lACK is
sent to the software retransmission module, which then ma-
nipulates the bitmaps in host memory to track which packets
are received by the responder, and makes retransmission de-
cision accordingly. The retransmitted requests are submitted
through a Retry Queue (RetryQ) associated with each QP (Â).
After all retransmitted packets are successfully delivered (in-
dicated by ACKs), the requester exits from the loss recovery
state. Another option is to keep bitmaps only in the responder
and make the requester stateless. Then, the responder should
notify the requester exactly which packets to be retransmitted.
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A race condition may arise in the responder when exiting
from the loss recovery state. Specifically, when the software
updates the new ePSN, there might be inflight metadata of
OOO packets with newer PSN between RNIC and CPU. In
this case, the updated ePSN is not the latest, and thus the exit
fails. To address the race condition problem while preserv-
ing high performance, RNIC records the range of the most
advanced sequential packets (via [psn_le f t, psn_right]) af-
ter it enters the loss recovery state. A QP can exit from the
loss recovery state if the updated ePSN falls into [psn_le f t,
psn_right +1] range, and the ePSN in QPC will be updated
to psn_right +1, as illustrated in Figure 8.

4.5 Other Design Considerations
With the cache-free QP scheduler and memory-free selective
repeat, all data structures shown in Table 1 are eliminated,
except for the receiving buffer, QPC, and MTT.

Receiving Buffer is a shared packet buffer among all QPs
and its size is small, so it is not optimized in this paper.

QPC is essential to maintain the per-QP states, and is in-
volved in per-packet processing. To support a large number
of performant QPs, we have to store their QPCs entirely in
on-chip memory. Therefore, this part is not eliminated, and
we preserve as much on-chip memory as possible for QPC to
maximize the number of performant QPs.

MTT is memory-consuming as analyzed in §3.2 (e.g., 4 GB
memory region requires 8 MB MTT size). Therefore, MTT
is maintained in the host memory, and an MTT cache is im-
plemented inside the RNIC by leveraging traffic locality. The
cache size does not increase with the number of QPs, and
its performance is highly related to traffic patterns. In ad-
dition, adopting hugepages (e.g., 2MB/1GB) is a classical
optimization to reduce the memory size of address translation
tables [24, 40], but requires modification to the applications.

4.6 Design Summary
The last two columns of Table 1 summarize our ideas to
minimize the RDMA related data structures, and show the
memory requirements after optimizations. Specifically, we
eliminate the WQE cache through a cache-free QP scheduler,
eliminate all SR-related data structures in on-chip memory
through SR-friendly header extensions and bitmap onloading,

Resource Usage

LUT Register BRAM URAM

101102 140816 621 48

Memory Breakdown (MB)

QPC MTT Receiving Buffer SQ Scheduler Total

2.3 1.2 0.6 0.3 4.4

Table 2: Resource usage of the SRNIC prototype.

and minimize the on-chip memory requirements of MTT with
a cache, while keeping the large MTT table in host memory.

5 Implementation

We build a fully functional prototype of SRNIC using a Xilinx
FPGA board with a PCIe Gen3 x16 interface and a 100 Gbps
Ethernet port, running at a clock frequency of 300 MHz.
Congestion Control. Since SRNIC introduces ACK based
self-clocking for RDMA READ, we therefore can use
window-based congestion control for RDMA. Window-based
approach in general is more friendly for hardware implementa-
tion than rate-based congestion control due to its self-clocking
mechanism. More specifically, window-based design is event-
driven: congestion window update events are triggered by
inbound acknowledgement packets, and window based con-
gestion control for each flow is applied at QP scheduling
events. These events are naturally serialized and can be pro-
cessed one by one. On the other hand, rate-based congestion
control is timer-driven. It is challenging to support a large
number of timer-based rate limiters in parallel for many con-
current flows. In SRNIC, we use DCTCP.
Memory Consumption. We realize 10K QPs in SRNIC and
the resource consumption is broken down in Table 2. SRNIC
consumes 4.4 MB on-chip SRAM in total. The QPC table,
whose size increases linearly with the QP number, occupies
2.3 MB5 for 10K QPs. The remaining memories are used by
QP-irrelevant data structures, including MTT cache, receiving
buffer, and SQ scheduler, which consume constant memories
when the QP number increases.

Per Table 2, the precious on-chip SRAM of SRNIC is
mainly partitioned between the two most memory-consuming
data structures: the QPC table and the MTT cache. A larger
QPC table would support more performant QPs, while a larger
MTT cache could provide a higher cache hit rate during ad-
dress translation thus better performance. The best on-chip
memory partition strategy between the QPC table and the
MTT cache highly depends on scenarios, and it’s an interest-
ing problem to explore in the future.

5This is slightly larger than 2 MB calculated in Table 1 due to memory
alignment overhead, e.g., each memory depth should be a power of 2 in FPGA
implementation.
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Figure 9: Connection scalability. SRNIC maintains constant
high throughput as the number of QPs increases, while the
performance of commercial RNICs (Mellanox CX-5 & 6)
drops dramatically when the QP number exceeds 256.

6 Evaluation

We evaluate SRNIC using both testbed experiments and large-
scale ns-3 simulations [10], and compare it with Mellanox
RNICs, IRN, and TCP. Our results reveal that:

• SRNIC achieves high connection scalability: it supports
10K performant QPs, outperforming Mellanox RNIC CX-5
by 18x in terms of normalized connection scalability.

• SRNIC achieves high throughput (97 Gbps), low latency
(3.3 µs), and low (5%) CPU overhead.

• SRNIC achieves high network scalability: it is loss-tolerant
(up to 75 Gbps goodput under 1% loss rate) and maintains
predictable performance over large-scale lossy networks.

6.1 Connection Scalability
We compare SRNIC with Mellanox RNIC CX-5, CX-6, and
TCP in terms of connection scalability. The settings of the
testbed experiments are as follow. We connect two RNICs
directly and launch 16 threads on each side, with each thread
executing 512 B send operations. We set the RoCE MTU to
1024 bytes, and use the standard per f test benchmarks [11]
in all experiments. With the above settings, we measure the
aggregate throughput of these solutions while increasing the
number of QPs from 128 to 10K, as shown in Figure 9.

SRNIC preserves the highest aggregate throughput almost
unchanged at around 97 Gbps when the QP number increases
from 128 to 10K. This is expected, as SRNIC keeps the QPC
of 10K QPs entirely in the on-chip memory while eliminating
or minimizing all other data structures.

TCP also preserves relatively high performance (from 81
to 96 Gbps), as it maintains the contexts of 10K connections
in the large host memory, demonstrating high connection
scalability but lower and unpredictable performance.

In contrast, the aggregate throughput of Mellanox RNICs

CX-5 and CX-6 drops dramatically when the QP number ex-
ceeds 256 due to frequent cache misses, as explained in §2.2.

In summary, SRNIC provides much higher connection scal-
ability than commercial RNICs. Specifically, SRNIC realizes
10K QPs with 4.4 MB memory, while Mellanox CX-5 sup-
ports 256 QPs with 2 MB memory. To make a fair comparison,
we define normalized connection scalability as the number of
performant connections per 1 MB on-chip memory. SRNIC
outperforms Mellanox CX-56 by 18x (10 K QPs/4.4 MB vs.
256 QPs/2 MB) in terms of normalized connection scalability.

6.2 Performance and CPU Overhead
We compare SRNIC with CX-67 and TCP in terms of through-
put, latency, and CPU overhead using a single connection,
with the same settings as above (i.e., 1024-byte RoCE MTU,
two NICs are connected directly).
Throughput. The throughput comparison is shown in Fig-
ure 10a. When the message size exceeds 4 KB, SRNIC and
CX-6 both achieve line-rate throughput (97 Gbps), whereas
TCP can only achieve up to 37 Gbps since the single CPU core
becomes the bottleneck. In our experiments, the maximum
message rate that SRNIC can achieve is 6.6 Mrps, comparable
to that of the CX-6 (6.3 Mrps). This confirms that RNIC can
achieve a high message rate without WQE cache. As men-
tioned in §4.3.1, the message rate of SRNIC depends on the
batch size of the SQ scheduler. In our implementation, the
SQ scheduler can request at most 8 WQEs at a time and the
average PCIe RTT we measured is 1.1 µs, therefore our result
is close to the upper bound of 7.2 Mrps.
Latency. We measure the latency for transmitting 64 B small
messages. As Figure 10b shows, the latency of SRNIC is
about 3.3 µs, slightly higher than that of CX-6 (1.16 µs). We
believe this gap comes from the extra 1 µs added by the cache-
free QP scheduler and the clock frequency difference between
FPGA (300MHz) and ASIC (GHz) implementations. The la-
tency would be decreased if SRNIC adopts the shared Receive
WQE cache or is implemented in ASIC. In contrast, TCP has
the highest latency of 24 µs, indicating that bypassing ker-
nel and offloading transport in RDMA is vital for significant
latency reduction.
CPU overhead. As shown in Figure 10c, the CPU overhead
of SRNIC and CX-6 both maintains at a low level (< 5%)
thanks to transport offload and kernel bypass. TCP consumes
much more CPU cycles at both the client and server sides
(around 100% CPU utilization, not shown in the figure).

6.3 Network Scalability
Finally, we evaluate the network scalability of SRNIC. We
show the efficiency of loss recovery in SRNIC with testbed

6We know the on-chip memory size (i.e., 2 MB) of CX5 [24] but not CX6,
so we only compare with CX-5 in terms of normalized connection scalability.

7CX-5 and CX-6 behave similarly, so we only show CX-6 thereafter.
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Figure 10: Performance and CPU overhead. SRNIC achieves
high throughput, low latency, and low CPU overhead, similar
to CX-6.

experiments, and the performance of SRNIC over large-scale
lossy networks via simulations.
Loss tolerance. We compare the goodput of SRNIC with
CX-6 at different packet loss rates, which are emulated by
placing an FPGA between two RNICs and letting the FPGA
randomly drop packets at given rates. We use per f test to
generate 4 KB messages continuously. We disable congestion
control here to exclude the influence of congestion control on
loss tolerance, and only compare the loss recovery efficiency
between selective repeat in SRNIC and go-back-N in CX-6.

Figure 11 compares SRNIC with CX-6 in terms of goodput
under different loss rates. The goodput of CX-6 drops rapidly
when the loss rate exceeds 0.1%. In particular, the CX-6
goodput is down to 25 Gbps when the loss rate exceeds 1%.
Meanwhile, we monitor the MAC statistics counters in CX-6
and get its raw throughput of ∼97 Gbps, which indicates that
most of the RNIC bandwidth is wasted on retransmission
caused by go-back-N. The goodput of SRNIC drops much
slower than that of CX-6. When the loss rate exceeds 1%, the
goodput is still 75 Gbps, 3x higher (75 vs. 25 Gbps) than that
of CX-6.

The good loss tolerance of SRNIC comes from both the
efficiency of selective repeat and its careful software-hardware
co-designs in §4.4.2.
Performance in large-scale lossy networks. We use ns-3 to
simulate the transport behavior of SRNIC, and compare it with
CX-6 and IRN in large-scale lossy networks. We simulate
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Figure 11: Loss tolerance. SRNIC achieves higher goodput
than CX-6 when loss rate increases, as the number of retrans-
mitted packets with selective repeat is much fewer than that
with go-back-N.
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Figure 12: Performance at different network scales.

the fat-tree topologies with the server number ranging from
16 to 4096, with the (ToR, Aggregate, Core) switch number
varying among five settings: (1, 0, 0), (4, 4, 0), (8, 8, 0), (64,
64, 16) and (128, 128, 64). The subscription ratio is 1:1 in
all topologies. We equip each server with one 100 Gbps NIC
connected to one ToR. ToR, Aggregate, and Core switches
are connected via 400 Gbps links. The propagation delay of
each link is 1 µs.

PFC is enabled for CX-6 but disabled for SRNIC and IRN.
We use the traffic trace in Cache_Follower [36], where 53%
of the flows are sized between 0 - 100 KB, 18% between
100 KB - 1 MB, and the rest are larger than 1 MB. We set the
network load at 0.7 utilization, and configure other algorithm
parameters based on their papers.

We primarily focus on three metrics, i.e., average FCT, P99
tail FCT, and average slowdown [33]. The average FCT and
tail FCT describe the performance of throughput-intensive
flows, while the average slowdown shows the performance of
latency-sensitive flows.

As shown in Figure 12, the performance of SRNIC is
1.9 - 2.2x better than CX-6 across all three metrics. As the
cluster scale increases, SRNIC maintains stable performance,
while the performance gap between SRNIC and CX-6 widens.
Meanwhile, SRNIC and IRN perform similarly well as they
use the same loss-recovery mechanism (selective repeat) and
similar congestion control schemes (DCTCP vs. DCQCN).
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7 Discussion

RDMA Protocol for lossy Ethernet. The RDMA protocol
was originally designed and simplified for lossless Infiniband,
and it "does not support selective packet retransmission nor
the out-of-order reception of packets", written in the Infini-
band RDMA specification [1]. As a result, the current RDMA,
by design, requires a lossless fabric to perform well.

Based on this requirement, when RDMA is introduced into
Ethernet-based data centers, Ethernet is turned from lossy
to lossless by introducing PFC, rather than re-designing an
Ethernet-native or loss-friendly RDMA protocol.

A lossless Ethernet network, however, is inherently diffi-
cult to scale and hard to maintain for high availability. It is
therefore desirable to look into the other end of the design
spectrum: revising the RDMA protocol for a lossy network.
This is the path taken by the pioneering work of IRN [33],
and SRNIC. We hope these early attempts can inspire the
re-design of a new RDMA specification for lossy network,
which supports out-of-order packet reception and selective
packet retransmission natively and efficiently, and ensures
compatibility and interoperability among different protocol
versions and RNIC vendors.
SRNIC vs. RoCEv2, iWARP and ToE. There exists a long
debate [3, 6] between RoCE and iWARP [35] (ToE [2] is
similar to iWARP in the sense of TCP offload). The former
takes a bottom-up strategy: start from a minimal, hardware-
friendly yet working transport (e.g., go-back-0, no congestion
control) and incrementally add more advanced mechanisms
(e.g., go-back-N/selective repeat, DCQCN/DCTCP) to make
RoCE work better over various networks. The latter takes a
top-down strategy: offloading the fully-compatible TCP/IP
stack (which is already proven to work well over various net-
works at scale), and gradually reduce unnecessary complexity
to improve hardware friendliness.

SRNIC takes a more balanced approach: it inherits the hard-
ware friendliness (and thus high performance) from RoCE,
and introduces only necessary features from TCP such as
selective repeat and DCTCP.

SRNIC demonstrates that high network scalability and hard-
ware friendliness can be achieved simultaneously with careful
architecture and protocol co-designs. We believe that the best
of both RoCE (hardware friendliness) and iWARP/TCP (high
network scalability) can coexist as we have shown in SRNIC.

8 Related Work

Several works [30,32,42] aim at improving RDMA’s network
scalability via bringing advanced congestion control algo-
rithms to RNICs.They control the queue length at switches
and thus improve RDMA’s performance at scale. Note that
these works are orthogonal to ours and can be integrated into
SRNIC if they are hardware-friendly.

Mellanox tries to improve RNIC’s connection scalability
via DCT [17] technology, which restricts the number of ac-
tive connections and avoids QP exhaustion via dynamically
creating and destroying QPs. However, such behavior may
cause frequent flips of connections, resulting in increased la-
tency and bandwidth waste [27]. StaR [39] improves RNIC’s
connection scalability at one side by letting the other side
save states for it. However, this strategy highly relies on the
asymmetric communication pattern, where the client with low
concurrency can share its resources with the server with high
concurrency, to improve the overall connection scalability.

Other software based transport solutions or DPDK-style
NICs, e.g., eRPC [24], FaSST [27], 1RMA [38], and Ni-
tro [37], expect NICs to provide scalable connection-less
service including packet transmission and reception, and lever-
age CPU to implement connection-related semantics. In these
solutions, it is the CPU’s responsibility to handle most of the
transport-related tasks, including packet order maintenance,
congestion control, and loss recovery. Though the scalabili-
ties of these approaches are comparable to the software trans-
port TCP, the heavy involvement of CPU results in higher
CPU overhead, higher latency, and higher jitter than that of
hardware-based transport. In contrast, SRNIC handles almost
everything in hardware but leaves only part of retransmission
in software, resulting in hardware-level performance in most
cases when there is no packet loss, and software-level loss
tolerance when packet loss happens.

9 Conclusion

This paper presents the design and implementation of SRNIC,
a scalable RDMA NIC architecture, which addresses the con-
nection scalability challenge, while achieving high network
scalability, high performance, and low CPU overhead at the
same time. Our key insight in SRNIC is to minimize RNIC’s
memory requirement, by eliminating as many on-chip data
structures as possible in a simple yet performant way. Guided
by this insight, we make a few RDMA protocol header exten-
sions and architectural innovations to achieve the design goal.
Our experiences in SRNIC tell us that existing RDMA header
formats originally designed for a lossless environment, are
not suitable for much large-scale, lossy data center networks.
SRNIC therefore is our first attempt towards more scalable
and performant, next-generation RoCE/RDMA designs.
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Abstract
Intra-host networking was considered robust in the RDMA
(Remote Direct Memory Access) network and received lit-
tle attention. However, as the RNIC (RDMA NIC) line rate
increases rapidly to multi-hundred gigabits, the intra-host net-
work becomes a potential performance bottleneck for network
applications. Intra-host network bottlenecks may result in de-
graded intra-host bandwidth and increased intra-host latency,
which can severely impact network performance. However,
when intra-host bottlenecks occur, they can hardly be no-
ticed due to the lack of a monitoring system. Furthermore,
existing bottleneck diagnosis mechanisms fail to diagnose
intra-host bottlenecks efficiently. In this paper, we analyze
the symptom of intra-host bottlenecks based on our long-
term troubleshooting experience and propose Hostping, the
first bottleneck monitoring and diagnosis system dedicated to
intra-host networks. The core idea of Hostping is conducting
loopback tests between RNICs and endpoints within the host
to measure intra-host latency and bandwidth. Hostping not
only discovers intra-host bottlenecks we already knew but
also reveals six bottlenecks we did not notice before.

1 Introduction

RDMA has been applied to many applications [14] [17] [28]
[30] [42] [46] in data centers to achieve high throughput
and ultra-low latency. As the last hop of network commu-
nication, intra-host networking can significantly impact the
performance of network applications. However, the intra-host
network is far from flawless, and intra-host bandwidth may
degrade due to sudden link failures or occupation by other
traffic. Previously, the intra-host bandwidth was much greater
than the RNIC line rate (e.g., ~63 Gb/s PCIe Gen 3 x8 for 25
Gb/s RNIC), providing sufficient bandwidth redundancy for
RNIC traffic. Therefore, the intra-host network rarely became

The first two authors contributed equally to this paper. This work is done
while Kefei Liu, Haoran Wei, and Xiaolong Zhong are doing a joint research
project at ByteDance. (∗Jiao Zhang is the corresponding author.)

an obstacle to network communication, and bottlenecks in the
host network received little attention.

However, bottlenecks in the host network are on the rise.
With the increasing demand for high throughput and ultra-low
latency, the RNIC line rate increases rapidly (from 25 Gb/s
to 200 Gb/s). In contrast, the intra-host bandwidth does not
improve equally (e.g., PCIe bandwidth increases from ~63
Gb/s to ~252 Gb/s). As a result, when intra-host bandwidth de-
grades, traffic on the RNIC is more likely to be throttled. What
is worse, both the topology and traffic patterns within the host
become much more complicated, making bandwidth degra-
dation caused by sudden link failures or traffic contention
happens more frequently. Besides, as intra-host services be-
come more complex, configuration items in the host also
increase considerably, leading to a high probability of miscon-
figurations. Some of them, such as enabling Access Control
Service, will redirect GDR (GPU Direct RDMA) traffic to the
CPU, leading to a drastic increase in intra-host latency and
severe degradation of intra-host bandwidth.

Intra-host bottlenecks 1 may significantly degrade network
performance. In our distributed machine learning system,
one single intra-host bottleneck can significantly degrade the
whole system and may even block the training process. This
phenomenon is common in our data center. When it occurs,
operators may need hours to days to diagnose the root cause.

Why do intra-host bottlenecks have such a severe impact? If
the intra-host bandwidth is lower than the RNIC receiving rate,
the RNIC receive buffer may accumulate or even be saturated.
When this occurs in a lossy environment (without PFC) [39],
RNIC may drop packets. Since RDMA is vulnerable to packet
drops, even a low drop rate will result in drastic throughput
degradation [24]. While in a lossless environment, RNIC will
send PFC pause frames (Tx pause frames) to the upstream
switch’s egress port to stop its traffic. If the RNIC sends pause
frames continually, it may eventually lead to a PFC storm
[21] [24] [36], which may bring down the whole network.

1In the following, we use "intra-host bottleneck" as the bottleneck in the
host network and "network bottleneck" as the bottleneck in the inter-host
network, i.e., switches and cables.
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Therefore, when an intra-host bottleneck occurs, it should be
discovered, diagnosed, and resolved as soon as possible.

However, due to the lack of an efficient intra-host bottle-
neck monitoring system, bottlenecks can hardly be noticed
when they occur. When customers complain to the network
team about performance degradation, the upper layer service
usually has been severely influenced by the bottleneck. In
addition, the phenomena caused by intra-host and network
bottlenecks may be similar. Thus, when network performance
degrades, operators need first to judge whether the host or the
network should be blamed. Furthermore, when finding the
bottleneck lies in the host, operators need to log in to the host,
execute a series of test cases and conduct some profiling tools
to infer the bottleneck. The whole process is time-consuming.
What is worse, existing profiling tools could only be used for
specific devices, such as Intel PCM [2] for Intel CPUs, AMD
uProf [1] for AMD CPUs, and Nvidia SMI [9] for Nvidia
GPUs. As each host may have devices from different ven-
dors, operators may need different toolsets for each diagnosis,
which brings additional learning and execution overhead.

To solve the limitations above, we propose Hostping, the
first bottleneck monitoring and diagnosing system dedicated
to intra-host networks. It could be deployed on all RDMA
servers with low overhead and adapt to devices from differ-
ent vendors. When intra-host bottlenecks occur, Hostping
could quickly discover them and automatically diagnose their
root causes. Thus, when network performance degrades, we
can rapidly judge whether the host or the network should be
blamed.

We need to address three challenges to achieve these design
targets. Firstly, we need to find and measure metrics that
could effectively discover and diagnose intra-host bottlenecks.
Secondly, we need to keep responsive to intra-host bottlenecks
with low overhead. Finally, we need to efficiently diagnose
intra-host bottlenecks based on measured data.

Based on our long-term troubleshooting experience, we
realized that leveraging intra-host bandwidth and latency as
metrics could effectively discover and diagnose most intra-
host bottlenecks. This guides the core idea of Hostping: con-
duct loopback tests between RNICs and endpoints (GPUs and
memory nodes [33]) within the host to measure intra-host
latency and bandwidth. By registering memory regions in
different endpoints, Hostping could evaluate the latency and
bandwidth of any intra-host path that a message received by
an RNIC can take. To keep Hostping responsive to intra-host
bottlenecks without degrading application performance, we
design a hardware monitor to determine when to launch it.
Finally, we propose an efficient diagnosing mechanism that
could effectively identify the root cause of intra-host bottle-
necks even under the interference of service traffic on RNICs.

We evaluate Hostping on over 300 servers in our distributed
machine learning system. During the deployment, Hostping
not only discovers intra-host bottlenecks we already knew but
also reveals six bottlenecks we did not notice before, such

as CPU root port failures and memory channel flapping. To
summarize, this paper makes the following contributions:

• We analyze the symptom of intra-host network bottlenecks
based on our long-term troubleshooting experience and
realize that most intra-host bottlenecks have one or both of
the following symptoms: intra-host bandwidth degradation
and intra-host latency increase.

• We design Hostping, the first bottleneck monitoring and
diagnosing system dedicated to intra-host networks.

• We propose an efficient diagnosing mechanism that could
effectively identify the root cause of intra-host bottlenecks
even under the interference of service traffic on RNICs.

2 Background & Motivation

2.1 Intra-host Bottlenecks
When sending/receiving a message, the RNIC will read/write
it from/to an intra-host endpoint (e.g., memory node, GPU)
through multi-hops in the host network, such as PCIe links,
memory channels, and inter-socket buses (e.g., Intel QPI
[51]/UPI [11] and AMD xGMI [12]). We refer to the round-
trip latency and the maximum available bandwidth between
the RNIC and the endpoint as intra-host latency and intra-
host bandwidth2, respectively.

Previously, intra-host bandwidth was much greater than the
RNIC line rate, providing sufficient bandwidth redundancy.
Therefore, the host rarely became an obstacle to network com-
munication, and intra-host bottlenecks received little attention.
In recent years, with the increasing demand for high through-
put and ultra-low latency from applications, the RNIC line
rate has increased rapidly. In contrast, the intra-host band-
width does not improve equally. As a result, when intra-host
bandwidth degrades due to link failures or contention from
other intra-host traffic, it is more likely to trigger network
performance degradation.

What is worse, both the topology and traffic patterns within
the host become much more complex, making the intra-host
bandwidth degradation commonplace [13] [16] [19] [35] [37].
To satisfy the ever-increasing demand for computation capa-
bility, more GPUs and RNICs are integrated into one single
host. For example, the latest Nvidia DGX-A100 [5] server
incorporates 8 Nvidia A100 GPUs and 4 Mellanox 200 Gb/s
RNICs. This leads to much more complicated intra-host traf-
fic patterns and more bandwidth contention. In addition, as
the number of root ports [43] on the CPU socket is limited,
more PCIe switches are required to interconnect these devices.
As a result, the intra-host topology becomes more complex,
leading to more frequent intra-host link failures.

2It could be further divided into sending bandwidth from the endpoint
to the RNIC and receiving bandwidth from the RNIC to the endpoint. If
not explicitly mentioned, it indicates the minimum value of the sending and
receiving bandwidth.

16    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



Furthermore, as intra-host services become more compli-
cated, configuration items in the host also increase consid-
erably, leading to a high probability of misconfigurations.
Among them, some misconfigurations may lead to severe
intra-host bottlenecks. For example, ACS (Access Control
Service) is a PCIe configuration used in IO virtualization.
GDR is a widely used communication method in machine
learning, which uses the GPU to communicate directly with
the RNIC without any involvement of the CPU and host mem-
ory. However, all GDR traffic will be redirected to the CPU
with ACS enabled, leading to a drastic increase in intra-host
latency and severe degradation of intra-host bandwidth.

2.2 The Impact of Intra-host Bottlenecks

When bottlenecks appear in the host, the intra-host bandwidth
may be lower than the RNIC receiving rate, and the RNIC
receive buffer may accumulate. If the receive buffer is satu-
rated in a lossy environment (without PFC) [39], the RNIC
will drop packets. Since RDMA is vulnerable to packet drops,
even a low drop rate will result in drastic throughput degrada-
tion [24]. While in a lossless environment, when the RNIC
receive buffer exceeds a threshold, it will send pause frames
to the upstream switch’s egress port to stop its traffic. If the
RNIC sends pause frames continually, it may finally lead to a
PFC storm, which may bring down the whole network.

One single intra-host bottleneck may significantly degrade
the distributed machine learning system. To achieve better
training performance, developers aggregate more and more
servers in a distributed system. However, this leads to more
frequent performance bottlenecks. In data-parallel training,
before updating the neural network parameters, all involved
GPUs need to aggregate their local gradients [16] [28] [45]. In
this process, GPUs may communicate in one or several rings
[22] [38] [41] consisting of intra-host links (e.g., NVLinks [8],
PCIe links) and network links to achieve optimal bandwidth
utilization. This ring-based communication is extremely sen-
sitive to network and intra-host bottlenecks. A single RNIC
suffering from degraded intra-host bandwidth may signifi-
cantly slow down the aggregation process of the whole system.
We conducted a ring-based nccl all-reduce test [7] with eight
hosts, and each host has a 200 Gb/s RNIC for network commu-
nication. Fig.1 shows the throughput of each host during the
test. In this scenario, an RNIC’s PCIe link has degraded band-
width due to a link failure, leading to a slow sending/receiving
rate. As a result, the throughput for all the hosts drops drasti-
cally to 50 Gbps (~70% lower than the ideal).

Frequent intra-host bottlenecks bring more challenges for
performance bottleneck diagnosis. When packet drops or
bandwidth degradation occur on a path, how to diagnose the
root cause? This problem generally lies in the network when
few intra-host bottlenecks appear, and operators only need
to check each link and switch on the path in sequence. How-
ever, as intra-host bottlenecks occur much more frequently,
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Figure 1: One single bottleneck degrades the throughput of
the entire machine learning system by 70%. The upper lines
are ideal, and the lower lines are abnormal. The throughput
of each host is calculated every 30 seconds.

the same phenomenon may also be caused by the degraded
intra-host bandwidth. As a result, operators must first dis-
tinguish whether the host or the network should be blamed,
which brings more challenges for bottleneck diagnosis.

2.3 Limitations of Existing Intra-host Bottle-
neck Diagnosis Mechanisms

When an intra-host bottleneck occurs, it must be discovered,
diagnosed, and resolved as soon as possible. Unfortunately,
as far as we know, there are currently no monitoring and
diagnosing systems dedicated to the host network in data
centers, and intra-host bottleneck diagnosis is inefficient.
Unresponsive. When bottlenecks occur in a host, they can
hardly be noticed in time due to the lack of an efficient intra-
host bottleneck monitoring system. However, when customers
(e.g., the machine learning team) complain to the network
team about performance degradation, the upper layer service
has usually been severely influenced. Thus, operators require
a responsive monitoring system to quickly discover intra-host
bottlenecks, avoiding application performance degradation.
Time-consuming. When a system suffers from degraded per-
formance, operators usually need to run benchmark tests, such
as perftest [10] and nccl-test [7], to narrow down the prob-
lem. However, these tests reflect “end-to-end” performance,
including senders, networks, and receivers. Thus, they cannot
quickly determine whether the bottleneck occurs in the net-
work or the host. When finding the bottleneck lies in the host,
root cause diagnosis is still challenging due to the complex
intra-host topology. Operators need to log in to the host, exe-
cute a series of test cases, and conduct some profiling tools to
evaluate all intra-host links. The entire process above needs
to be conducted manually, which is time-consuming.
Fragmented. When an intra-host link has anomalous per-
formance, operators may need to run some profiling tools
to determine whether the link is occupied by other traffic.
However, these tools are usually vendor-specific, such as Intel
PCM for Intel CPUs, AMD uProf for AMD CPUs, Nvidia
SMI for Nvidia GPUs, and Mellanox Neohost [4] for Mel-
lanox RNICs. Unfortunately, each host in data centers may
have a different combination of equipment, such as different
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network adapters (Mellanox, Broadcom, or Intel), different
CPUs (Intel or AMD), and different GPUs (Nvidia or AMD).
As a result, when diagnosing bottlenecks in the host, operators
need to utilize different combinations of tools, which brings
additional learning and execution overhead.

2.4 Targets of Hostping
Considering the limitations above, we desire to develop a
dedicated intra-host bottleneck monitoring and diagnosing
system, which could be deployed on all RDMA servers with
little overhead and adapt to devices from different vendors.
When intra-host bottlenecks appear, the system can quickly
discover them and automatically diagnose their root causes.
Thus, when network performance degrades, we can rapidly
judge whether the bottleneck lies in the host or the network.
In conclusion, this system should have the following charac-
teristics:

• Responsiveness: It should quickly discover intra-host bot-
tlenecks and diagnose their root causes.

• Deployability: It should be implementable with commodity
hardware.

• Scalability: It should be compatible with equipment from
different vendors.

• Lightweight: It should have negligible interference with
services in the host.

3 Hostping Overview

In this section, we will first introduce the challenges we should
address to achieve the targets of Hostping (3.1). Then we
will analyze the symptoms of intra-host network bottlenecks
based on our long-term troubleshooting experience, which
guides the core idea of Hostping (3.2). Finally, we will briefly
illustrate the framework of Hostping (3.3).

3.1 Challenges
To realize the targets of Hostping, there are three main chal-
lenges to be solved:
Find and measure metrics that could effectively discover
and diagnose intra-host bottlenecks. As the topology and
traffic patterns within the host become much more complex,
the root causes of intra-host performance bottlenecks are het-
erogeneous. We need to find some unified metrics that could
effectively uncover intra-host bottlenecks and precisely infer
their root causes. Besides, since the intra-host network is like
a black box, measuring these metrics with high accuracy is
also challenging.
Be responsive to intra-host bottlenecks with low overhead.
Diagnosing intra-host performance bottlenecks requires eval-
uating all the links in the host. Due to the complexity of the

host topology, this is not an easy task and will have a non-
negligible impact on the applications within the host. For
example, active probing consumes CPU memory, GPU video
memory, and bus bandwidth. How can we quickly perceive
intra-host bottlenecks with low overhead to the performance
of applications running in the host?
Effectively diagnose intra-host performance bottlenecks
based on measured data. During the operation of Hostping,
we will collect many performance data through active probing
and monitoring. However, the complex intra-host topology
makes it challenging to infer intra-host bottlenecks from scat-
tered data. Besides, the data measured by active probing may
be influenced by the service traffic on the RNIC. In this sce-
nario, the degraded performance data does not necessarily
mean the emergence of an intra-host bottleneck. We need to
find an efficient bottleneck diagnosis mechanism to determine
whether there is an intra-host bottleneck and find its root cause
effectively based on scattered performance data.

3.2 Symptoms of Intra-host Bottlenecks

As mentioned above, intra-host bottlenecks are varied. How to
use the least number of metrics to uncover most intra-host bot-
tlenecks? Based on our long-term troubleshooting experience,
we realize that although different root causes may be blamed,
most intra-host bottlenecks have one or both of the following
symptoms: intra-host bandwidth degradation and intra-
host latency increase. Furthermore, leveraging intra-host
bandwidth and latency as metrics could effectively discover
and diagnose most intra-host bottlenecks. This guides the core
idea of Hostping: conduct loopback tests between RNICs and
endpoints within the host to measure intra-host latency and
bandwidth. Next, we will introduce these two symptoms and
their possible causes.

3.2.1 Bandwidth Degradation

Intra-host bandwidth degrades when an intra-host link is failed
or is occupied by other traffic in the host. The RNIC receive
buffer will accumulate when the intra-host bandwidth is lower
than the RNIC receiving rate. If this situation continues, it will
finally trigger packet drops (in lossy environments) or PFC
pause frames (in lossless environments), leading to severe
network performance degradation.

As the host topology becomes more complicated, the pos-
sibility of link failures in the host boosts. In addition, due to
the large number of data center hosts, even if link failures are
unusual on a particular host, they frequently occur throughout
the data center. We encounter abnormal servers even daily
in severe cases. What is worse, the locations of failures are
varied, requiring a great deal of time for debugging. The host
topology inside one of our most used training machines is
shown in Fig.2, which has two Intel Xeon CPUs connected
through Intel UPI (Intel UltraPath Interconnect). Each CPU
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Figure 2: The host topology in one of our most used training
machines. ¶-¹ show the GDR distance between an RNIC
and a GPU. ¬-° show the link failures we encountered in
practice, and ± shows intra-host bandwidth degradation due
to bandwidth contention.

root complex [43] is attached with four Nvidia A100 GPUs3

and two Mellanox CX6-DX 200 Gb/s RNICs through multi-
ple PCIe switches. As shown in Fig.2, we have encountered
failures of ¬ RNIC PCIe links, ­ GPU PCIe links, ® CPU
root ports, ¯ memory channels, and ° UPI in practice. Some
issues cannot be detected via static commands such as lspci
and can only be discovered through benchmark tests.

Furthermore, services in the host are becoming more com-
plicated, leading to more bandwidth contention. When the
host bandwidth is occupied by other traffic, traffic on the
RNIC may be congested (Fig.2 ±). Here, we give two practi-
cal examples. First, as RDMA devices are far from flawless,
TCP and RDMA traffic may co-exist in the same host to meet
high availability and a Service-Level Agreement [21]. How-
ever, the processing of TCP in the Linux kernel may consume
a lot of memory bandwidth, leading to a slow receiving rate
for RDMA traffic. Besides, in the training scenario, a physical
machine is usually split into multiple Virtual Machines (VMs)
to fully utilize host resources. In this case, communication
between two VMs in the same host may trigger loopback
traffic, which consumes the RNIC PCIe bandwidth and slows
down the receiving rate from other hosts [32]. As shown in
Fig.3, both link failures and bandwidth contention may throt-
tle RNIC throughput and trigger a large number of PFC pause
frames.

3.2.2 Latency Increase

When sending/receiving a message, the RNIC will read/write
it from/to an endpoint (e.g., memory node, GPU) through
multi-hops in the host network, such as PCIe links, memory
channels, and inter-socket buses. We refer to the round-trip
latency from the RNIC receive buffer to the endpoint as intra-
host latency. Intra-host latency increases when there are too

3GPUs are connected via NVLinks and NVSwitches [8] for intra-host
GPU-to-GPU communication (not shown in Fig.2).
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Figure 3: Both link failures (¬-°) and bandwidth contention
(±) will lead to intra-host bandwidth degradation, which may
throttle RNIC throughput and trigger a large number of PFC
pause frames.
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Figure 4: As the GDR read distance increases (from ¶ to ¹),
the intra-host latency rises, especially when going through
the CPU root complex. Accordingly, the throughput degrades
due to limited outstanding read request TLPs.

many hops between the RNIC and the endpoint. High intra-
host latency hurts application latency and may significantly
degrade intra-host bandwidth. When an RNIC needs to read
from an endpoint, it sends PCIe read request TLPs (Trans-
action Layer Packets) [34] to the endpoint, and the endpoint
will respond data to the RNIC after receiving the request.
Therefore, when intra-host latency increases, the RNIC needs
to send more read requests to sustain the line rate. However,
RNICs limit the maximum outstanding read requests. As a
result, intra-host bandwidth degrades when intra-host latency
increases significantly.

Next, we leverage GDR traffic to illustrate the impact of
high intra-host latency on intra-host bandwidth. GDR has
been widely used in data centers to improve training perfor-
mance in distributed machine learning systems. With GDR,
the RNIC can write and read GPU video memory directly
without using host memory, effectively improving the intra-
host latency and intra-host bandwidth. However, GDR suffers
from high latency when traffic traverses the CPU root com-
plex. As shown in Fig.2, there are four types of communica-
tion distances between an RNIC and a GPU: ¶ traversing a
single PCIe switch, · traversing multiple PCIe switches with-
out traversing the CPU root complex, ¸ traversing the CPU
root complex without traversing the UPI, and ¹ traversing
the UPI.

In the experiment, we use GDR read to test the impact
of different communication distances on intra-host latency
and bandwidth. We leverage Mellanox Neohost to measure
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Figure 5: The core idea of Hostping: conduct loopback tests
between RNICs and endpoints (GPUs and memory nodes)
within the host to measure intra-host latency and bandwidth.

the intra-host latency. Since the latency of ¶ and · is al-
most the same, we only compare the intra-host latency and
the GDR bandwidth of ¶, ¸, and ¹ in the experiment. As
shown in Fig.4, when the RNIC communicates with the clos-
est GPU (distance ¶), the host latency is 1 µs, and the RNIC
can achieve almost the line rate. For distance ¸, when GDR
packets need to pass through the CPU root complex, the host
latency rises dramatically to 2.2 µs, and the throughput drops
sharply to 125.5 Gbps. As for distance ¹, traversing the UPI
bus brings an additional 200 ns delay, and the throughput
degrades to 116.4 Gbps. Just 1.4 µs of additional intra-host
latency results in a 40% drop in intra-host bandwidth.

3.3 Framework of Hostping

As shown in Fig.5, the core idea of Hostping is conducting
loopback tests between RNICs and endpoints within the host
to measure intra-host latency and bandwidth and leveraging
the measured data to infer intra-host bottlenecks. Hostping is
implemented based on commodity RNICs. Thus, it could run
on all RDMA servers in data centers.

In the loopback test, the RNIC will read messages from one
endpoint to its buffer and then write them back directly. In
this process, all communication occurs inside the host without
any network participation. Therefore, we could leverage the
loopback latency and bandwidth to reflect intra-host latency
and bandwidth. Furthermore, by conducting loopback tests
between an RNIC and all endpoints in the host, we could
evaluate the latency and bandwidth of all intra-host paths that
a message received by the RNIC can take. When network per-
formance degrades, if RNICs find no anomalies in loopback
tests, we infer that the bottleneck occurs in the network. On
the contrary, when the loopback test to an endpoint shows
anomalous results, we confirm that a bottleneck exists on the
path between the RNIC and the endpoint.

Fig.6 shows the framework of Hostping. The Hostping
agent is deployed on RDMA servers and consists of three
components: hardware monitor, Hostping engine, and data
analyzer. The Hostping engine implements the core logic of
Hostping and consists of two functions: (1) leverage RNICs
to measure intra-host latency and bandwidth; (2) monitor
bus utilization (PCIe links, inter-socket buses, and memory

Figure 6: The framework of Hostping.

channels). The hardware monitor judges when to run the
Hostping engine based on host status and abnormal metrics on
RNICs. The data analyzer is responsible for diagnosing intra-
host bottlenecks based on the data collected by the Hostping
engine. All these modules will upload the information they
collect to the cloud, which will be the basis for subsequent
bottleneck diagnosis.

4 Hostping Design

In this section, we will first illustrate the functions of the
Hostping engine and how to measure intra-host latency &
bandwidth with the loopback test (4.1). Then, we will intro-
duce how to utilize the hardware monitor to keep Hostping
highly responsive to intra-host bottlenecks with low overhead
(4.2). Finally, we will present how to diagnose intra-host bot-
tlenecks with the data analyzer (4.3).

4.1 Hostping Engine
4.1.1 Measure Intra-host Latency & Bandwidth

Next, we will illustrate how to measure intra-host latency
and bandwidth in the Hostping engine. Fig.7 demonstrates
the process of the loopback test. First, the Hostping engine
leverages ibv_reg_mr [3] to register two memory regions
(read and write) in an endpoint for sending and receiving,
respectively. Next, the Hostping engine uses ibv_post_send
[3] to post a write WQE (Work Queue Element. Tell the RNIC
to read the message of a specified size from the read region
and write it to the write region) and doorbell the RNIC to
fetch the WQE. Then the RNIC will send a request to read the
message from the read region. Since the receiver is the same
RNIC as the sender, the RNIC will directly write the message
back to the write region instead of sending it to the network.
Finally, after all PCIe write packets are sent out, the RNIC will
generate a completion notification and inform the Hostping
engine that the transmission is finished. By measuring the
span between the call of ibv_post_send and the polling of
completion, the Hostping engine could figure out the loopback
latency. Moreover, by registering memory regions in different
endpoints, we could get the loopback latency between the
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Figure 7: The process of the loopback test. Hostping engine
figures out loopback latency by measuring the span between
the call of ibv_post_send and the polling of completion.

RNIC and any intra-host endpoint. The measured loopback
latency could be approximated4 as follow:

Lat = Tproc +Lathost +
Size

BWhost
(1)

Tproc contains two periods: (1) the duration between the
call of ibv_post_send in the Hostping engine and the RNIC
sending the first read request, and (2) the duration between
the RNIC sending out all the PCIe write packets and the CPU
polling the completion. The intra-host bandwidth (BWhost)
is determined by the minimum bandwidth in PCIe read and
write. Besides, the measured latency also includes intra-host
latency (Lathost). When we leverage a small message, the
measured latency is close to:

lim
size→0

Lat = Tproc +Lathost (2)

It is hard to measure Tproc on commodity RNICs. Never-
theless, Tproc generally remains the same when the RNIC is
underutilized and does not suffer from intra-host bottlenecks.
In this case, we could leverage the change of small message la-
tency to reflect the variation of intra-host latency. Thus, when
the measured latency of a small message increases drastically,
we could infer that there is an intra-host bottleneck leading to
abnormal intra-host latency. On the contrary, when we use a
very large message, the measured latency is close to:

lim
size→∞

Lat =
Size

BWhost
(3)

Then the latency reflects intra-host bandwidth. Actually,
we do not need to use a very large message in practice. We
could use the difference between the latency of large and
small messages (Equation 1 - Equation 2) to obtain Equation
3. In practice, our large message size is 128K bytes for 200
Gb/s RNICs, and our small message size is 1 byte.

4Here size refers to the message size. For simplicity, we do not consider
PCIe encapsulation overhead (e.g., TLP header).

4.1.2 Monitor Bus Utilization

While the loopback test could reveal anomalous intra-host
paths and links, it fails to diagnose the root cause of anomalies
in some scenarios. For example, when the loopback test shows
a memory channel has degraded bandwidth, how to further
determine whether the root cause lies in traffic contention or
a link failure?

To solve this problem, we implement a monitoring mod-
ule in the Hostping engine to monitor bus utilization (PCIe
links, inter-socket buses, and memory channels). Therefore,
when the loopback test shows an intra-host link has degraded
bandwidth, we could further check its utilization. If the link
is overloaded, we infer that the root cause lies in traffic con-
tention. Otherwise, the link is possibly failed. Unlike previous
vendor-specific tools, our monitor could automatically adapt
to devices from different vendors, and operators no longer
need to learn and use various tools for different devices.

4.2 Responsiveness with Low Overhead

When performance bottlenecks occur in the host network, we
hope Hostping can automatically, quickly, and accurately lo-
cate their root causes. However, high responsiveness and low
overhead are usually a trade-off. We can frequently run loop-
back tests to judge whether there are performance bottlenecks
in the host. However, loopback tests consume CPU/GPU
memory and intra-host bandwidth, leading to contention with
service traffic. Thus, frequent loopback tests will have a non-
negligible impact on applications in the host. How could we
ensure responsiveness to bottlenecks with low overhead to
application performance?

Generally, data center hosts keep switching between busy
and idle status. When the host is idle (little traffic on RNICs
and all GPUs are inactive), we could frequently run loopback
tests to keep responsive to intra-host bottlenecks, regardless
of the overhead. When the host is busy with services and
the network performance is degraded due to intra-host bottle-
necks, abnormal metrics on the RNIC, such as packet drops
and Tx pause frames, will usually appear. These metrics are
indicators of intra-host bottlenecks. Therefore, we could exe-
cute loopback tests when these abnormal metrics appear. This
way, Hostping keeps responsive to intra-host bottlenecks with
low overhead to application performance.

We implement a hardware monitor in the Hostping agent
to achieve the targets above. It (1) monitors host status and
abnormal metrics on RNICs and (2) determines when to run
the Hostping engine. In general, it has two functions:

• Monitor RNIC throughput and GPU status periodically.
If the throughput of all RNICs is less than the thresh-
old T hplow, and all GPUs are idle, execute the Hostping
engine to detect if there are intra-host bottlenecks. Oth-
erwise, skip this execution.
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• Monitor abnormal metrics on all RNICs. If the Tx pause
duration ratio is larger than PFChigh or packet drops
appear, execute the Hostping engine immediately to di-
agnose intra-host bottlenecks.

4.3 Bottleneck Analysis
In this section, we will demonstrate how the data analyzer
leverages the data collected by the Hostping engine to de-
termine whether there is a bottleneck within the host and
diagnose its root cause. We first discuss how to diagnose
intra-host bottlenecks when the host is idle. In general, the
analyzer determines intra-host path status (normal or abnor-
mal) by comparing the measured intra-host path bandwidth
with the baseline and leverages path status to infer anoma-
lous links. This idea is inspired by binary network tomogra-
phy [15] [18] [27]. Besides, the analyzer compares measured
intra-host path latency with the baseline to assist in root cause
diagnosis. The baseline path bandwidth and path latency are
obtained via loopback tests on a batch of idle hosts with the
same devices and configurations.

y j = ∏
i: linki∈path j

xi,∀ j, (4)

The measured path bandwidth reflects the minimum link
bandwidth on it. As shown in Equation 4, y j,xi ∈ {0,1}, repre-
sents the status of path j and link i, respectively (1 for normal
and 0 for abnormal). If the measured path bandwidth is lower
than the baseline by Abnormalth, we infer that one or more
links on this path suffer from degraded bandwidth and mark
this path as abnormal. However, a path with the expected
bandwidth is not necessarily bottleneck-free. It depends on
whether the RNIC can reach the line rate on this path. For
affinitive endpoints of the RNIC (memory nodes5, GPUs un-
der the same root port as the RNIC), the path bandwidth could
reach the RNIC line rate. If the bandwidth of these paths is
as expected, we consider them normal. However, as demon-
strated in Section 3.2.2, the RNIC could not reach the line rate
for GPUs under different CPU root ports due to high intra-
host latency. In this case, if the bandwidth of a link degrades
but is still higher than the RNIC rate, the measured bandwidth
is still close to the baseline. For these paths, we only judge
whether they are abnormal based on the baseline.

With adequate path status, we can judge the status of each
link within the host. Our algorithm is shown in Algorithm
1. In a symmetric topology like Fig.2, conducting loopback
tests between RNICs and their affinitive endpoints could eval-
uate all intra-host links. Nevertheless, we do full-mesh tests
when the host is idle to improve the accuracy of bottleneck
inference. If no abnormal paths could be found, we conclude
that there is no bandwidth bottleneck. Otherwise, we will

5We draw this conclusion from the server introduced in Section 3.2.1. For
some types of servers, the RNIC cannot reach the line rate when communi-
cating with the memory in remote NUMA nodes.

Algorithm 1 Detect Links with Bandwidth Degradation
Input: normal and abnormal paths
Output: abnormal and gray links
1: function DETECTABNORMALLINKS()
2: InitLinkStatus()
3: for path j in normal paths do
4: for linki in path j do
5: linki.status← normal
6: for path j in abnormal paths do
7: if ∃ links ∈ path j in uncertain status then
8: for linki in all these links do
9: linki.status← abnormal

10: linki.abnormal_cnt ++

11: if ∃ links ∈ path j in abnormal status then
12: for linki in all these links do
13: if marked abnormal by a new RNIC then
14: linki.abnormal_cnt ++

15: if ∀ links ∈ path j in normal status then
16: for linki in path j do
17: linki.status← gray
18: return abnormal links and gray links
19: function INITLINKSTATUS()
20: for linki in all links do
21: linki.status← uncertain
22: linki.abnormal_cnt← 0

diagnose anomalous links based on Algorithm 1. First, we
mark all intra-host links as uncertain. Next, we traverse all
normal paths and mark all links on them as normal. Then, we
traverse all abnormal paths. If an abnormal path has uncertain
links, we mark all these links as abnormal, and abnormal_cnt
records how many RNICs mark a link as abnormal. If all the
links on an abnormal path are normal, some links may be
flapping. Then we set all the links on this path to gray.

When the host is idle, most bottlenecks could be attributed
to link failures or misconfigurations. The analyzer first judges
whether the RNIC is a bottleneck. If the path status between
an RNIC and all its affinitive endpoints is abnormal, then the
RNIC PCIe link may be failed. If the PCIe link connected to
a GPU is marked as abnormal, the analyzer will further check
the path latency between the GPU and its affinitive RNIC. If
the latency is also abnormal, a misconfiguration (e.g., enabling
ACS) may be the root cause. Otherwise, a link failure should
be blamed. For other abnormal links, the analyzer diagnoses
them as failed links. In addition, links marked as gray in
three consecutive loopback tests will be identified as flapping
links. All abnormal links and their possible root causes will be
reported to operators for further operations, such as hardware
inspection and reconfigurations.

When abnormal metrics on an RNIC trigger the Host-
ping engine, the host is usually busy with services, and some
RNICs, especially the abnormal RNIC, may have heavy ser-
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vice traffic. In this case, the path bandwidth measured by
these RNICs will degrade due to the contention of service
traffic, even if there is no bottleneck. Thus, we cannot judge
the status of these paths according to the bandwidth baseline.

Nevertheless, these RNICs could still indicate abnormal
paths. In the server introduced in 3.2.1, applications usually
use an RNIC to communicate with its affinitive endpoints
(memory nodes, GPUs under the same root port) to achieve
optimal performance. Furthermore, memory channels and
inter-socket buses generally provide considerable bandwidth
redundancy. Therefore, the measured bandwidth between the
RNIC and its affinitive endpoints is usually identical if no
bottleneck occurs, no matter how much influenced by ser-
vice traffic on the RNIC. Thus, among the RNIC’s affinitive
endpoints, if the measured path bandwidth to one endpoint
is significantly lower than that to the other endpoints (by
Abnormalth), we infer this path is abnormal. However, we
have no idea whether other paths are normal due to degraded
RNIC loopback bandwidth, leading to reduced diagnosis ac-
curacy. As a workaround, we could check whether there are
idle RNICs on the host, which could still judge path status
according to the baseline.

As applications usually use an RNIC to communicate with
its affinitive endpoints, bottlenecks generally occur on the
paths between the abnormal RNIC and its affinitive endpoints.
Thus, we could focus on finding bottlenecks on these paths.
When triggered by abnormal metrics, the Hostping engine
only conducts loopback tests between RNICs and their affini-
tive endpoints. First, this method is sufficient to diagnose the
status of the memory channel and the inter-socket bus with
low overhead to service traffic. In addition, the service traffic
may affect the measured bandwidth between the affinitive
GPU of the abnormal RNIC and the RNIC under other root
ports. As a result, the analyzer may incorrectly judge these
paths as abnormal, leading to an inaccurate diagnosis. Thus,
for the links under the same root port as the abnormal RNIC,
we only use this abnormal RNIC to judge their status.

The inference of abnormal links is still based on Algorithm
1. However, as RNICs with heavy traffic cannot judge whether
a path is normal, some normal links may be marked as ab-
normal. In this case, links with the highest abnormal_cnt
are most likely abnormal and should receive more attention.
When abnormal metrics trigger the Hostping engine, abnor-
mal links are usually fully loaded. Based on this, we can infer
the root cause by monitoring these links. Links with utiliza-
tion higher than Utilhigh will be diagnosed as overloaded links,
while link failures or misconfigurations may be the root cause
of other abnormal links. However, as the abnormal RNIC
suffers from intra-host bottlenecks, the latency measured by
it will rise anomalously. Thus, we cannot judge whether the
degraded GPU PCIe link is caused by a link failure or a mis-
configuration. Operators then need to do a further inspection.
Notably, if no abnormal link could be found, the RNIC PCIe
link may be the bottleneck, and the analyzer will further check

if it is overloaded with loopback traffic to determine whether
traffic contention or a link failure should be blamed.

5 Implementation

For the hardware monitor, throughput and abnormal metrics
are provided by our RNIC vendors, and GPU status is ob-
tained based on Nvidia Management Library (NVML) [6].
For the threshold, T hplow is 5% of the RNIC line rate to judge
whether the RNIC is idle. PFChigh is 3% (every second, trans-
mission is paused by 30ms) to trigger the Hostping engine.
During the deployment, the monitor checks the host status ev-
ery five minutes6 and collects abnormal metrics every second
to decide whether to start the Hostping engine.

For the Hostping engine, we implement the probing module
with the verbs API and rdma-core libraries [3]. The bus mon-
itor is implemented based on the API and metrics provided
by our vendors: Intel’s and AMD’s API for CPU root ports,
memory channels, and inter-socket buses, NVML for GPU
PCIe links, and Mellanox’s metrics for RNIC PCIe links.

The data analyzer takes the metrics collected by the Host-
ping engine as input and infers the most susceptible root
causes for intra-host bottlenecks. Abnormalth is 20% to judge
whether the latency or bandwidth of a path is abnormal, and
Utilhigh is 90% to judge whether a bus is overloaded.

The cloud data storage is implemented based on our time-
series database. Every time the Hostping engine starts, all the
information collected and deduced by the Hostping agent will
be uploaded to the cloud. These data help us better understand
the frequency and root causes of bottlenecks. Moreover, oper-
ators may need historical data to determine the root causes in
some scenarios.

6 Evaluation & Intra-host Bottlenecks Found

We evaluate Hostping on over 300 servers in our distributed
machine learning system. The host topology is shown in Fig.2
and introduced in Section 3.2.1, which is the most complex
intra-host topology in our data center servers. In this sec-
tion, we will summarize the bottlenecks we found during the
deployment of Hostping. For known bottlenecks, Hostping
could effectively diagnose their root causes. In addition, Host-
ping also reveals six bottlenecks we did not notice before. We
roughly classify the bottlenecks found by Hostping into three
scenarios according to their root causes.
Scenario 1: Intra-host bandwidth degrades due to link
failures. As the host topology becomes more complex, link
failures occur frequently. During the deployment, we encoun-
tered dozens of instances where failed links resulted in de-
graded intra-host bandwidth, including failures of #1 RNIC
PCIe links (Fig.8 (a)), #2 GPU PCIe links (Fig.8 (b) & Fig.10

6As link failures and misconfigurations infrequently appear in a host, 5
minutes is a fine granularity.
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(d) (e) (f)

Figure 8: The intra-host end-to-end bandwidth matrices measured by the Hostping engine when hosts are idle. The topology
between RNICs and endpoints is shown in Fig.2. (a)-(e) show intra-host bandwidth degradation due to link failures. (f) shows the
impact of inappropriate configurations. Green, red, and gray indicate that the path status is normal, abnormal, and uncertain,
respectively.
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Figure 9: Memory channel flapping on the server. When this
occurs, the bandwidth of the memory channel switches be-
tween normal and abnormal.

(a)), #3 memory channels (Fig.8 (b)), and #4 UPI (Fig.8 (c)).
For the sake of space, Fig.8 (b) contains #2 and #3. Their
problem may be loose PCIe interfaces, dust on connecting
fingers, or hardware failures and requires further troubleshoot-
ing. Based on the matrix, the analyzer could accurately infer
abnormal links. Note that in Fig.10 (a), although RNIC2 has a
large amount of service traffic, it could still judge that the path
to GPU4 is abnormal according to other measured paths. With
Hostping, operators could quickly discover and deal with link
failures, avoiding application performance degradation.

[New] #5 CPU root port failures. Before deploying Host-
ping, we only knew four kinds of link failures (#1 to #4).
During the deployment, we found that the CPU root port may
also experience hardware bandwidth degradation. When this
happens, the bandwidth between the RNIC and the GPU un-
der the failed root port is normal. While traffic passes through
the failed root port may suffer from degraded bandwidth. The
corresponding bandwidth matrix is shown in Fig.8 (d) and (e).
They have the same root cause, except that (e) has slight band-
width degradation, and RNICs under other root ports cannot
find anomalies. Nevertheless, Hostping could still accurately
diagnose the root cause in this case.

[New] #6 Memory channel flapping. With the assistance

of Hostping, we found a host suffers from degraded mem-
ory channel bandwidth due to a link failure. However, no
performance issues could be discovered in subsequent man-
ual testing. By continuously running Hostping and collecting
measured data, we found that the root cause lies in the flap-
ping memory channel. As shown in Fig.9, the bandwidth of
the host memory channel switches between normal and ab-
normal. With historical data, we could understand the causes
of intra-host bottlenecks more clearly. This case shows the
necessity to run Hostping periodically.

Scenario 2: Inappropriate configurations lead to degraded
performance. #7 Enabling ACS results in high PCIe latency.
We have mentioned this case in 2.1. With ACS enabled, all
GDR traffic will be guided to the CPU instead of directly to
the GPU, resulting in drastic performance degradation. As
shown in Fig.8 (f), all PCIe bridges are configured as ACS
enabled in this case. As a result, both the latency and band-
width between the RNIC and the GPU under the same root
port turn abnormal. Hostping could accurately diagnose this
bottleneck and remind operators to check the configuration.

[New] #8 Disabling ATS results in high PCIe latency. We
found this case in a virtualized environment. In IO virtualiza-
tion, if Address Translation Service (ATS) is disabled on the
RNIC, all GDR packets will be directed to the CPU root com-
plex for address translation. Similar to #7, with ATS disabled,
the latency between the RNIC and the GPU under the same
root port increases, leading to drastic bandwidth degradation.
By enabling ATS, the translation can be finished in the RNIC
to achieve optimal GDR performance.

[New] #9 Enabling "slow start" on the RNIC. This is a
lossy feature provided by our RNIC vendor. When enabled on
an RNIC, the RNIC sending rate will start from a small value
instead of the line rate. Although "slow start" could alleviate
congestion under Incast scenarios, it increases the completion
time of short flows. Thus, it usually remains disabled in most
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Figure 10: The bandwidth matrices measured when hosts are busy with services. (a) shows hardware bandwidth degradation due
to the GPU PCIe link failure. (b) and (c) show degraded intra-host bandwidth caused by traffic contention.

scenarios. When "slow start" is enabled, the RNIC bandwidth
to all intra-host endpoints will be lower than the baseline (sim-
ilar to Fig.8 (a)). At first, Hostping diagnosed the root cause
as the RNIC PCIe link failure. However, we found no bottle-
necks during continuous bandwidth tests. After configuration
inspection, we finally uncovered the root cause.

[New] #10 Setting "Tx window" too small on the RNIC.
This is also a lossy feature. "Tx window" will limit the maxi-
mum in-flight bytes of each queue pair on an RNIC. There-
fore, "Tx window" influences the maximum bandwidth a QP
could achieve and needs to be set reasonably to alleviate net-
work congestion without degrading throughput. Similar to #9,
when an RNIC’s "Tx window" is too small, its bandwidth to
all intra-host endpoints will be lower than the baseline.

Scenario 3: Intra-host bandwidth degrades due to traffic
contention. [New] #11 Overloaded Inter-socket buses. Dur-
ing the deployment, we found some malfunctioning applica-
tions overloaded the UPI of a host, and cross-socket receiving
traffic on RNIC0 triggered a large number of Tx pause frames.
Fig.10 (b) shows the corresponding bandwidth matrix mea-
sured by Hostping. In this case, RNIC0 and RNIC2 have a
large amount of service traffic. Nevertheless, they could still
judge that two paths (RNIC0 to mem1 and RNIC2 to mem0)
are abnormal according to other measured paths. With the help
of the other two idle RNICs, the analyzer infers that the UPI
is most likely to be abnormal (with the highest abnormal_cnt).
Furthermore, leveraging the bus monitor, it diagnoses the root
cause as the overloaded UPI. The operator then will find out
the traffic source that overloads the UPI.

#12 Overloaded memory channels. TCP and RDMA traffic
may co-exist in the same host to keep high availability [21]. In
this case, the processing of TCP may consume a lot of memory
bandwidth, leading to a slow receiving rate for RDMA traf-
fic. However, we did not discover this case in A100 servers
during the deployment of Hostping. As a supplement, we
conduct an experiment to evaluate how Hostping behaves
when the memory channel is overloaded. We use several pro-
cesses to overload the channel of mem0. Besides, RNIC0 and
RNIC2 receive traffic writing to mem0 and mem1, respec-
tively. Fig.10 (c) shows the corresponding bandwidth matrix.
Although RNIC0 and RNIC2 have a large amount of receiv-
ing traffic, they could still judge that their paths to mem0 are
abnormal. Similar to #11, in this case, the analyzer infers that
the channel of mem0 is most likely abnormal and diagnoses

the root cause as the overloaded memory channel.
In this scenario, we evaluate the performance of Hostping

when intra-host links are overloaded. Furthermore, the results
show that Hostping could still effectively diagnose intra-host
performance bottlenecks under the interference of service
traffic on RNICs.

7 Experiences Learned

Conduct Hostping before running applications. As the
intra-host topology becomes more complex, the likelihood of
link failures in the host network boosts. Based on our experi-
ence, some failures may already exist when the server leaves
the factory. Thus, it is essential to evaluate the intra-host net-
work performance before delivering the server to customers.
In addition, as intra-host services become more complicated,
configuration items in the host also increase considerably, and
the configuration methods are varied. For example, the set-
ting of Address Translation Service requires a reboot to take
effect. In contrast, Access Control Service is enabled by de-
fault and needs to be disabled after each reboot. Furthermore,
configurations may not be completed successfully for some
reason. Therefore, misconfigurations occur occasionally. We
recommend conducting Hostping after each reboot to ensure
proper configurations before running applications.
Perceive intra-host bottlenecks with VoQ ECN marking.
Although intra-host bottlenecks should be addressed in a tar-
geted manner (e.g., hardware replacement, reconfigurations),
we argue that congestion control mechanisms should be able
to perceive intra-host bottlenecks. Thus, they could alleviate
the triggering of packet drops and Tx pause frames to pro-
vide better network performance before the bottleneck could
finally be resolved. Generally, packets could only be ECN-
marked in a switch’s egress port, and ECN-based congestion
control mechanisms could only perceive network congestion.
Fortunately, some latest RNICs provide a new function called
VoQ (Virtual Output Queuing) ECN marking, enabling the
receiver RNIC to ECN-mark packets when its receive buffer
exceeds a threshold. By enabling this function, ECN-based
congestion control mechanisms, such as DCQCN [50], can
also perceive intra-host bottlenecks. Thus, the sender could
timely slow down its sending rate to alleviate the triggering
of packet drops or Tx pause frames.
Pay attention to intra-host topologies. Although GDR is
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supported at any distance within the host, it is highly recom-
mended not to conduct GDR across CPU root ports. When
this occurs, the GDR bandwidth degrades severely, which may
lead to a large number of Tx pause frames or packet drops.
Furthermore, when testing some AMD servers, we found
a large number of Tx pause frames and drastic throughput
degradation when the RNIC (200 Gb/s) writes to the memory
in the remote socket. This is due to the low cross-socket hard-
ware bandwidth on these servers, and the root cause lies in
the host architecture. Thus in these servers, we should avoid
using RNICs to communicate with the memory in the remote
socket for optimal performance.

8 Related Work

Bottlenecks in the RNIC and intra-host network. With
the increasing RNIC line rate, the intra-host network and
the RNIC have become potential performance bottlenecks in
network communication. Some literature has studied these
bottlenecks. Kong et al. [32] implement a tool to help data
center operators uncover potential performance bottlenecks
in the RNIC. Martinasso et al. [37] analyze congestion be-
haviors in PCIe fabric and develop a congestion-aware per-
formance model for PCIe communication. Zhang et al. [49]
study RDMA sharing characteristics and analyze performance
isolation anomalies in RDMA. Neugebauer et al. [40] study
the performance impact of PCIe in the host network. Dong et
al. [16] analyze different types of traffic congestion in the host
network and propose a new server architecture to alleviate
intra-host congestion. Faraji et al. [19] show the implication
of distance between GPUs on the GPU-to-GPU communi-
cation performance in the host network. Farshin et al. [20]
study when Intel Data Direct I/O (DDIO) technology becomes
a bottleneck in multi-hundred-gigabit networks and how to
optimize DDIO-enabled systems for I/O intensive applica-
tions. These studies help us better understand the potential
bottlenecks in the RNIC and intra-host network.
Bottleneck diagnosis tools. Diagnosis tools could be broadly
classified as system-based tools and intra-host tools. System-
based tools aim to diagnose performance bottlenecks in the
whole system. Pingmesh [25] implements an end-to-end con-
nectivity and latency monitoring system for network trou-
bleshooting and SLA tracking. Netbouncer [44] leverages
the IP-in-IP technique to probe designated paths and then
diagnoses device and link failures in data center networks.
Deepview [48] builds a near-real-time system for virtual disk
failure localization. Microscope [23] leverages queuing in-
formation at network functions to identify the root causes of
performance bottlenecks. SNAP [47] collects network infor-
mation such as TCP statistics and socket-call logs to pinpoint
the problem in data center network applications. In contrast,
intra-host tools are dedicated to diagnosing bottlenecks in the
host. Haecki et al. [26] implement a latency diagnosis tool
to identify the source of network latency in end-host stacks.

Mellanox Neohost [4] provides plenty of diagnosis counters
on Mellanox RNICs. Nvidia SMI [9] provides the status of
Nvidia GPUs. Intel PCM [2] and AMD uProf [1] provide
the internal resource utilization of the CPU, including the
utilization of buses and interfaces connected to the CPU, such
as inter-socket buses, memory channels, and CPU root ports.

9 Conclusion & Future Work

Intra-host networking has become a potential bottleneck for
RDMA networks, and intra-host bottlenecks can severely de-
grade network performance. This paper proposes Hostping
to monitor and diagnose intra-host bottlenecks. We analyze
the symptom of intra-host bottlenecks based on our long-term
troubleshooting experience and realize that most intra-host
bottlenecks have one or both of the following symptoms: intra-
host bandwidth degradation and intra-host latency increase.
Thus, Hostping measures intra-host bandwidth and latency
as performance metrics to detect and diagnose intra-host bot-
tlenecks. Furthermore, we propose an efficient diagnosing
mechanism that could effectively identify the root cause of
intra-host bottlenecks even under the interference of service
traffic on RNICs. During the deployment, Hostping not only
discovers performance bottlenecks we already knew but also
reveals six bottlenecks we did not notice before.

The deployment of Hostping makes us realize that more
work needs to be done. Firstly, when the host is busy with ser-
vices, due to the influence of service traffic, it is challenging to
accurately diagnose intra-host link status based on binary path
status. If the end-to-end traffic information within the host
can be obtained, it will provide more insights into intra-host
bottlenecks. Secondly, after finding an overloaded link, we
hope Hostping could automatically identify the traffic source,
such as malfunctioning applications. Finally, in addition to
intra-host network bottlenecks, RNIC bottlenecks, such as
scalability problems [29] [30] [31], can also lead to severe
network performance degradation. Thus, it is also important
to diagnose bottlenecks in the RNIC.
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Abstract
Recent years have witnessed the wide adoption of RDMA
in the cloud to accelerate first-party workloads and achieve
cost savings by freeing up CPU cycles. Now cloud providers
are working towards supporting RDMA in general-purpose
guest VMs to benefit third-party workloads. To this end, cloud
providers must provide strong performance isolation so that
the RDMA workloads of one tenant do not adversely impact
the RDMA performance of another tenant. Despite many ef-
forts on network performance isolation in the public cloud, we
find that RDMA brings unique challenges due to its complex
NIC microarchitecture resources (e.g., the NIC cache).

In this paper, we aim to systematically understand the im-
pact of RNIC microarchitecture resources on performance
isolation. We present a model that represents how RDMA
operations use RNIC resources. Using this model, we develop
a test suite to evaluate RDMA performance isolation solu-
tions. Our test suite can break all existing solutions in various
scenarios. Our results are acknowledged and reproduced by
one of the largest RDMA NIC vendors. Finally, based on the
test results, we summarize new insights on designing future
RDMA performance isolation solutions.

1 Introduction
Multiplexing workloads from different tenants on a shared
computing infrastructure enables the modern cloud comput-
ing era. The global cloud infrastructure revenue has already
surpassed 400 billion US dollars and is forecast to grow to
reach around 1 trillion US dollars in the next decade [7].

It is well known that having different tenants’ workloads
share computing resources can lead to unpredictable applica-
tion performance interference [12, 18, 66] and privacy leak-
age [32, 39]. This drives plenty of studies focusing on per-
formance isolation in the cloud, especially for performance-
critical applications that have stringent service-level objec-
tives [11, 12, 18, 41, 63, 66, 70]. The state of the art in practice
has also significantly advanced: CPU vendors even imple-
ment hardware mechanisms to control and isolate access to
CPU caches [20]. Side channels through shared resources are
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Figure 1: Violations of performance isolation under existing methods

being patched over time [39].

In this paper, we visit one particular hardware device, the
RDMA NIC (RNIC). RDMA offloads the network stack from
OS kernel to NIC hardware to provide high throughput and
ultra-low processing latency with near-zero CPU overhead.
RDMA has been deployed in datacenters at scale to improve
performance and free up CPU cores for first-party workloads
like storage and ML [14, 17, 38, 51]. Now cloud providers
are working towards supporting RDMA in general-purpose
guest VMs to benefit third-party workloads. To this end, cloud
providers must provide strong performance isolation for ten-
ants sharing the same RNIC.

Many efforts have been made to improve network perfor-
mance isolation in the public cloud, with a special focus on
bandwidth and packet processing capacity [3, 15, 16, 25, 34,
62, 64]. However, RDMA brings new challenges due to its
unique and complex NIC microarchitecture resources (e.g.,
NIC caches and processing units). Their existence and impact
on performance are already known to the research commu-
nity [29, 33]. To avoid performance anomalies, developers
carefully design RDMA systems to avoid exhausting these
microarchitecture resources [5,9,10,27,30,50,61]. Our study
is from a different angle: we look at how these microarchi-
tecture resources affect RDMA performance isolation from a
public cloud provider’s perspective. The cloud provider has
no knowledge and control of tenants’ RDMA applications,
and tenants can consume RNIC microarchitecture resources
in arbitrary manners.
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To demonstrate RNIC microarchitecture resources’ signifi-
cant impact on performance isolation, we test the state-of-the-
art approach: using SR-IOV with separated hardware traffic
class (HW TC). Both SR-IOV and HW TC are hardware
mechanisms available on commodity RNICs. HW TC lever-
ages multiple hardware queues (usually 8 queues) in RNICs.
We can assign each tenant application to use one queue. We
run one victim traffic between two virtual machines using
ib_write_bw, a standard RDMA bandwidth testing tool in
Perftest [56]. Each virtual machine is on a different server,
and the two servers are equipped with 100 Gbps NVIDIA
ConnectX-5 RNICs. Figure 1 shows the bandwidth. The band-
width test achieves 80 Gbps. We start one virtual machine on
each server to represent an attacker (i.e., a buggy or malicious
tenant application) and enable performance isolation to grant
half of the total bandwidth to the victim and the attacker. The
victim traffic reduces to 50 Gbps, which is expected. How-
ever, when we start a carefully designed attacker traffic of
only 1 Gbps to intentionally exhaust one of the RNIC microar-
chitecture resources, the victim immediately drops to 2 Gbps,
violating the performance isolation guarantee (i.e., 50 Gbps
of guaranteed network bandwidth for the victim).

We develop a set of experiments to study how RNIC
microarchitecture resources are used by different types of
RDMA operations. Our experiments surface several interest-
ing findings, including: (1) Exception or error handling pauses
the RNIC’s pipelines and causes other tenants’ performance
to drop drastically. (2) Control verbs cause a severe increase
in cache misses and impair other tenants’ performance. (3)
Data verbs can exhaust different types of microarchitecture
resources and violate performance isolation. To the best of
our knowledge, we are the first to systematically study the
impact of all types of control verbs and exceptions on RDMA
microarchitecture resource consumption.

We leverage these findings to create an RDMA operation
model to describe the relationship between the RDMA verb
operations and the microarchitecture resources consumed.
Our model allows us to understand how to exhaust each of the
RNIC resources. Using the operation model, we create the
first test suite, Husky, to systematically test and evaluate RNIC
performance isolation solutions. Unfortunately, running our
test suite on commodity RNICs reveals bad news: there is
currently no solution that can provide RNIC performance
isolation. We have already reported all of our findings to three
major RNIC vendors, NVIDIA, Chelsio, and Intel. Our results
are fully reproduced and acknowledged by NVIDIA, one of
the largest RDMA NIC manufacturers. Finally, we present
new insights on how future performance isolation solutions
should be built. We hope these insights can benefit future
RNIC design and RDMA software development.

This paper makes the following contributions:

• We identify multiple interactions between RDMA opera-
tions and the RNIC microarchitecture resources, includ-
ing the previously unknown impact of error handling and

control operations.

• We introduce the first RDMA operation model to de-
scribe how RNIC microarchitecture resources are con-
sumed in verb operations (the standard RDMA program-
ming API) and why these microarchitecture resources
affect performance isolation.

• We build the first test suite to systematically test and eval-
uate RNIC performance isolation solutions. We show
that none of the existing performance isolation solutions
can pass our test suite. Husky test suite is available at
https://github.com/host-bench/husky.

This work demonstrates that providing performance isola-
tion for RDMA in the public cloud is much more difficult than
one may think. There must be a higher standard for future
RDMA performance isolation solutions: they should carefully
consider RNIC microarchitecture resources and be evaluated
by systematic benchmarks.

2 Background and Motivation
We first present the background knowledge of the network
performance isolation in the public cloud. Then we introduce
RDMA and discuss new challenges presented by the RDMA
network performance isolation.

2.1 Network Performance Isolation in the Public Cloud

Tenants in the cloud mainly cause contention on two types
of network resources. The first the most obvious one is the
bandwidth in the network fabric. To mitigate bandwidth con-
tention among tenants, one line of work [58, 60, 62] statically
limits per-tenant bandwidth. Another line of work [1, 3, 4, 6,
16, 24, 25, 37, 58, 59, 68] gives each tenant a minimum band-
width guarantee and allows tenants to use spare bandwidth
capacity. The second type of resource is the packet process-
ing resources at the end host. Per-packet processing costs
depend on many factors, such as cache misses and operations
to perform. Recently, PicNIC [34] provides isolation for such
software packet processing. People also leverage specialized
hardware to achieve the same goal [64].

It is worthwhile to note that network performance isola-
tion is very different from network virtualization. Network
virtualization orchestrates network resources to provide each
tenant with an illusion of an independent network. A tenant
should not impact the connectivity of the network of another
tenant. The goal of network virtualization is to achieve low
overhead [19, 31, 57]. In comparison, network performance
isolation focuses on how to manage resource contentions to
ensure that tenants can achieve guaranteed performance.

2.2 RDMA Overview

RDMA allows the NIC to directly transfer data between the
wire and the application memory. The networking protocol is
implemented in the NIC. Figure 2 presents the overview of
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Figure 2: Overview of RDMA workflow. Verbs processing logics
are heavily offloaded to the RNIC.

the RDMA workflow. It classifies standard RDMA program-
ming interface, a.k.a., verbs, into two categories: control and
data. An application first needs to call several control verbs
to allocate necessary objects, such as queue pair (QP) and
completion queue (CQ), to set up a reliable connection (RC),
an unreliable connection (UC), or an unreliable datagram
(UD) transmission endpoint. Then the application needs to
register a memory region (MR). This registration essentially
pins the memory in the host DRAM and obtains the mapping
from virtual addresses to physical addresses, which enables
the RNIC to directly read from or write to this memory re-
gion. All these control verbs are processed by the following
procedure: RDMA’s userspace libraries and kernel drivers
process the verb request, generate a request command, put
the command in a negotiated command queue, and ring the
RNIC’s doorbell (e.g., memory-mapped registers). The RNIC
fetches the command from the command queue, processes it,
and pushes the response back to the queue. The drivers then
process the response and return the object to the application.

After the above initialization, the application can start data
transmissions between local and remote memory. There are
several types of operations that applications can use, such as
SEND/RECV, WRITE, READ, and ATOMIC. We name these
operations as data verbs. To issue a data verb, the applica-
tion generally posts a request to its send queue and rings the
RNIC’s doorbell through userspace libraries. The RNIC then
parses the request, reads data from the host memory, segments
data into packets, and transmits packets. This procedure by-
passes the kernel. There are certain differences in processing
different types of requests. For example, for SEND/RECV
messages, the receiver should post enough RECV requests be-
fore the sender issues SEND requests. Otherwise, the incom-
ing SEND requests may be dropped or need retransmissions
because the receiver RNIC lacks receive requests to process
them, which is known as the receive not ready (RNR) error.
For WRITE/READ data to/from the remote end or execute
ATOMIC operations, the sender should specify correct remote
virtual addresses and memory keys. An invalid address or a
wrong key will trigger a memory protection error and cause
the QP to transition into the error state.

2.3 Why RDMA Performance Isolation is Hard?

As shown above, RDMA offloads many host network func-
tionalities to the RNIC, which has many invisible hardware
components, and each component may individually become a
performance bottleneck. Figure 3 shows the hardware com-
ponents of a commodity RNIC. We draw this figure based on
publicly available documents from NVIDIA [44, 46, 48]. In
addition to the packet buffers (TX/RX Buffer), the RNIC also
has multiple processing units (PU) and many types of internal
caches. Each internal cache is used to store a specific type of
metadata. For example, in NVIDIA RNICs, the Interconnect
Context Memory (ICM) cache stores QP contexts; the Mem-
ory Translation Table (MTT) and Memory Protection Table
(MPT) store entries for memory address translation and pro-
tection information; and the Work Queue Entry (WQE) cache
stores prefetched send WQEs and posted receive WQEs. As
these caches are derived from the design needs, other RNICs
include similar components. We name these RNIC hardware
components microarchitecture resources based on the anal-
ogy for CPU hardware. CPUs are designed to conform to
a standard instruction set architecture (e.g., ARM, x86), but
the CPU designers can make the microarchitecture-level deci-
sions, such as how many levels of caches and the cache sizes.
RNICs are similar because RNIC vendors have to provide the
same programming interface for RDMA application develop-
ers, but the vendors can decide on these microarchitecture-
level details, e.g., RNIC caches.

Many previous efforts have already identified some im-
pacts of these microarchitecture resources on RDMA applica-
tion performance. For example, [5, 29, 50] find that an RNIC
caches QP contexts. A QP context cache miss can trigger
an additional PCIe round trip for the RNIC to fetch the con-
text from the host DRAM, thus degrading application per-
formance. For example, 200 connections can cause an 90%
request rate drop on NVIDIA ConnectX-3 NIC [5]. However,
these efforts study microarchitecture resources from the per-
spective of an application developer. After a performance
degradation, they identify the bottleneck resource, seek more
efficient methods to use data verbs, and modify their applica-
tions correspondingly.

However, in public clouds, cloud providers have no control
over tenants’ applications. Tenants thus can consume RNIC’s
microarchitecture resources as they wish, even maliciously.
Therefore, from the perspective of the cloud provider, we need
to understand the microarchitecture resource consumption of
most of (if not all) RDMA verbs, not just common data verbs.
Only with this knowledge can we properly allocate RNIC’s
microarchitecture resources to different tenants to deliver
predictable performance.

3 RNIC Microarchitecture Resources
In this section, we present a study on all the RNIC microarchi-
tecture resources that we are currently aware of. Prior works
have already identified several particular forms of resource
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contention. But our goal here is to systematically study all
possible types of resource contention. For each microarchitec-
ture resource, we study how it is consumed by three categories
of RDMA operations: (1) control verbs that allocate objects
for applications (e.g., ibv_create_qp), (2) data verbs that
initiate data transfer (e.g., ibv_post_send), and (3) excep-
tion handling operations that handle exceptions or errors (e.g.,
RNR errors). Due to space limitations, we first present a few
key findings that have significant implications on RNIC perfor-
mance isolation. After that, we summarize several other find-
ings. We present a detailed analysis of NVIDIA’s responses
to these findings in Appendix B.

3.1 Methodology

Our findings center around how to exhaust RNIC microarchi-
tecture resources through the verbs interface [21], the stan-
dard RDMA programming API. For each key finding, we
demonstrate it with a concrete setting, which consists of a
victim workload and an attacker workload. Although we use
the terminology attacker, the attacker tenant does not get
unauthorized access to other tenants through vulnerabilities.
Instead, the attacker is just a normal RDMA application that
issues standard RDMA verbs. Each tenant has one client and
one server. The clients of the victim and the attacker locate
on the same physical machine and share the same RNIC.
The servers of the victim and the attacker are colocated on
a different physical server. During the measurement, we do
not enable any isolation mechanism. We will study existing
performance isolation solutions in §5.

We focus on the performance interference between the
victim and the attacker through the exhaustion of microar-
chitecture resources. We first run only the victim to saturate
the link bandwidth capacity (bits per second) or the RNIC’s

maximum request rate (requests per second). We then start
the attacker and measure the two metrics for both the victim
and the attacker. If there is no microarchitecture resource con-
tention, the sum of the performance metrics of the two tenants
should match the RNIC’s limit in the specification. Modern
RNICs specify their bandwidth capacity and request rate lim-
its. If the sum of the two tenants’ performance metrics falls
below both specified limits, we attribute this to the contention
of microarchitecture resources. For example, assume there is
no attacker, and the victim can achieve 100 Gbps. However,
with an X Gbps attacker, the victim reduces to Y Gbps, and
X +Y < 100. Let us also assume the total request rate is below
the RNIC specification. In this situation, we conclude that
some microarchitecture resource is bottlenecked. The traffic
is using RC connection unless otherwise noted.

We test four types of 100 Gbps RNICs: NVIDIA
ConnectX-5 EN and ConnectX-6 Dx, Chelsio T62100-LP-
CR, and Intel E810. NVIDIA NICs runs RoCE, and the Chel-
sio NIC runs iWARP. Intel E810 supports both RoCE and
iWARP, but we currently only test its RoCE implementation.
RoCE and iWARP are two standard ways to run RDMA
over Ethernet-based networks. Our testbed consists of two
servers, each equipped with an RNIC, and the two RNICs
are connected via a 100 Gbps switch. For NVIDIA RNICs,
we have access to their hardware counters, e.g., cache miss
counters, through their network adapter management tool
NEO-Host [44]. These hardware counters allow us to pin-
point which resource is oversubscribed. For example, when
the ICM cache miss counter increases quickly with a certain
application workload, we learn that this workload heavily uses
this cache, making it oversubscribed. Since other RNICs do
not expose such counters, we experiment other RNICs based
on their end-to-end performance metrics (e.g., bandwidth).
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Scenarios Alone Registration Deregistration
BW / Gbps 96.6 95.9 48.0
Miss Rate 17.2% 22.9% 49.1%

Table 1: MR control verbs exhaust the MTT cache and reduce band-
width.

3.2 NIC Caches

We are aware that an RNIC has at least three types of caches,
as shown in Figure 3. The RNIC stores several types of
metadata in these caches to accelerate the request processing,
such as the QP contexts in the ICM cache. Prior works have
identified some RNIC cache contention problems caused by
data verbs with particular patterns. For example, transmitting
small messages across many RC QPs simultaneously and
random accesses to a large number of memory regions can
cause certain types of severe cache misses (e.g., ICM and
MTT/MPT) [29, 53]. ScaleRPC [5] found that this scalability
problem can reduce the WRITE request rate by 90%.

In addition to these well-known problems, we observe a
new, and even more severe way to exhaust caches:

Key finding #1: control verbs can cause excessive cache
misses and a drastic performance reduction. Control verbs
(e.g., ibv_reg_mr) are used to create and destroy objects like
MRs and QPs, which will be used by data verbs to transfer
data. To the best of our knowledge, there is no study on how
control verbs consume RNIC microarchitecture resources.
We find that control verbs can easily trigger excessive cache
misses, thus degrading bandwidth and request rate.

We demonstrate this finding with a simple experiment on
NVIDIA ConnectX-5 RNICs. We let the victim tenant use
6 cores, 16 connections per core, to issue 512B WRITE re-
quests to exhaust the bandwidth capacity of the RNIC (i.e.,
100 Gbps). Table 1 shows the results. The victim can achieve
96.6 Gbps with 17.2% MTT cache miss rate. The victim can
still achieve line rate under such cache miss rate because
QP multiplexing and the RNIC pipeline design can mask the
overhead of cache misses to some degree. We let a single-
threaded attacker keep registering memory regions (MRs)
using ibv_reg_mr (∼5K registration per second) on the vic-
tim’s sender side. In this scenario, the victim’s bandwidth is
almost not affected, staying at 95.9 Gbps with the miss rate
slightly increased to 22.9%. However, if the attacker keeps
deregistering MRs, we can see a significant impact on the
victim: the cache miss rate increases to 49.1%, and the band-
width degrades to 48 Gbps. The overhead under such a high
cache miss rate becomes significant and can no longer be
masked by the RNIC processing pipeline. It is worthwhile to
note that the attacker does not need to issue any data verbs,
so the attacker consumes no network bandwidth or request
rate at all. Fortunately, we observe that such interference is
negligible at the receiver side.

Compared with data verbs, we find that control verbs are

easier to cause performance interference. To overfill cache
resources, we need to launch enough in-flight data verbs and
force them to randomly access a large number of objects (e.g.,
MRs). For example, on NVIDIA ConnectX-5 RNIC, we find
that it takes 6 threads to access more than 18K MRs with
96 QPs to cause serious enough MTT cache misses that can
degrade bandwidth by 40.1%. We believe cache misses due to
data verbs will become less serious since RNIC vendors keep
increasing on-chip cache resources. In contrast, control verbs
impact cache resources by their special semantics instead of
simply consuming them, and thus the impact from control
verbs can be hard to mitigate. For example, we speculate that
the MR deregistration may invalidate the entire MTT/MPT
cache to avoid accessing outdated MRs. This causes cache
misses for accessing other MRs.

We also conduct the same experiments on Chelsio and Intel
NICs, and we observe similar results.

3.3 Processing Units

The RNIC has several processing units (PUs) to process verbs
requests. Due to the lack of public available counters to mon-
itor the status of PUs, we use the request rate as the metric
to measure how PUs are consumed by different verbs. We
summarize the following two key findings:

Key finding #2: performance interference between differ-
ent data verbs depends on the complexity of verbs. Dif-
ferent data verbs have different complexities. Simple verbs,
like send and read, only copy data between machines. Com-
plex verbs, such as fetch_and_add, atomically add a 64-bit
value to the memory of a remote address. This operation lever-
ages PCIe features (e.g., read-modify-write transactions), and
may also acquire a lock on the target address. These complex
verbs consume more PU resources, resulting in a lower re-
quest rate [29]. Our new discovery here is that this difference
in resource consumption can also open a new pathway for per-
formance interference through resource exhaustion: a victim’s
performance can be substantially penalized when colocated
with an attacker that uses complex verbs intensively.

To understand this effect, we first measure the data verbs
request rate when competing with other data verbs. We begin
with the NVIDIA 100 Gbps ConnectX-5 RNIC. We set up
two workloads for each test, and each workload runs 8 QPs
across 8 dedicated CPU cores to saturate the RNIC’s rate. To
avoid RNIC severe cache misses, we only use 128 QPs in
total and 16 MRs. We observe less than 1% cache miss in all
the PU tests. To avoid reaching the bandwidth capacity limit,
we use 8B as the request size of all data verbs. We first set up
one workload (victim) using a particular type of data verbs,
and then set up the attacker workload with different types of
data verbs. We show their request rate results in Figure 4.

Our first takeaway is that in addition to the ATOMIC opera-
tions [29], the READ operations are also more expensive than
SEND/RECV and WRITE. When they are running alone (as
victim traffic), FAA and CAS only achieve 5.2 Mrps and 4.8
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Figure 5: The contention of different data verbs on PU (Chelsio).
The leftmost bar on each subfigure is the request rate of running the
victim only. The right 3 bars of each subfigure are the victim’s rate
when the attacker is running.

Mrps respectively. READ achieves approximately 60 Mrps.
SEND and WRITE can achieve more than 90 Mrps.

The second and the more important takeaway is that the
contention behavior between different combinations of data
verb operations can vary. For example, when the victim runs a
READ workload alone, it can achieve 60 Mrps. If the attacker
runs a CAS workload, the victim’s request rate immediately
drops to 3 Mrps. If the attacker runs a READ workload, the
victim’s request rate only drops to 30 Mrps. This means the
complex verbs (e.g., CAS) can consume more resources and
penalize other colocated verb workloads. One non-intuitive
behavior we want to highlight is that the request rate of the vic-
tim running FAA or CAS can actually increase if the attacker
runs a SEND or WRITE workload under this setting1.

We also conduct similar tests on 100 Gbps Chelsio T62100-
LP-CR RNIC, and the results are shown in Figure 5. This
iWARP RNIC does not support ATOMIC operations. We ob-
serve that the iWARP RNIC’s request rate for all types of data
verbs is lower compared with RoCE RNICs, which matches
findings from previous works [8, 49, 71]. We find that the
contention among data verbs on Chelsio’s RNIC also varies.
For example, the victim with WRITE workload can achieve
4.76 Mrps without interference. The attacker can cause the
victim’s request rate to drop 55.0% with SEND workload and
73.1% with READ workload. The specific patterns are differ-
ent from NVIDIA RNIC, but this result still demonstrates our
key finding: the PU overhead of different data verbs varies.

Key finding #3: error handling can stall RNIC processing
units and hang all the applications. RNICs need to handle a
few types of errors, including transport timeout (the responder
side does not send an ACK or NACK), Receive Not Ready

1We report this to the RNIC vendor and this observation is acknowledged.
However, the root cause currently has not been figured out yet.

Scenario Victim Bandwidth SEND Bandwidth
Victim Only 97.07 -

w/o RNR 93.53 4.01
w/ RNR 0.018 0

Table 2: The impact of RNR errors on bandwidth. The unit is Gbps.

(RNR) error (the responder does not have enough receive
requests for arriving send requests), local or remote protection
error (the posted request does not reference a valid local or
remote memory region), and local operation error (an opcode
is operated on the wrong type of QP). Handling these errors
require resources from RNIC processing units and some errors
can be expensive for RNICs to handle.

On NVIDIA ConnectX-5 and ConnectX-6 RNICs, we find
handling RNR errors can completely stall the RNIC process-
ing units. For the victim, we use Perftest [56] to keep 128
outstanding 64KB WRITE requests on a single QP to saturate
the bandwidth capacity. For the attacker, we only use a single
QP (i.e., the SEND application in the table) to keep only one
in-flight 4KB SEND request to consume a small amount of
bandwidth. As shown in Table 2, if the SEND application
generates traffic normally (e.g., the responder posts enough
receive requests), it consumes 4 Gbps bandwidth, and the
bandwidth for the victim only drops approximately 3.5 Gbps.
However, when the SEND application triggers RNR errors
(e.g., the responder side does not post any receive requests),
both the SEND application and the victim are stalled. We
test this RNR errors with both directions and see the same
results. The reason is that the RNIC of the RNR receiver is
stalled, and the RNIC cannot even process the ACK packet.
The victim therefore is stalled even when they are sending
traffics in the opposite direction.

We conduct the same experiments using both Intel and
Chelsio NICs. We observe that the victim’s QP connections
are also terminated unexpectedly during data transfer for Intel
E810. Fortunately, we do not see such RNR issue for Chelsio
T62100-LP-CR. Our best guess is that the iWARP is designed
on the top of TCP and aimed at running on a lossy fabric, so
it may have a more effective error handling mechanism.

3.4 PCIe Bandwidth

The RNIC is connected to the PCIe controller and transfers
data from/to the CPU using PCIe lanes. The impact of PCIe
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on the networking stacks has been studied by several prior
works [29, 34, 52]. Based on existing PCIe models, we fur-
ther study how RDMA verbs consume and even use up the
PCIe bandwidth. Previous works have already identified how
RDMA loopback traffic can exhaust PCIe bandwidth [26, 33].
We therefore focus on the normal RDMA TX and RX traffic.
To transfer an RDMA message, PCIe introduces the following
types of extra bytes: (1) an MMIO to ring the doorbell on the
RNIC (64B, depending on cache line size), (2) a Work Queue
Element (WQE) (36B or 64B), (3) the PCIe protocol overhead
(e.g., TLP headers), and (4) extra PCIe operations triggered
by cache misses. Our key observation for PCIe bandwidth is:

Key finding #4: PCIe bandwidth will only become the
bottleneck when the request size is in a specific range. We
only need a single tenant to demonstrate this key finding. We
run the experiment on NVIDIA 100 Gbps ConnectX-5 RNIC.
The PCIe bandwidth capacity is 128 Gbps (PCIe Gen 3.0
x16). We use 96 QPs across 6 cores to saturate the PCIe TX
bandwidth. Each QP keeps 256 outstanding WRITE requests.
We vary the request size and collect both the NIC and the PCIe
bandwidth consumption by reading the RNIC’s counters. The
result is shown in Figure 6. We first observe that when the
payload size is small, the commodity RNIC can mitigate the
WQE overhead by embedding the small message in the WQE.
As shown in the green rectangle, when the request size is
smaller than 28B, increasing the request size does not cause
more PCIe bandwidth consumption because the payload is
embedded in the same MMIO operation with the WQE.

Our second observation is that PCIe TX bandwidth may
only become the bottleneck when the payload size of the
request is in a specific range. The reason is that short re-
quests are first throttled by the request rate before exhausting
PCIe bandwidth while large requests are always throttled by
the RNIC’s bandwidth capacity. We confirm this observa-
tion through a theoretical PCIe consumption model and we
present two concrete examples. We assume the network MTU
is 4096B and the maximum payload per PCIe transaction is
128B (the worst setting to maximize the PCIe overhead). The
TLP overhead depends on the implementation [52] and we
assume it as 20B, a typical size for a PCIe 3.0 device. Trans-
mitting a 29-byte message will consume at most 127 network
bytes and at least 189 PCIe bytes [29, 69]. Therefore, to satu-
rate the link bandwidth (100 Gbps), we need at least 148.8
Gbps PCIe bandwidth, which is much larger than the PCIe
3.0x16 capacity. Appendix A includes the detailed compu-
tation. Our measurement shows that the actual consumption
can be even higher, as shown in Figure 6. The consumption
model for PCIe RX bandwidth (i.e., the RNIC to the host) is
similar to that of TX. Additionally, too many cache misses
may also cause high PCIe bandwidth consumption due to lots
of PCIe reads to fetch metadata. However, in most scenarios,
the large number of cache misses will first slow down the
RNIC execution (e.g., introduce extra latency) and the PCIe
bandwidth is therefore less consumed. In our measurement
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Figure 6: The PCIe bandwidth and RNIC bandwidth consumed by
the application.

of cache misses, we do not observe cases where PCIe TX
bandwidth is exhausted.

Both the theoretical model and our experimental results
demonstrate that the PCIe bandwidth can become the bottle-
neck, but only for a particular request size range.

3.5 Other findings

We also have several other interesting findings. In the interest
of space, we only briefly present them here. However, we do
use these findings to guide our test suite design in §4.

Other finding #1: Data verbs contend for different RNIC
caches. We conduct the scalability test using different data
verbs, and observe different types of cache contention. For
example, a large number of RC QPs that issue READ and
WRITE will mainly cause ICM cache misses. A large number
of UD QPs that issue SEND/RECV requests or many RC
QPs that issue ATOMIC requests can cause severe RECV
WQE cache misses. This observation indicates that data verbs
contend for cache differently, similar to the contention on
RNIC PUs.

Other finding #2: Wide range access across many objects
(QP, CQ, MR) causes ICM cache misses. The scalability
issue has been well studied, but our measurement reveals new
observations. In addition to QP and MR, the context of the
completion queue (CQ) is also stored in the ICM cache. Thus,
accessing a large number of CQs can also trigger severe ICM
cache misses. In addition, allocating a large number of these
objects does not necessarily cause severe ICM cache misses.
Wide range access across the objects (i.e., poor locality) is the
key to triggering severe ICM cache misses and performance
degradation.

Other finding #3: The impact of control verbs is restricted
by its kernel involvement. We observe that all control verbs
are first processed by the kernel drivers, thus causing expen-
sive context switch. The execution rates of these control verbs
are usually throttled by the kernel instead of RNIC process-
ing. Therefore, control verbs have a limited impact on ex-
hausting RNIC PUs. However, they can still cause significant
performance interference and affect the other applications by
triggering severe cache misses, as our key finding #1 shows.
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3.6 The Resource Consumption Model

We summarize our findings in an RDMA operation model
shown in Figure 7. This model describes which microarchitec-
ture resource a verb operation consumes heavily. Note that a
verb operation can also use other microarchitecture resources
that are not captured by our experiments. This is because the
usages of these resources are low and do not lead to resource
contention. This model is qualitative: we do not try to under-
stand the exact resource usage since we have no visibility into
proprietary RNIC hardware. For example, we know a certain
traffic pattern can trigger a certain type of cache misses, but
we does not figure out the total size of the cache or how much
of the cache an operation consumes. Even so, we show that
this model is sufficiently powerful for us to create the first test
suite for RNIC performance isolation, and it can capture a
wide range of workloads that can break existing performance
isolation solutions.

4 The Husky Test Suite
After we understand how different RDMA operations use
these microarchitecture resources, we can design a test suite
to evaluate performance isolation solutions. Our goal is the
following: given an RNIC hardware and a performance isola-
tion solution, we want to find a set of workloads combinations
for an attacker and a victim that can break the performance
isolation. We need to check different victim workloads for
completeness because different victim workloads are sensitive
to exhaustion of different microarchitecture resources.

Our test suite must be general: we will use it to test various
RNIC performance isolation solutions on different RNICs.
This means we cannot rely on tools and features from spe-
cific vendors, such as Mellanox Neo-Host [44]. In addition,
different RNICs have different amounts of microarchitecture
resources. And existing performance isolation solutions may
only be able to mitigate contention on specific resources.

To this end, we build Husky to systematically test and eval-
uate RNIC performance isolation solutions. Husky targets
at four types of resources: NIC bandwidth, PCIe bandwidth,
NIC PU, and NIC cache. For each type of resource, we de-
sign synthetic workloads with different types of behaviors
(e.g., control verbs) to exhaust this resource. More specifi-

cally, we exhaust NIC BW with long messages using different
opcodes (e.g., WRITE); we exhaust PCIe bandwidth with
loopback traffic and specific message patterns (from key find-
ing #4); we exhaust NIC PU with expensive data verbs (key
finding #2), small messages, or error handling behaviors (key
finding #3); we exhaust different types of RNIC cache with
intensive control verbs (key finding #1) and a wide range
access of data verbs. We vary parameters (e.g., connection
types) of some synthetic workloads to be more inclusive. In
all, Husky includes 52 attacker synthetic workloads (6 for
NIC BW, 4 for PCIe BW, 14 for NIC PU, and 28 for NIC
cache) and 20 synthetic victim workloads. Many of the at-
tacker workloads cannot be directly generated with existing
RDMA traffic engines. We therefore extend Collie [33]’s traf-
fic engine, the most flexible one to the best of our knowledge,
to generate these synthetic RDMA traffics, including flexible
control verbs workloads and error handling workloads.

Husky’s framework can also easily allow running real ap-
plications as additional victim workloads. Husky currently
contains two real applications, including the OSU bench-
mark [54] and eRPC-based Masstree key-value store [27, 40].
The OSU benchmark contains workloads such as allreduce
and allgather. Note that we can integrate any RDMA applica-
tions into Husky. We test all the (victim, attacker) workload
pair exhaustively from our test suite.

One key question is how to define a violation of perfor-
mance isolation. Our definition of violation depends on the
concrete isolation solution. Husky uses a user-specified predi-
cate to compute the expected performance results when isola-
tion is enabled. Husky compares the actual performance with
the expected performance to identify violation. For example,
most of existing performance isolation solutions only provide
bandwidth guarantee. The expected performance for these iso-
lation solutions therefore is a guaranteed bandwidth, Bg. We
assume the application can consume bandwidth of Ba when
running alone. The bandwidth of this application should be at
least (1−α)min(Ba,Bg) under any attacker workload, where
α is a tolerance level. A lower α means stricter isolation. We
use an example to demonstrate how this definition works: let
us assume that attacker and the victim are configured to share
the same 100 Gbps network and we set α to be 25%. If the
victim can achieve 60 Gbps when running alone, it should be
able to achieve at least (1− 25%)min(60,50) = 37.5 Gbps
under the attacker’s workload. If the victim can only achieve
10 Gbps when running alone, its consumed bandwidth should
not be less than (1−25%)min(10,50) = 7.5 Gbps. In prac-
tice, we find all existing performance isolation solutions for
commodity RNICs are bandwidth guarantee or can be trans-
lated into bandwidth guarantee. We use this definition for
performance isolation violation in §5 and set α to be 25%.

5 Evaluation
We use a NVIDIA testbed to evaluate existing RDMA perfor-
mance isolation solutions. There are two servers in the testbed,

38    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



Resource Processing Units RNIC Cache PCIe BW
Isolation

Mechanism
Error Handling

(RC)
Error Handling

(UD & UC) Data Verbs Control Verbs Data Verbs Data Verbs

SR-IOV ✓ ✗ ✗ ✗ ✗ ✗

HW TC ✗ ✗ ✗ ✗ ✗ ✗

SR-IOV + HW TC ✓ ✗ ✗ ✗ ✗ ✗

Justitia ✗ ✗ ✓ ✗ ✗ ✗

Justitia + HW TC ✗ ✗ ✓ ✗ ✗ ✗

Table 3: Performance isolation violation caused by exhausting microarchitecture resource. Justitia can only provide isolation among applications
using the same function, so cannot be combined with SR-IOV. ✓ means performance isolation is properly enforced. ✗ means Husky can find a
workload pair (attacker, victim) to violate performance isolation by exhausting microarchitecture resources.

and each is equipped with one 100 Gbps NVIDIA ConnectX-
5 RNIC. The server is equipped with Intel Xeon Gold 5215
CPUs, and the RNICs are connected to the server through
PCIe 3.0 x16. The RNICs are connected to a 100 Gbps
NVIDIA switch. We use Ubuntu 20.04 and the kernel version
is 5.11. For NVIDIA NICs, the kernel drivers and verbs li-
braries are both from 5.4-OFED. The firmware version is
16.31.1014. We also conduct all the experiments also on
NVIDIA ConnectX-6 RNICs and the result is similar.

We evaluate 3 different isolation solutions provided by
RNIC vendors and prior work: (1) NVIDIA separate hard-
ware traffic class (HW TC). Cloud operators can set separate
TCs for different tenants to use, which separate the RNIC
bandwidth and packet buffers [47] to enforce performance
isolation. Modern RNICs typically only have 8 traffic classes.
This means we cannot use HW TC when we want to colocate
more than 8 tenants in a physical server. (2) NVIDIA SR-IOV.
Though the SR-IOV technique is designed for hardware vir-
tualization, it provides separate virtual functions with some
separated resources to different tenants and actually achieves
some degrees of performance isolation [45]. (3) Justitia, a
software-based performance isolation solution [71]. Justitia
implements data verbs rate-limiting and pacing in RDMA
userspace libraries to enforce performance isolation. This
means Justitia has no security: malicious applications can
easily circumvent the userspace library. Although Justitia’s
software architecture does not target a multi-tenant public
cloud environment, we still use Husky to evaluate the effect
of its isolation policy (e.g., its token-based algorithm). We
also evaluate all the possible combinations of the above solu-
tions2. Unfortunately, though we have a testbed with Chelsio
T62100-LP-CR and Intel E810 NICs, we did not enable their
hardware-based isolation mechanisms. Justitia also does not
support Chelsio or Intel drivers. We therefore are not able to
conduct the same evaluation on Chelsio or Intel NICs. 3

2We do not test Justitia with SR-IOV because Justitia only isolates traffic
through the same device. When SR-IOV is enabled, tenants are using different
devices (i.e., VF) and Justitia does not work for that scenario.

3We contact the NIC vendors and have multiple rounds of conversations
with their experts. However, we still fail to enable any hardware isolation
solution for RDMA on both NICs. In addition, we are not aware of any prior
work that can set up such RDMA isolation.

5.1 Testing Existing Performance Isolation Solutions

Based on the types of verbs and the exhausted resources, we
categorize the workloads generated by Husky into 6 groups.
We distinguish the error handling of RC from UD & UC be-
cause they cause different behaviors of RNIC PU, and we
observe some isolation solution (e.g., SR-IOV) provides dif-
ferent degrees of isolation on these PU behaviors.

We first take a look at the hardware-based isolation mecha-
nism provided by NVIDIA. For NVIDIA SR-IOV, we enable
two virtual functions (VF) and assign both the victim ten-
ant and the attacker tenant with one VF. We also enable the
VF-based rate limiter and restrict the maximal TX bandwidth
of each tenant to be 50 Gbps, which is a typical fair sharing
setting for the public multi-tenant environment. Given this
configuration, we therefore define the isolation violation for
NVIDIA SR-IOV as the victim’s consumed bandwidth (in
terms of bits per second) being reduced by the attacker to
less than (1−α)min(50,Ba), where α is 25% and Ba is the
victim’s bandwidth without attack. For NVIDIA HW TC, we
assign each tenant with a dedicated TC. For example, the vic-
tim exclusively uses TC 0 and the attacker exclusively uses
TC 3. We configure TC 0 and TC 3 to equally share the RNIC
bandwidth and the NIC buffer (which stores the packets, dif-
ferent from the cache). The violation definition for NVIDIA
HW TC therefore is the same as that of NVIDIA SR-IOV.

The first three rows of Table 3 show the isolation effect
provided by SR-IOV, HW TC, and the combination of them.
Unfortunately, we find both SR-IOV and HW TC fail to pro-
vide enough isolation on RNIC’s microarchitecture resources.
For example, by exhausting RNIC’s cache through either con-
trol verbs or data verbs, Husky can successfully affect the
colocated victim’s applications, even when both SR-IOV and
HW TC are enabled. The key reason is that both SR-IOV
and HW TC only isolate the architectural resources (e.g., link
bandwidth) and do not restrict the cache usage of a single
tenant. Husky therefore is able to use an attacker workload
that exhausts RNIC cache, such as MTT/MPT cache. Other
applications would suffer from severe cache miss and hence
the performance drop. In addition, we find that although SR-
IOV is mainly aimed at virtualization, it has indeed enforced
some isolation, especially for RNIC PUs. The RC RNR error

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    39



handling can cause RNIC PUs to pause and even hang the
colocated applications if there is no performance isolation
mechanism enabled. With SR-IOV, the RC RNR error does
not affect tenants running on other VFs. However, the similar
RNR exception handling process for UD and UC still violates
the isolation of SR-IOV. Due to the RNIC’s black box nature,
we do not know the root cause of such a difference. Our best
guess is that some part of the RNIC’s PUs (e.g., that handles
RC RNR) is isolated by different VFs, while other parts are
not well isolated. These hardware-based solutions also cannot
isolate PCIe bandwidth well. We observe that an attacker can
consume substantial PCIe bandwidth and reduce the victim’s
usable bandwidth.

We then evaluate the software-based solution, Justitia. Justi-
tia is not designed for the public cloud and requires the tenant
to cooperate (e.g., using modified RDMA libraries). Husky
can certainly break its isolation by bypassing the modified
libraries, but this would defeat the purpose of testing Justitia.
We therefore require all of Husky’s traffics (both the victim
and the attacker) to go through Justitia’s modified drivers and
be paced by Justitia. In addition, Justitia only supports limited
types of data verbs on the latest drivers (i.e., mlx5), so we
restrict the applications to only use the opcodes that Justitia
supports. Justitia aims at providing each tenant a fair share
of the NIC resource. We only set up two tenants, so we sim-
ply define the violation of Justitia as the victim’s bandwidth
is less than (1−α)min(Ba,50), similar to the definition for
SR-IOV. We also test the combination of Justitia and HW TC.

As shown in Table 3, Justitia does provide some PU iso-
lation but to a limited extent. For example, Justitia takes the
RNIC’s request rate (i.e., execution throughput) into its iso-
lation consideration. It therefore uses a pacer to control the
request rate for each tenant and successfully prevent a single
tenant from posting a large number of requests to exhaust
the PUs. However, its isolation is violated when the attacker
keeps posting requests that trigger error handling on the RNIC.
The reason is that these errors are detected and handled by
RNIC, which is out of Justitia’s control. In addition, Justitia
does not take cache and PCIe into consideration. The attacker
tenant therefore can still exhaust the RNIC cache and PCIe
bandwidth and cause other tenants to suffer from excessive
cache misses or low usable PCIe bandwidth.

It is worthwhile to note that these solutions already provide
more or less tolerable isolation for architectural resources,
e.g., NIC bandwidth. Husky includes a set of workloads that
only contend for NIC bandwidth, and we do not see such
violation on those workloads when enabling these solutions.
However, ignoring microarchitecture resources makes these
solutions insufficient for real public cloud deployment.

5.2 Impact for Real Applications

Next, we conduct experiments on a larger testbed to study
how microarchitecture resource exhaustion impacts real ap-
plication workloads when using state-of-the-art performance

isolation solutions. We use the allreduce workload [54] on
an RDMA-based MPI implementation [55] and eRPC-based
Masstree (a key-value store) [27, 40] as two real victim appli-
cations. Our testbed consists of four physical servers. Each
server is equipped with one 100 Gbps NVIDIA ConnectX-5
RNIC. The other settings are the same as §5.1. The victim ap-
plications run their VMs on all the four servers. The attacker
tenant controls two VMs, each on a different server. We set
up the testbed this way to emulate a real multi-tenant environ-
ment because an attacker may not have VMs colocated with
all the victim’s VMs. However, our results demonstrate that
violation of performance isolation in a subset of the victim’s
VMs is already enough to substantially reduce the overall
end-to-end performance of the real distributed applications.

For protection mechanisms, we enable either SR-IOV +
HW TC or Justitia + HW TC to provide isolation for the col-
lective communication application. For eRPC-based Masstree,
we only enable SR-IOV + HW TC. This is because Justitia
only supports high-performance RDMA WRITE on the lat-
est NVIDIA drivers, but eRPC-based Masstree leverages UD
SEND/RECV for its communication.

We use four types of attackers from the Husky test suite
to demonstrate our results: (1) BW attack is the baseline.
We use the standard Perftest [56] ib_write_bw to set up a
bandwidth-hungry application. It uses 16 RC QPs and each
QP keeps 128 outstanding 1 MB WRITE requests to saturate
the link bandwidth (consuming ∼50 Gbps when rate limiter
is enabled). BW attack does not target any microarchitecture
resources. (2) PCIe attack exhausts PCIe TX bandwidth.
It runs 36 RC QPs on 6 cores and keeps 128 outstanding
257 B WRITE requests. It also consumes almost 50 Gbps
link bandwidth (less than 20 Mrps) but causes more than
73 Gbps PCIe TX bandwidth consumption. This leaves only
about 50 Gbps usable PCIe TX bandwidth (i.e., less than
50 Gbps usable network bandwidth) for the victim. (3) Cache
attack exhausts RNIC cache. It runs 1536 RC QPs on 6 cores,
uses 12288 MRs and each QP keeps only a single 256 B
outstanding request. This attacker causes severe cache miss
and only uses less than 7 Gbps link bandwidth (i.e., 3 Mrps).
(4) PU attack pauses RNIC PUs. It runs 1 UC QP on a single
core and keeps 128 outstanding SEND/RECV requests. Its
receiver side does not post any receive requests, so the RNIC
has to handle many receive not ready exceptions. It consumes
less than 0.5 Gbps and less than 0.5 Mrps.

We begin with testing the RDMA-based allreduce work-
load. Allreduce is a collective communication operation
widely used in distributed deep learning training. It aggre-
gates a vector across all workers and propagates the result
back to all workers. We set up 2 workers on each host (8 in
total) to run allreduce. The allreduce buffer size is set to 1 MB.
We run allreduce continuously and record the execution rate
(allreduce operations per second). The raw rate without any
isolation mechanism and interference is shown as the leftmost
bars in the figure. The bar of no attack indicates the effect of
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Figure 8: Allreduce results under exhaustion of different resources.

enabling these isolation solutions. When Justitia is enabled,
the allreduce rate drops by 38.5%. One possible reason is that
Justitia uses a shim layer (the pacer) to exert sender admis-
sion control, which introduces extra performance overheads
compared to the hardware-based solutions. Since the allre-
duce workload only uses less than half of the NIC bandwidth
(23 Gbps), its performance under attack should be at least
(1−α)Pa, where α is 25% and Pa is its performance without
any attack. We can then compute a violation threshold in allre-
duce rate for each isolation solution based on the bandwidth
the victim should consume.

The result for allreduce is shown in Figure 8. The horizontal
red lines show the violation threshold. Bars under the red
line indicate isolation violation. Pa for the application with
Justitia + HW TC is 38.5% lower than that with SR-IOV +
HW TC. This means the violation threshold is also 38.5%
lower for Justitia + HW TC. We first observe that the BW
attack only causes a negligible performance drop for SR-
IOV + HW TC setting. And Justitia + HW TC also achieves
the bandwidth isolation goal within the tolerance. We then
observe that all the PCIe, Cache, and PU attacks successfully
violate the isolation provided by either Justitia + HW TC or
SR-IOV + HW TC. For example, the PCIe attack can cause
the performance of the allreduce application to drop 27.3%
for SR-IOV + HW TC and 42.1% for Justitia + HW TC. The
impact of the Cache attack is more significant. Allreduce
workload’s performance drops more than half (71.3%) for
Justitia + HW TC and almost half for SR-IOV + HW TC. We
observe that the PU attack is the most powerful. It can directly
stall the allreduce application by exhausting the RNIC PUs.

We use the same set of attackers to test the eRPC-based
Masstree. We use the default setting of eRPC-based Masstree
(e.g., key size and the number of threads). We set up the key-
value server in one physical server and three clients each in a
different physical server. We colocate one attacker VM with
the key-value server and another attacker VM with one of the
clients. We collect the execution rate (in terms of the number
of GET requests per second) and the latency from all the
clients. The Masstree server only uses 14 Mrps and less than
20 Gbps, so we define the isolation violation as the same as
the violation of allreduce. Figure 9 and Figure 10 show the
GET rates and the latency results. The SR-IOV + HW TC
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Figure 9: Mastree’s GET rate under exhaustion of different resources.
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Figure 10: Mastree’s latency under exhaustion of different resources.

more or less achieves the BW isolation goal within tolerance.
We find that all microarchitecture resource exhaustion attacks
successfully violate the isolation for the client that is colocated
with an attacker VM. Similar to the allreduce workload, the
PU attacker stalls the entire key-value store system. Worse
still, it even pauses the clients that are not colocated with an
attacker VM. This is because we stall the key-value server.

Another observation is that the performance of eRPC-based
Masstree is impaired by the cache exhaustion attack but to
a very limited extent. One possible reason is that the eRPC
leverages UD transport. A UD QP does not need as much
connection metadata as an RC QP does and therefore is less
sensitive to the RNIC internal cache miss. In addition, we
find that the Masstree is more sensitive to PCIe exhaustion.
This is probably due to its small request size. According to
our key finding #4, requests of a relatively small size cause
more extra PCIe TX bandwidth consumption.

We have several high-level takeaways from the real appli-
cation results.

Takeaway #1: targeting microarchitecture resources
makes violating performance isolation easy. If we treat the
RNIC as a black box, it is quite difficult to break performance
isolation. The BW attack targets the bandwidth resource, and
we observe that all the existing solutions provide good pro-
tection. However, once we know a few more details about
how an RNIC works (e.g., the potential microarchitecture
resources), breaking isolation becomes simple. Our attack is
very efficient. For example, Cache Attack only needs 7 Gbps
and 3 Mrps. PU Attack stalls victims with even less bandwidth
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and request rate. Note that these attacks are only targeting
publicly disclosed microarchitecture components.

Takeaway #2: applications’ sensitivity for resource con-
tention is different. Applications’ end-to-end performance
drops can be quite different even for the same attack. The
allreduce application is more sensitive to the cache exhaustion
while the Masstree is more vulnerable to the PCIe exhaustion.

Takeaway #3: distributed applications need performance
isolation on every single server. For both applications, the
attacker only has two VMs, but why does the application-level
performance drop substantially even if the application is run-
ning across four machines? Many modern distributed systems’
performance is usually bottlenecked by a few slowest workers
in the system. For example, in allreduce, each iteration re-
quires synchronization of all workers. Thus, our attack on one
or two workers can slow down the entire allreduce procedure.

5.3 Analysis for Existing Solutions

Our evaluation shows that all existing approaches fail to pro-
vide RDMA performance isolation.We now analyze the fun-
damental restrictions of these solutions and some potential
improvements we may achieve.

SR-IOV and separate HW TC. These hardware based
solutions already provide some hardware resource isolation
(e.g., the hardware queue and the on-NIC packet buffer). The-
oretically, RNIC vendors should be able to incorporate more
hardware isolation features to these solutions. For example,
to statically separate NIC PU or partition NIC cache for dif-
ferent VFs can help to build a better isolation mechanism
for SR-IOV. However, these hardware modifications are non-
trivial and can hardly be applied to existing hardware. RNIC
vendors usually release these new features together with their
new hardware products. Cloud providers thus cannot use these
features in existing hardware.

Justitia. Justitia provides modified userspace libraries and
uses sender admission control to enforce fair sharing of both
bandwidth and execution rates for all tenants. Justitia does
not work for a multi-tenant cloud because its policies are not
enforceable: a malicious application can easily circumvent
the modified user libraries. Putting the security aspect aside,
it is worthwhile to ask whether a pure software solution like
Justitia could in theory support RDMA performance isolation.
We do not have a direct answer to this question, and we believe
it is an interesting future research direction. We reckon that
this can be quite difficult for the following reasons. First, it is
challenging to track and control how much cache a tenant has
occupied without hardware support. Second, it is challenging
to establish a quantitative resource consumption model for
verbs. Finally, error handling is deeply integrated into RDMA
NIC hardware, and is opaque to software.

6 Guidelines
Our results show that, unfortunately, no existing RNIC per-
formance isolation solution is sufficient. We analyze the fail-

ure of existing isolation solutions based on our key findings,
and we present several design guidelines for potential future
RDMA performance isolation work. These guidelines may
also be helpful for RDMA application developers to write
better RDMA applications under multi-tenant environments.

Hardware support for isolation is needed. Software ap-
proaches like Justitia [71] have a common problem. They only
monitor architecture-level metrics, e.g., latency, bandwidth,
and request rate. They cannot detect contention in microarchi-
tecture resources, e.g., caches, let alone manage and fair share
those resources. We believe future performance isolation so-
lutions will have to leverage hardware support, similar to how
modern hypervisors can use Intel Resource Director Technol-
ogy (RDT) to monitor and manage access to the last-level
cache and memory. NVIDIA RNICs expose several useful
hardware counters, but they are still insufficient. For example,
we can only observe cache misses, but we cannot manage the
cache access or split the cache for different tenants.

A layer of indirection is needed. RDMA means kernel
bypass for data verbs. This enables low latency and reduced
CPU overheads. So where should performance isolation be en-
forced? We believe that future performance isolation solutions
will require a layer of indirection either in NIC or in software.
Having the enforcement point in the userland RDMA library
(as Justitia) does not work, because it lacks security. Instead,
a software indirection can have a microkernel-like design,
with a set of cores running the isolation logic in a separate
protection domain [43]. RDMA performance isolation should
be enforced in such a central controller that takes over both
control verbs and data verbs.

Programmer, compiler, and library support for RDMA
applications. After a future performance isolation solution
is invented, applications may need modification as well. If
the future performance isolation solution requires strict par-
titioning of microarchitecture resources, this means each ap-
plication has limited microarchitecture resources to use and
can lead to substantially reduced performance. The amount of
microarchitecture resource an application uses may also vary
(depending on how many other tenants are on the same server
or other configurations). Building high-performance RDMA
applications will require additional effort for the programmer,
compiler, and application library to efficiently use these lim-
ited resources. For CPU cache, these efforts occurred in the
research community two decades ago [35, 36, 42].

7 Discussion

The impact of broken RDMA performance isolation. Our
evaluation shows that a malicious tenant can cause other ten-
ants’ to suffer from drastic performance drop or even get
stuck. In addition, a broken performance isolation exposes
vulnerability for malicious users to conduct side-channel at-
tacks. Since the tenant can affect others’ performance on the
same host, it can set up side channels that leak access pat-
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terns of victim nodes or deliver information by affecting the
host’s performance in a pattern [65]. RDMA performance
isolation therefore is a critical feature for a secured RDMA
public cloud.

What RDMA performance isolation solution should cloud
providers use today? One good news is that we are not
aware of any cloud provider that currently using commodity
RNICs to provide RDMA-capable VMs with partitioned host
resources. To rent an RDMA-capable VM, customers have
to rent the entire physical machine. This means currently we
do not need an RNIC performance isolation solution at all,
because the RNIC only runs a single tenant’s traffic. To move
forward to multi-tenant usage of an RNIC, we believe per-
formance isolation is still a major blocker, and multi-tenancy
should not be enabled until a mature performance isolation
solution is ready, one that can at least pass our test suite.

Generalizability to other kernel bypass host networking
architectures. Our test suite design is based on the verbs
interface, which is RDMA-specific. However, we believe our
methodology should be generalizable to find violations of
performance isolation in other kernel bypass architectures,
e.g., DPDK [13], 1RMA [64], as these implementations com-
monly require RDMA-like mechanisms in the DMA portion
of the design. The industry trend today is to offload functions
to hardware accelerators. For example, RDMA is offload-
ing congestion control and reliable message delivery into the
hardware. Microarchitecture resources in hardware are criti-
cal to delivering these offloaded functions. Paying attention to
these microarchitecture resources for performance isolation
is going to be increasingly important.

8 Related Work

Microarchitecture resources in RNICs. The existence of
RNIC microarchitecture resources is well-known in the net-
working community, and many studies focus on how to design
RDMA applications to circumvent certain RNIC performance
anomalies due to these resources. For example, HERD [28],
FaSST [30], and eRPC [27] avoid using RDMA reliable con-
nection to mitigate the QP context cache miss for better scal-
ability. ScaleRPC [5] and Flock [50] multiplex reliable con-
nections in a time-sharing manner to mitigate the scalability
problem. Kalia et al. [29] studies the RNIC’s PCIe behaviors
and provides guidelines for writing efficient RDMA programs.
Unfortunately, these works only focus on optimizing applica-
tions to fully utilize the limited resources in RNICs. However,
public cloud providers cannot control the third-party tenants’
applications. Collie [33] conducts a systematic search on
RDMA performance anomalies, and the anomalies are mostly
due to oversubscribed microarchitecture resources. However,
since Collie only focuses on first-party traffic, it just builds
a search space based on normal operations. It therefore only
considers normal data verbs and fails to uncover findings
related to other types of behaviors. For example, the key find-

ings #1, #2, and #3 in §3 are fundamentally not covered by
Collie’s search space because Collie does not take control
verbs, error handling, and expensive atomic verbs into consid-
eration. In all, prior works focus more from the perspective of
application developers. Our work is on a complementary as-
pect by looking from the public cloud provider’s perspective:
how these microarchitecture resources affect performance
isolation. This requires us to be microarchitecture resource
aware and take a look at all types of RDMA behaviors, in-
cluding control verbs and error handling, because we need to
deal with misbehaving and even malicious tenants.

Other NIC performance isolation solutions. PicNIC [34]
provides isolation for both packet processing and bandwidth
on NIC. This allows latency-bound workloads not to be af-
fected by bandwidth-bound workloads. FairNIC [15] isolates
resources in SoC-based SmartNICs. Compared with them,
our work focuses on the RDMA-related resources on NICs.

Performance isolation in other contexts. Performance iso-
lation problems are not limited to NICs. Other server hard-
ware components also have this issue, and they already have
corresponding solutions. There exist several partitioning tech-
niques for CPU caches [11, 20] and memory bandwidth [22].
Network bandwidth in the network fabric is also a crucial
resource to isolate [1, 3, 4, 6, 16, 24, 25, 37, 58–60, 62, 68] as
well as the switch processing piplines [67].

9 Conclusion

RDMA is a promising networking technology to enable low
latency and high CPU efficiency in datacenter networks. To
enable RDMA in a multi-tenant environment, performance
isolation is an important property, and RDMA NICs (RNICs)
bring new challenges due to the existence of microarchitecture
resources (e.g., RNIC cache, processing units). We present an
RNIC operation model on how these resources are used by dif-
ferent RDMA operations. Using this model, we create Husky,
the first test suite to evaluate RNIC performance isolation
solutions. Our results show that none of the existing RNIC
performance isolation solutions provides sufficient isolation
against workloads that try to exhaust these microarchitecture
resources. Our findings are acknowledged and reproduced
by one of the largest RDMA NIC vendors. We believe that
building a usable RNIC performance isolation solution will
be a long battle.
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A Network v.s. PCIe
To transmit a payload through Ethernet-based IP-routed
RDMA network (i.e., RoCEv2), the network protocol intro-
duces the following overhead.

1. Ethernet overhead. Each Ethernet frame includes 14-
byte Ethernet (exclude VLAN) header and 4-bytes CRC
as L2 overhead. In addition, each Ethernet frame has L1
overhead - each frame is preceded by a 7-byte preamble
and 1-byte start-of-frame delimiter. The frame is also
followed by an inter-frame gap. The gap should be at
least 12-byte. The total Ethernet overhead per frame
therefore is 38-byte [23].

2. IP overhead. IP overhead comes from the IP header,
with a least size 20-byte.

3. UDP overhead. UDP overhead comes from the 8-byte
UDP header.

4. Infiniband overhead. The Infiniband protocol imple-
ments headers inside the UDP payload. A simple
WRITE message through reliable connection (RC) needs
12-byte Base Transport Header (BTH), 16-byte RDMA
Extended Transport Header (RETH), and 4-byte invari-
ant CRC. Hence, the Infiniband protocol overhead is at
least 32-byte [2].

To transmit the payload from the host DRAM to the RNIC,
the RNIC PCIe behaviors include the following overhead.

1. Ringing the doorbell. To post a work request, users need
to ring the RNIC’s doorbell through memory-mapped IO
(MMIO). Each MMIO has a fixed aligned size 64-byte.

2. Work Queue Element. The RNIC needs to fetch a work
queue element (WQE) from host DRAM to the NIC. A
WQE for RC/UC is 36-byte, and 68-byte for UD.

3. TLP overhead. Each PCIe transaction has PCIe Trans-
action Layer Packet (TLP) header, and the header size
varies for different PCIe implementation. We assume its
least size as 20-byte according to [29, 69].

We next shows the computation of the 29-byte payload
example in §3. The 29-byte payload is obviously less than
the MTU, and can be sent using a single network packet.
Therefore, the network bytes consumed by this payload is:

Bytes(network) = Bytes(payload)+Bytes(Ethernet)

+Bytes(IP)+Bytes(UDP)+Bytes(IB)

= 29+38+20+8+32

= 127(bytes)

For PCIe consumption, the 29-byte payload is larger than
the maximal inline size (28-byte). So it cannot be delivered
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in the same PCIe transaction as the WQE. It therefore needs
three PCIe transactions: (1) Doorbell, (2) WQE, and (3) pay-
load, and consume the following bytes:

Bytes(PCIe) = Bytes(payload)+Bytes(payload TLP)

+Bytes(WQE)+Bytes(WQE TLP)

+Bytes(Doorbell)+Bytes(DB TLP)

= 29+20+36+20+64+20

= 189(bytes)

Therefore, the PCIe consumption for such payload when
saturating the link capacity (100 Gbps) is:

Bandwidth(PCIe) = Bandwidth(network)∗ Bytes(PCIe)
Bytes(network)

= 100∗ 189
127

= 148.8(Gbps)

B Response from NIC Vendors
We report our findings and results to the NIC vendors, in-
cluding NVIDIA, Intel, and Chelsio. NVIDIA, one of the
largest RDMA NIC vendors, has spent substantial effort on
acknowledging and reproducing our experiments. They have
successfully reproduced all of our findings in their own en-
vironment. In addition, NVIDIA provides us with detailed
analysis and feedback. We would like to share them here.

Key finding #1: control verbs can cause excessive cache
misses and a drastic performance reduction. NVIDIA
provides a more accurate analysis of this finding: the deregis-
tration control verbs can cause drastic performance reduc-
tion mainly because of the NIC internal QoS scheduling
policy. The deregistration control verbs have higher prior-
ity than other types of operations and will be scheduled first.
Consequently, these deregistration verbs trigger excessive
cache misses and cause the performance to drop drastically.
NVIDIA has already figured out a solution to address this
issue. The high-level idea is to tune the NIC internal QoS pol-
icy so that deregistration does not have such a high priority.
They are planning for a firmware upgrade to fix this issue.

Key finding #2: performance interference between dif-
ferent data verbs depends on the complexity of verbs.
NVIDIA is familiar with this phenomenon and will roll out
new firmware upgrades to address this issue.

Key finding #3: error handling can stall RNIC processing
units and hang all the applications. NVIDIA provides a
more accurate explanation of this phenomenon: for unreliable
transport types (UC and UD), there is not the same specific
RNR exception handling procedure as RC. Instead, they have
other processing logic that involves firmware that handles

out-of-order packets. This is the root cause of the perfor-
mance interference when attacking using unreliable transport
types. NVIDIA also provides a potential solution to mitigate
such interference. NVIDIA Connect-X series NICs support
monitoring per-VM consumption of the NIC resources. The
cloud operators therefore can enforce VM capabilities policy
based on the visibility of NIC resources consumption. Further-
more, NVIDIA is planning to introduce an additional layer of
protection in the coming NIC firmware/hardware release to
completely eliminate the attack vector for RC.

Key finding #4: PCIe bandwidth will only become the
bottleneck when the request size is in a specific range.
Though PCIe bandwidth contention is not a unique interfer-
ence brought by RDMA, NVIDIA still acknowledged and con-
firmed our observation on the PCIe consumption for RDMA
NIC.

We thank NVIDIA for their kind and great support. We
believe the above understanding will benefit cloud operators
and RDMA application developers. In addition, our collabo-
ration with NVIDIA also demonstrates how Husky can help
to improve existing RDMA solutions and build robust RDMA
performance isolation in the future.
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Abstract

Given the wide adoption of disaggregated storage in public
clouds, networking is the key to enabling high performance
and high reliability in a cloud storage service. In Azure, we
choose Remote Direct Memory Access (RDMA) as our trans-
port and aim to enable it for both storage frontend traffic
(between compute virtual machines and storage clusters) and
backend traffic (within a storage cluster) to fully realize its
benefits. As compute and storage clusters may be located
in different datacenters within an Azure region, we need to
support RDMA at regional scale.

This work presents our experience in deploying intra-region
RDMA to support storage workloads in Azure. The high com-
plexity and heterogeneity of our infrastructure bring a series
of new challenges, such as the problem of interoperability
between different types of RDMA network interface cards.
We have made several changes to our network infrastructure
to address these challenges. Today, around 70% of traffic in
Azure is RDMA and intra-region RDMA is supported in all
Azure public regions. RDMA helps us achieve significant
disk I/O performance improvements and CPU core savings.

1 Introduction

High performance and highly reliable storage is one of the
most fundamental services in public clouds. In recent years,
we have witnessed significant improvements in storage media
and technologies [73] and customers also desire similar perfor-
mance in the cloud. Given the wide adoption of disaggregated
storage in the cloud [35, 46], the network interconnecting
compute and storage clusters becomes a key performance
bottleneck for cloud storage. Despite the sufficient bandwidth
capacity provided by Clos-based network fabrics [25, 48],
the legacy TCP/IP stack suffers from high processing delay,

∗Albert Greenberg is now with Uber. Chen Liu is now with Meta.
Shachar Raindel and Jordan Rhee are now with Google. Weixiang Sun is
now with a stealth startup. This work was performed when they were with
Microsoft.

Figure 1: Traffic statistics of all Azure public regions between
January 18 and February 16, 2023. Traffic was measured by
collecting switch counters of server-facing ports on all Top of
Rack (ToR) switches. Around 70% of traffic was RDMA.

low single-core throughput, and high CPU consumption, thus
making it ill-suited for this scenario.

Given these limitations, Remote Direct Memory Access
(RDMA) offers a promising solution. By offloading the
network stack to the network interface card (NIC) hard-
ware, RDMA achieves ultra-low processing latency and high
throughput with near zero CPU overhead. In addition to per-
formance improvements, RDMA also reduces the number of
CPU cores reserved on each server for network stack process-
ing. These saved CPU cores can then be sold as customer
virtual machines (VMs) or used for application processing.

To fully utilize the benefits of RDMA, we aim to enable
it for both storage frontend traffic (between compute VMs
and storage clusters) and backend traffic (within a storage
cluster). This is different from previous work [46] that targets
RDMA only for the storage backend. In Azure, due to capacity
issues, corresponding compute and storage clusters may be
located in different datacenters within a region. This imposes
a requirement that our storage workloads rely on support for
RDMA at regional scale.

In this paper, we summarize our experience in deploy-
ing intra-region RDMA to support Azure storage workloads.
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Figure 2: The network architecture of an Azure region.

Compared to previous RDMA deployments [46, 50], intra-
region RDMA deployment introduces many new challenges
due to high complexity and heterogeneity within Azure re-
gions. As Azure infrastructure keeps evolving incrementally,
different clusters may be deployed with different RDMA
NICs. While all the NICs support DCQCN [112], their imple-
mentations are very different. This results in many undesir-
able behaviors when different NICs communicate with each
other. Similarly, heterogeneous switch software and hardware
from multiple vendors significantly increase our operational
effort. In addition, long-haul cables interconnecting datacen-
ters cause large propagation delays and large round-trip time
(RTT) variations within a region. This brings new challenges
to congestion control.

We have made several changes to our network infrastruc-
ture, from application layer protocols to link layer flow con-
trol, to safely enable intra-region RDMA for Azure storage
traffic. We developed new RDMA-based storage protocols
with many optimizations and failover support, and seamlessly
integrated them into the legacy storage stack (§4). We built
RDMA Estats to monitor the status of the host network stack
(§5). We leveraged SONiC to enforce a unified software stack
across different switch platforms (§6). We updated firmware
of NICs to unify their DCQCN behaviors and used the com-
bination of Priority-based Flow Control (PFC) and DCQCN
to achieve high throughput, low latency and near zero packet
losses (§7).

In 2018, we started to enable RDMA for storage backend
traffic. In 2019, we started to enable RDMA to serve customer
frontend traffic. Figure 1 gives traffic statistics of all Azure
public regions between January 18 and February 16, 2023.
As of February 2023, around 70% of traffic in Azure was
RDMA and intra-region RDMA was supported in all Azure
public regions. RDMA helps us achieve significant disk I/O
performance improvements and CPU core savings.

2 Background

In this section, we first present background on Azure’s net-
work and storage architecture. Then, we introduce the moti-

Figure 3: High-level architecture of Azure storage.

vation for and challenges to enabling intra-region RDMA.

2.1 Network Architecture of an Azure Region
In cloud computing, a region [2,5,8] is a group of datacenters
deployed within a latency-defined perimeter. Figure 2 shows
the simplified topology of an Azure region. The servers within
a region are connected through an Ethernet-based Clos net-
work with four tiers of switches1: tier 0 (T0), tier 1 (T1), tier 2
(T2) and regional hub (RH). We use external BGP (eBGP) for
routing and equal-cost multi-path (ECMP) for load balancing.
We deploy the following four types of units.
• Rack: a T0 switch and the servers connected to it.
• Cluster: a set of racks connected to the same set of T1

switches.
• Datacenter: a set of clusters connected to the same set of

T2 switches.
• Region: datacenters connected to the same set of RH

switches. In contrast with short links (several to hundreds
of meters) in datacenters [50], T2 and RH switches are
connected by long-haul links whose lengths can be as long
as tens of kilometers.
There are two thing to notice about this architecture. First,

due to long-haul links between T2 and RH, the base round-
trip time (RTT) varies from a few microseconds within a
datacenter to as large as 2 milliseconds within a region. Sec-
ond, we use two types of switches: pizza box switches for
T0 and T1, and chassis switches for T2 and RH. The pizza
box switch, which has been widely studied in the research
community, typically has a single switch ASIC with shallow
packet buffers [31]. In contrast, chassis switches are built
using multiple switch ASICs with deep packet buffers based
on the Virtual Output Queue (VoQ) architecture [3, 6].

2.2 High Level Architecture of Azure Storage
In Azure, we disaggregate compute and storage resources for
cost savings and auto-scaling. There are two main types of

1In this paper, we use switch to denote the layer 3 switch which can
perform IP routing. We use the terms switch and router interchangeably.
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clusters in Azure: compute and storage. VMs are created in
compute clusters but the actual storage of Virtual Hard Disks
(VHDs) resides in storage clusters.

Figure 3 shows the high-level architecture of Azure stor-
age [35]. Azure storage has three layers: the frontend layer,
the partition layer, and the stream layer. The stream layer is
an append-only distributed file system. It stores bits on the
disk and replicates them for durability, but it does not un-
derstand higher level storage abstractions, e.g., Blobs, Tables
and VHDs. The partition layer understands different storage
abstractions, manages partitions of all the data objects in a
storage cluster, and stores object data on top of the stream
layer. The daemon processes of the partition layer and the
stream layer are called the Partition Server (PS) and the Ex-
tent Node (EN), respectively. PS and EN are co-located on
each storage server. The frontend (FE) layer consists of a set
of servers that authenticate and forward incoming requests
to corresponding PSs. In some cases, FE servers can also
directly access the stream layer for efficiency.

When a VM wants to write to its disks, the disk driver
running in the host domain of the compute server issues I/O
requests to the corresponding storage cluster. The FE or PS
parses and validates the request, and generates requests to
corresponding ENs in the stream layer to write the data. At the
stream layer, a file is essentially an ordered list of large storage
chunks called "extents". To write a file, data is appended to the
end of an active extent, which is replicated three times in the
storage cluster for durability. Only after receiving successful
responses from all the ENs, the FE or PS sends the final
response back to the disk driver. In contrast, disk reads are
different. The FE or PS reads data from any EN replica and
sends the response back to the disk driver.

In addition to user-facing workloads, there are also many
background workloads in the storage clusters, e.g., garbage
collection and erasure coding [57]. We classify our storage
traffic into two categories: frontend (between compute and
storage servers, e.g., VHD write and read requests) and back-
end (between storage servers, e.g., replication and disk recon-
struction). Our storage traffic has incast-like characteristics.
The most typical example is data reconstruction, which is im-
plemented in the stream layer [57]. The stream layer erasure
codes a sealed extent to several fragments, and then sends
encoded fragments to different servers to store. When the user
wants to read a fragment which is unavailable due to a failure,
the stream layer will read the other fragments from multiple
storage servers to reconstruct the target fragment.

2.3 Motivation for Intra-Region RDMA
Storage technology has improved significantly in recent years.
For example, Non-Volatile Memory Express (NVMe) Solid-
State Drives (SSDs) can provide tens of Gbps of throughput
with request latencies in the hundreds of microseconds [105].
Many customers demand similar performance in the cloud.

High performance cloud storage solutions [1, 4] impose strin-
gent performance requirements to the underlying network
due to the disaggregated and distributed storage architecture
(§2.2). While datacenter networks generally provide sufficient
bandwidth capacity, the legacy TCP/IP stack in the OS kernel
becomes a performance bottleneck due to its high processing
latency and low single-core throughput. What is worse, the
performance of the legacy TCP/IP stack also depends on OS
scheduling. To provide predictable storage performance, we
must reserve enough CPU cores on both compute and storage
nodes for the TCP/IP stack to process peak storage workloads.
Burning CPU cores takes away the processing power that
could otherwise be sold as customer VMs, thus increasing the
overall cost of providing cloud services.

Given these limitations, RDMA offers a promising solu-
tion. By offloading the network stack to the NIC hardware,
RDMA achieves predictable low processing latency (a few
microseconds) and high throughput (line rate for a single flow)
with near zero CPU overhead. In addition to its performance
benefits, RDMA also reduces the number of CPU cores re-
served on each server for network stack processing. These
saved CPU cores can then be sold as customer VMs or used
for storage request processing.

To fully achieve the benefits of RDMA, we must enable
RDMA for both storage frontend traffic and backend traffic.
Enabling RDMA for backend traffic is relatively easy because
almost all the backend traffic stays within a storage cluster.
In contrast, frontend traffic crosses different clusters within
a region. Even though we try to co-locate corresponding
compute and storage clusters to minimize latency, sometimes
they may still end up located in different datacenters within a
region due to capacity issues. This imposes the requirement
that our storage workloads rely on support for RDMA at
regional scale.

2.4 Challenges
We faced many challenges when enabling intra-region RDMA
because our design was limited by many practical constraints.
Practical considerations: We aimed to enable intra-region
RDMA over the legacy infrastructure. While we had some
flexibility to reconfigure and upgrade software stacks, e.g.,
the NIC driver, the switch OS, and the storage stack, it was op-
erationally infeasible to replace the underlying hardware, e.g.,
the NICs and switches. Hence, we adopted RDMA over com-
modity Ethernet v2 (RoCEv2) [29] to keep compatibility with
our IP-routed networks (§2.1). Before starting this project,
we had deployed a significant number of our first generation
RDMA NICs, which implement go-back-N retransmission in
the NIC firmware with limited processing capacity. Our mea-
surements showed that it took hundreds of microseconds to
recover a lost packet, which was even worse than the TCP/IP
software stack. Given such a large performance degradation,
we made the decision to adopt Priority-based Flow Control
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(PFC) [60] to eliminate packet losses due to congestion.
Challenges: Before this project, we had deployed RDMA in
some clusters to support Bing services [50], and we learnt
several lessons from this deployment. Compared to intra-
cluster RDMA deployments [46, 50], intra-region RDMA
deployments introduce many new challenges due to the high
complexity and heterogeneity of the infrastructure.
• Heterogeneous NICs: Cloud infrastructure keeps evolving

incrementally, often one cluster or one rack at a time with
the latest generation of server hardware [91]. Different
clusters within a region may have different NICs. We have
deployed three generations of commodity RDMA NICs
from a popular NIC vendor: Gen1, Gen2 and Gen3. Each
NIC generation has a different implementation of DCQCN.
This results in many undesired interactions when different
NIC generations communicate with each other.

• Heterogeneous switches: Similar to server infrastructure,
we keep deploying new switches to reduce costs and in-
crease the bandwidth capacity. We have deployed many
switch ASICs and multiple switch OSes from different ven-
dors. However, this has increased our operational effort
significantly because many aspects are vendor specific, for
example, buffer architectures, sizes, allocation mechanisms,
monitoring and configuration, etc.

• Heterogeneous latency: As shown in §2.1, there are large
RTT variations from several microseconds to 2 millisec-
onds within a region, due to long-haul links between T2
and RH. Hence, RTT fairness re-emerges as a key chal-
lenge. In addition, the large propagation delay of long-haul
links also imposes large pressure on PFC headroom [12].
Like other services in public clouds, availability, diagno-

sis, and serviceability are key aspects for our RDMA storage
system. To achieve high availability, we always prepare for
unexpected zero-day problems despite large investments in
testing. Our system must detect performance anomalies and
perform automatic failover if necessary. To understand and
debug faults, we must build fine-grained telemetry systems
to deliver crystal clear visibility into every component in the
end-to-end path. Our system also must be serviceable: stor-
age workloads should survive NIC driver updates and switch
software updates.

3 Overview

We have made several changes to our network infrastructure,
from application layer protocols to link layer flow control,
to safely empower Azure storage with RDMA. We devel-
oped two RDMA-based protocols: sU-RDMA (§4.1) and
sK-RDMA (§4.2), which we have seamlessly integrated into
our legacy storage stack to support backend communication
and frontend communication, respectively. Between the stor-
age protocols and the NIC, we deployed a monitoring system
RDMA Estats (§5), giving us visibility into the host network

stack by providing an accurate breakdown of cost for each
RDMA operation.

In the network, we use the combination of PFC and DC-
QCN [112] to achieve high throughput, low latency, and near
zero losses due to congestion. DCQCN and PFC were the
state-of-the-art commercial solutions when we started the
project. To optimize the customer experience, we use two pri-
orities to isolate storage frontend traffic and backend traffic.
To mitigate the switch heterogeneity problem, we developed
and deployed SONiC [15] to provide a unified software stack
across different switch platforms (§6). To mitigate the in-
teroperability problem of heterogeneous NICs, we updated
the firmware of NICs to unify their DCQCN behaviors (§7).
We carefully tuned DCQCN and switch buffer parameters to
optimize performance across different scenarios.

3.1 PFC Storm Mitigation Using Watchdogs
We use PFC to prevent congestion packet losses. However,
malfunctioning NICs and switches can continually send PFC
pause frames in the absence of congestion [50], thus com-
pletely blocking the peer device for a long time. Moreover,
these endless PFC pause frames can eventually propagate
into the whole network, thus causing collateral damage to
innocent devices. Such endless PFC pause frames are called
a PFC storm. In contrast, normal congestion-triggered PFC
pause frames only slow down the data transmission of the
peer device through intermittent pauses and resumes.

To detect and mitigate PFC storms, we designed and de-
ployed a PFC watchdog [11, 50] on every switch and bump-
in-the-wire FPGA card [42] between T0 switches and servers.
When the PFC watchdog detects that a queue has been in the
paused state for an abnormally long duration, e.g., hundreds
of milliseconds, it disables PFC and drops all the packets on
this queue, thereby preventing PFC storms from propagating
into the whole network.

3.2 Security
We use RDMA to empower first-party storage traffic in a
trusted environment, including storage servers, the host do-
main of compute servers, switches and links. Therefore we
are secure against issues described in [69, 94, 104, 109].

4 Storage Protocols over RDMA

In this section, we introduce two storage protocols built on
top of RDMA Reliable Connections (RC): sU-RDMA and sK-
RDMA. Both protocols aim to optimize performance while
keeping good compatibility with legacy software stacks.

4.1 sU-RDMA
sU-RDMA [87] is used for storage backend (storage to stor-
age) communication. Figure 4 shows the architecture of our

52    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



Figure 4: Azure storage backend network stack.

storage backend network stack with the sU-RDMA modules
highlighted. The Azure Storage Network Protocol is an RPC
protocol directly used by applications to send request and
response objects. It leverages socket APIs to implement con-
nection management, sending and receiving messages.

To simplify RDMA integration with storage stack, we built
sU-RDMALib, a user space library that exposes socket-like
byte-stream APIs to upper layers. To map socket-like APIs
to RDMA operations, sU-RDMALib needs to handle the fol-
lowing challenges:

• When the RDMA application cannot directly write into
an existing memory regions (MR), it must either register
the application buffer as a new MR or copy its data into
an existing MR. Both options can introduce large latency
penalties and we should minimize these overhead.

• If we use RDMA Send and Receive, the receiver must
pre-post enough Receive requests.

• The RDMA sender and receiver must be in agreement on
the size of data being transferred.

To reduce memory registrations, which are especially ex-
pensive for small messages [44], sU-RDMALib maintains a
common buffer pool of pre-registered memory shared across
multiple connections. sU-RDMALib also provides APIs to
allow applications to request and release registered buffers. To
avoid Memory Translation Table (MTT) cache misses on the
NIC [50], sU-RDMALib allocates large memory slabs from
the kernel and registers memory over these slabs. This buffer
pool can also autoscale based on runtime usage. To avoid over-
whelming the receiver, sU-RDMALib implements a receiver-
driven credit-based flow control where credits represent the re-
sources (e.g., available buffers and posted Receive requests)
allocated by the receiver. The receiver sends credit update mes-
sages back to the sender regularly. When we started design-
ing sU-RDMALib, we did consider using RDMA Send and
Receive with a fixed buffer size S for each Send/Receive re-
quest to transfer data. However, this design causes a dilemma.
If we use a large S, we may waste much memory space be-
cause a Send request fully uses the receive buffer of the

Figure 5: sK-RDMA’s data flow. We use blue arrows and
red arrows to represent control messages and data massages,
respectively. Arrow width represents data size.

Receive request, regardless of its actual message size. In
contrast, a small S causes large data fragmentation overhead.
Hence, sU-RDMALib uses three transfer modes based on the
message size [87].
• Small messages: Data is transferred using RDMA Send

and Receive.
• Medium messages: The sender posts a RDMA Write re-

quest to transfer data, and a Send request with "Write
Done" to notify the receiver.

• Large messages: The sender first posts a RDMA Send
request carrying the description of the local data buffer to
the receiver. Then the receiver posts a Read request to pull
the data. Finally, the receiver posts a Send request with
"Read Done" to notify the sender.
On top of sU-RDMALib, we built modules to enable dy-

namic transitions between TCP and RDMA, which is critical
for failover and recovery. The transition process is gradual.
We periodically close a small portion of all connections and
establish new connections using the desired transport.

Unlike TCP, RDMA uses rate based congestion con-
trol [112] without tracking the number of in-flight packets
(the window size). Hence, RDMA tends to inject excessive
in-flight packets, thus triggering PFC. To mitigate this, we im-
plemented a static flow control mechanism in the Azure Stor-
age Network Protocol by dividing a message into fixed-sized
chunks and only allowing a single in-flight chunk for each
connection. Chunking can significantly improve performance
under high-degree incast with negligible CPU overhead.

4.2 sK-RDMA
sK-RDMA is used for storage frontend (compute to stor-
age) communication. In contrast with sU-RDMA which runs
RDMA in user space, sK-RDMA runs RDMA in kernel space.
This enables the disk driver, which runs in kernel space in the
host domain of compute servers, to directly use sK-RDMA to
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issue network I/O requests. sK-RDMA leverages and extends
Server Message Block (SMB) Direct [14] which provides
socket-like kernel-mode RDMA interfaces. Similar to sU-
RDMA, sK-RDMA also provides credit-based flow control
and dynamic transition between RDMA and TCP.

Figure 5 shows sK-RDMA’s data flow for reading and
writing disks. The compute server first posts a Fast Memory
Registration (FMR) request to register data buffers. Then it
posts an RDMA Send request to transfer a request message
to the storage server. The request carries a disk I/O com-
mand, and a description of FMR registered buffers available
for RDMA access. According to the InfiniBand (IB) speci-
fication, the NIC should wait for the completion of the FMR
request before processing any subsequently posted requests.
Hence, the request message is actually pushed onto the wire
after the memory registration. The data transfer is initiated
by the storage server using RDMA Read or Write. After the
data transfer, the storage server sends a response message to
the compute server using RDMA Send With Invalidate.

To detect data corruptions, which can happen silently due
to various software and hardware bugs along the path, both
sK-RDMA and sU-RDMA implement a Cyclical Redundancy
Check (CRC) on all application data. In sK-RDMA, the com-
pute server calculates the CRC of the data for disk writes.
These calculated CRCs are included in the request messages,
and used by the storage server to validate the data. For disk
reads, the storage server performs the CRC calculations and
includes them in the response messages, and the compute
server uses them to validate the data.

5 RDMA Estats

To understand and debug faults, we need fine-grained teleme-
try tools to capture behaviors of every component in the end-
to-end path. Despite many existing tools [51, 97, 114] to diag-
nose switch and link faults, none of these tools gives us good
visibility into the RDMA network stack at end hosts.

Inspired by diagnostic tools for TCP [79], we developed
RDMA Extended Statistics (Estats) to diagnose performance
problems in both the network and the host. If an RDMA
application is performing poorly, RDMA Estats enables us
to tell if the bottleneck is in the sender, the receiver, or the
network.

To this end, RDMA Estats provides a fine-grained break-
down of latency for each RDMA operation, in addition to
collecting regular counters such as bytes sent/received and
number of NACKs. The requester NIC records timestamps at
one or more measurement points as the work queue element
(WQE) traverses the transmission pipeline. When a response
(ACK or read response) is received, the NIC records addi-
tional timestamps at measurement points along the receive
pipeline (Figure 6). The following measurement points are
required in any RDMA Estats implementation in Azure

Figure 6: RDMA Estats measurement points. There are four
NIC timestamps and two host timestamps. We use blue arrows
and red arrows to represent PCIe transactions and network
transfers, respectively. Arrow width represents data size.

T1: WQE posting: Host processor timestamp when the WQE
is posted to the submission queue.

T5: CQE generation: NIC timestamp when the completion
queue element (CQE) is generated in the NIC.

T6: CQE polling: Host timestamp when the CQE is polled
by software.

In Azure, the NIC driver reports various latencies derived
from the above timestamps. For example, T6 −T1 is the oper-
ation latency seen by the RDMA consumer, while T5 −T1 is
the latency seen by the NIC. A user-mode agent groups the
latency samples by connection, operation type, and (success/-
failure) status to create latency histograms for each group. By
default, a histogram covers a one-minute interval. Each his-
togram’s quantiles and summary statistics are fed into Azure’s
telemetry pipeline. As our diagnostics evolved, we added to
our user-mode agent the ability to collect and upload NIC
and QP state dumps during high latency events. Finally, we
extended the scope of event-triggered data collection by the
user-mode agent to include NIC statistics and state dumps in
case of events not specific to RDMA (e.g., servicing opera-
tions that impact connectivity).

The collection of latency samples adds overhead to the
WQE posting and completion processing code paths. This
overhead is dominated by keeping the NIC and host time
stamps synchronized. To reduce the overhead, we developed
a clock synchronization procedure that attempts to minimize
the frequency of reading the NIC clock registers, while main-
taining low deviations.

RDMA Estats can significantly reduce the time to debug
and mitigate storage performance incidents by quickly ruling
out (or in) network latency. In §8.3, we share our experience
in diagnosing the FMR hidden fence bug using RDMA Estats.
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6 Switch Management

6.1 Overcoming Heterogeneity with SONiC
Our RDMA deployment heavily relies on the support of
switches. However, heterogeneous switch ASICs and OSes
from multiple vendors have brought significant challenges
to network management. For example, commercial switch
OSes are designed to satisfy diverse requirements of all the
customers, thus leading to complex software stacks and slow
feature evolution [39]. In addition, different switch ASICs
provide different buffer architectures and mechanisms, thus in-
creasing the effort to qualify and test them for Azure’s RDMA
deployment.

Our solutions to the above challenges were two-fold. On
one hand, we worked closely with our vendors to define con-
crete feature requirements and test plans, and to understand
their low-level implementation details. On the other hand,
in collaboration with many partners, we developed and de-
ployed an in-house cross-platform switch OS called Software
for Open Networking in the Cloud (SONiC) [15]. Based on
a Switch Abstraction Interface (SAI) [20], SONiC manages
heterogeneous switches from multiple vendors with a sim-
plified and unified software stack. It breaks apart monolithic
switch software into multiple containerized components. Con-
tainerization provides clean isolation, improves development
agility, and enables choices on a per-component basis. Net-
work operators can customize SONiC with only the features
they require, thereby creating a "lean stack".

6.2 Buffer Model and Configuration Practices
of SONiC on Pizza Box Switches

SONiC provides all the features required by RDMA deploy-
ments, such as ECN marking, PFC, a PFC watchdog (§3.1)
and a shared buffer model. In the interest of space, we briefly
introduce the buffer model and configuration practices of
SONiC on pizza box switches, which are used at T0 and T1
(§2.1). We provide a buffer configuration example in §A.

We typically allocate three buffer pools on a pizza
box switch: (1) the ingress_pool for ingress admission
control of all packets, (2) the egress_lossy_pool for
egress admission control of lossy packets, and (3) the
egress_lossless_pool for egress admission control of
lossless packets. Note that these buffer pools and queues are
not backed by separate dedicated buffers, but instead are essen-
tially counters applied to a single physical shared buffer and
used for admission control purposes. Each counter is updated
only by the packets mapped to it, and the same packet can be
mapped to multiple queues and pools simultaneously. For ex-
ample, a lossless (lossy) packet of priority p from source port
s to destination port d updates ingress queue (s, p), egress
queue (d, p), ingress_pool and egress_lossless_pool
(egress_lossy_pool). A packet is accepted only if it passes
both ingress and egress admission controls. Counters incre-

ment by the size of the admitted packet, and decrement by
the size of the departing packet. We use both dynamic thresh-
olds [40] and static thresholds to limit the queue lengths.

We apply ingress admission control only to lossless traffic,
and we apply egress admission control only to lossy traffic.
If the switch buffer size is B, then the ingress_pool size
must be smaller than B, reserving enough space for PFC head-
room buffer (§7.1). When an ingress lossless queue hits the
dynamic threshold, the queue enters the “paused” state, and
the switch sends PFC pause frames to the upstream device.
Future arriving packets on this ingress lossless queue use the
PFC headroom buffer rather than ingress_pool. In contrast,
for ingress lossy queues we configure a static threshold which
equals to the switch buffer size B. Since ingress lossy queue
lengths cannot hit the switch buffer size, lossy packets can
bypass ingress admission control.

At egress, lossy and lossless packets are mapped to the
egress_lossy_pool and egress_lossless_pool,
respectively. We configure both the size of the
egress_lossless_pool and the static thresholds for
egress lossless queues to B so that lossless packets bypass
egress admission control. In contrast, the size of the
egress_lossy_pool must be no larger than the size of the
ingress_pool because lossy packets should not use any of
the PFC headroom buffer at ingress. Egress lossy queues are
configured to use dynamic thresholds [40] to drop packets.

6.3 Testing RDMA Features with SONiC
We use nightly tests to track the quality of SONiC switches.
In this section, we briefly introduce our methods for testing
RDMA features with SONiC switches.
Software-based Tests: We leveraged the Packet Testing
Framework (PTF) [10] to develop test cases for SONiC in
general. PTF is mostly used for testing packet forwarding be-
haviors, with which testing RDMA features require additional
effort.

Our testing approach is inspired by breakpoints in software
debugging. To set a “breakpoint” for the switch, we first block
the transmission of a switch port using SAI APIs. We then
generate a series of packets destined for the blocked port and
capture one or several snapshots of the switch states (e.g.,
buffer watermark), analogous to dumping the values of vari-
ables in software debugging. Next, we release the port and
dump the received packets. We determine if the test passes by
analyzing both the captured switch snapshots and the received
packets. We use this approach to test buffer management
mechanisms, buffer related counters, and packet schedulers.
Hardware-based Tests: While the above approach gives us
good visibility into switch states and packet micro-behaviors,
it cannot meet the stringent performance requirements of
some tests. For example, to test PFC watchdog [50], we need
to generate continuous PFC pause frames at high speed and ac-
curately control their intervals due to the small pause duration
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enforced by each PFC frame.
To conduct such performance-sensitive tests, we need to

control traffic generation at µs or even ns timescales and
have high-resolution measurement of data plane behaviors.
This motivated us to build a hardware-based test system by
leveraging hardware programmable traffic generators [9]. Our
hardware-based system focuses on testing features like PFC,
PFC watchdog, RED/ECN marking.

As of February 2023, we built 32 software test cases and 50
hardware test cases for RDMA features. The documentation
and implementation of our test cases are available at [18].

7 Congestion Control

We use the combination of PFC and DCQCN to mitigate
congestion. In this section, we discuss how we scale both
techniques at regional scale.

7.1 Scaling PFC over Long Links
Once an ingress queue pauses the upstream device, it requires
a dedicated headroom buffer to absorb in-flight packets be-
fore the PFC pause frame takes effect on the upstream de-
vice [50, 112]. The ideal PFC headroom value depends on
many factors, e.g., link capacity and propagation delay [12].
The total demand on the headroom buffer for a switch is also
in proportion to the number of lossless priorities2.

To extend RDMA from cluster scale [46, 50] to regional
scale, we must deal with long links between T2 and RH (tens
of kilometers), and between T1 and T2 (hundreds of meters),
which demand much larger PFC headroom than that of intra-
cluster links. At first glance, it may seem that a T1 switch in
our production environment can reserve half of the total buffer
for PFC headroom and other usages. At T2 and RH, given
the high port density (100s) of chassis switches and long-haul
links, we need to reserve several GB of PFC headroom buffer.

To scale PFC over long links, we leverage the fact that
pathological cases, e.g., all the ports are congested simulta-
neously, and ingress lossless queues of a port pause peers
sequentially, are likely to be rare. Our solution is two-fold.
First, on chassis switches at T2 and RH, we use deep packet
buffers of off-chip DRAM3 to store RDMA packets. Our
analysis shows that our chassis switches in production can
provide abundant DRAM buffers for PFC headroom. Second,
instead of reserving PFC headroom per queue, we allocate a
PFC headroom pool shared by all the ingress lossless queues
on the switch. Each ingress lossless queue has a static thresh-
old to limit its maximum usage in the headroom pool. We
oversubscribe the headroom pool size with a reasonable ratio,

2For an ingress port, the worst case is that its lossless queues sequentially
pause the peer queues, and none of its packets can be drained from the buffer.

3Unlike on-chip SRAM, the bandwidth of off-chip DRAM is slightly
smaller than the forwarding capacity of the switch ASIC. When all the ports
send and receive traffic at line rate, DRAM will suffer from packet drops.

thus leaving more shared buffer space to absorb bursts. Our
production experience shows that the oversubscribed PFC
headroom pool can effectively eliminate congestion losses
and improve burst tolerance.

7.2 DCQCN Interoperability Challenges
We use DCQCN [112] to control the sending rate of each
queue pair (QP). DCQCN consists of three entities: the sender
or reaction point (RP), the switch or congestion point (CP),
and the receiver or notification point (NP). The CP performs
ECN marking at the egress queue based on the RED algo-
rithm [43]. The NP sends Congestion Notification Packets
(CNPs) when it receives ECN-marked packets. The RP re-
duces its sending rate when it receives CNPs. Otherwise, it
leverages a byte counter and a timer to increase the rate.

We deployed three generations of commodity NICs from
a popular NIC vendor: Gen1, Gen2 and Gen3, for different
types of clusters. While all of them support DCQCN, their
implementation details differ significantly. This causes an
interoperability problem when different generations of NICs
communicate with each other.
DCQCN implementation differences: On Gen1, most of the
DCQCN functionality, such as the NP and RP state machines,
is implemented in firmware. Given the limited processing
capacity of the firmware, Gen1 minimizes CNP generation
through coalescing at the NP side. As described in [112], the
NP generates at most one CNP in a time window for a flow,
if any arriving packets within this window are ECN marked.
Correspondingly, the RP reduces the sending rate upon re-
ceiving a CNP. In addition, Gen1 also has limited cache re-
sources. Cache misses can significantly impact RDMA’s per-
formance [50, 63]. To mitigate cache misses, we increase the
granularity of rate limiting on Gen1 from a single packet to a
burst of packets. Burst transmissions can effectively reduce
the number of active QPs in a fixed interval, thus lowering
pressure on the very limited cache resources of Gen1 NICs.

In contrast, Gen2 and Gen3 have hardware-based DCQCN
implementations and adopt a RP-based CNP coalescing mech-
anism, which is the exact opposite of the NP-based CNP co-
alescing used by Gen1. In Gen2 and Gen3, the NP sends a
CNP for every arriving ECN-marked packet. However, the
RP only cuts the sending rate for a flow at most once in a
time window if it receives any CNPs within that window. It
is worthwhile to note that RP-based and NP-based CNP coa-
lescing mechanisms essentially provide the same congestion
notification granularity. The rate limiting is on a per-packet
granularity on Gen2 and Gen3.
Interoperability challenges: Storage frontend traffic, which
crosses different clusters, may lead to communication be-
tween different generations of NICs. In this scenario, the DC-
QCN implementation differences cause undesirable behaviors.
First, when a Gen2/Gen3 node sends traffic to a Gen1 node,
its per-packet rate limiting tends to trigger many cache misses
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on the Gen1 node, thus slowing down the receiver pipeline.
Second, when a Gen1 node sends traffic to a Gen2/Gen3 node
through a congested path, the Gen2/Gen3 NP tends to send
excessive CNPs to the Gen1 RP, thus causing excessive rate
reductions and throughput losses.

Our solution: Given the limited processing capacity and
resources of Gen1, we cannot make it behave like Gen2 and
Gen3. Instead, we try to make Gen2 and Gen3 behave like
Gen1 as much as possible. Our solution is two-fold. First, we
move the CNP coalescing on Gen2 and Gen3 from the RP
side to the NP side. On the Gen2/Gen3 NP side, we add a
per-QP CNP rate limiter and set the minimal interval between
two consecutive CNPs to the value of CNP coalescing timer
of the Gen1 NP. On the Gen2/Gen3 RP side, we minimize the
time window for rate reduction so that the RP almost always
reduces the rate upon receiving a CNP. Second, we enable
per-burst rate limiting on Gen2 and Gen3.

7.3 Tuning DCQCN
There were certain practical limitations when we tuned DC-
QCN in Azure. First, our NICs only support global DCQCN
parameter settings. Second, to optimize customer experience,
we classify RDMA flows into two switch queues based on
their application semantics, rather than RTTs. Hence, instead
of using different DCQCN parameters for inter-datacenter
and intra-datacenter traffic, we use global DCQCN parameter
settings (on the NICs and switches) that work well given the
large RTT variations within a region.

We took a three-step approach to tune DCQCN parameters.
First, we leveraged the fluid model [113] to understand theo-
retical proprieties of DCQCN. Second, we ran experiments
with synthetic traffic in our lab testbed to evaluate solutions to
the interoperability problem and deliver reasonable parameter
settings. Third, we finalized the parameter settings in test clus-
ters, which use the same setup as production clusters carrying
customer traffic. We ran stress tests with real storage applica-
tions and tuned DCQCN parameters based on the application
performance.

To illustrate our findings, we use Kmin, Kmax, and Pmax to
denote the minimum threshold, the maximum threshold, and
the maximum marking probability of RED/ECN [43], respec-
tively. We make the following three key observations (more
experiment results appear in §B):

• DCQCN does not suffer from RTT unfairness as it is a
rate-based protocol and its rate adjustment is independent
of RTT.

• To provide high throughput for DCQCN flows with large
RTTs, we use sparse ECN marking with large Kmax −Kmin
and small Pmax.

• DCQCN and switch buffers should be jointly tuned [112].
For example, before increasing Kmin, we ensure that ingress
thresholds for lossless traffic are large enough. Otherwise,

PFC may be triggered before ECN marking.

8 Experience

In 2018, we started to enable RDMA to serve customer back-
end traffic. In 2019, we started to enable RDMA to serve
customer frontend traffic, with storage and compute clusters
co-located in the same datacenter. In 2020, we enabled intra-
region RDMA in the first Azure region. As of February 2023,
around 70% of traffic in Azure public regions was RDMA
(Figure 1) and intra-region RDMA was supported in all Azure
public regions.

8.1 Deployment and Servicing
We took a three-step approach to gradually enable RDMA in
production environments. First, we leveraged the lab testbed
to develop and test each individual component. Second, we
conducted end-to-end stress tests in test clusters with the same
software and hardware setups as those of production coun-
terparts. In addition to normal workloads, we also injected
common errors, e.g., random packet drops, to evaluate the
robustness of the system. Third, we cautiously increased the
deployment scale of RDMA in production environments to
carry more customer traffic. During our deployment, NIC
driver/firmware and switch OS updates were common. Thus
it was crucial to minimize the impact of such updates to cus-
tomer traffic.
Servicing switches: Compared to switches in T1 or tiers
above, T0 switches, especially in compute clusters, were more
challenging to service as they could be a single point of failure
(SPOF) for customer VMs. In this scenario, we leveraged fast
reboot [17] and warm reboot [19] to reduce the data plane
disruption time from a few minutes to less than a second.
Servicing NICs: In some cases, servicing the NIC driver
or firmware required unloading the NIC driver. The driver
could safely unload only after all the NIC resources had been
released. To this end, we needed to signal consumers, e.g., disk
driver, to close RDMA connections and shift traffic to TCP.
Once RDMA and other NIC features with similar concerns
had been disabled, we could reload the driver.

8.2 Performance
Storage backend: Currently almost all the storage backend
traffic in Azure is RDMA. It is no longer feasible to run large-
scale A/B tests with customer traffic because the CPU cores
saved by RDMA have been used for other purposes, not to
mention customer experience degradation. Hence we demon-
strate results of an A/B test conducted in a test cluster in 2018.
In this test, we ran storage workloads with high transactions
per second (TPS) and switched transport between RDMA and
TCP. Figure 7 plots normalized CPU utilization of storage

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    57



Figure 7: Average CPU usage of storage servers of a storage
tenant. We normalize results to the maximum CPU usage. We
switched traffic between RDMA and TCP twice.

Figure 8: Message completion times of storage backend traf-
fic measured in a test cluster. We normalize results to the
maximum message completion time.

servers during two transport switches. It is worthwhile to note
that CPU utilization here includes all the types of processing
overhead, e.g., storage application, Azure Storage Network
Protocol, and TCP/IP stack. Figure 8 gives message comple-
tion times measured in Azure Storage Network Protocol layer
(Figure 4), which excludes the overhead of application pro-
cessing. Compared to TCP, RDMA achieved obvious CPU
saving and significantly accelerated network data transfer.
Storage frontend: Since we cannot perform large-scale
A/B tests with customer traffic, we present results of an A/B
test conducted in a test cluster in 2018. In this test, we used
DiskSpd to generate read and write workloads at A IOPS
and B IOPS (A < B). The I/O size was 8 KB. Figure 9 gives
average CPU utilization of the host domain during the test
period. Compared to TCP, RDMA could reduce the CPU
utilization by up to 34.5%.

To understand the performance improvement introduced by
RDMA, we leverage an always-on storage monitoring service.
This service allocates some VMs in each region, uses them to
periodically generate disk read and write workloads, and col-
lects end-to-end performance results. The monitoring service

Figure 9: Average CPU usage of the host domain. We normal-
ize results to the maximum value.

Figure 10: Average access latencies of a type of SSDs across
all Azure public regions between February 22, 2022, and
February 22, 2023. We normalize RDMA results to corre-
sponding TCP results.

covers different I/O sizes, types of disks, and transports for
storage frontend traffic.

Figure 10 shows the overall average access latencies of a
type of SSDs across all Azure public regions collected by the
monitoring service for a year. Note that the RDMA and TCP
in this figure only refer to the transport of frontend traffic
generated by test VMs. We normalize RDMA results to cor-
responding TCP results. Compared to TCP, RDMA yielded
better access latencies with every I/O size. In particular, 1
MB I/O requests benefited the most from RDMA with 23.8%
and 15.6% latency reductions for read and write, respectively.
This is due to the fact that large I/O requests are more sen-
sitive to throughput than smaller I/O requests, and RDMA
improves throughput drastically since it can run at line rate
using a single connection without slow starts.
Congestion control: We ran stress tests in a test cluster to
drive the DCQCN parameter setting that could achieve rea-
sonable performance even under peak workloads. Figure 11
gives results of the 99th percentile message completion time,
the key metric we used to guide our tuning. At the beginning,
we disabled DCQCN and only tuned switch buffer parame-
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Figure 11: The 99th percentile message completion times of
different schemes measured in a test cluster.

ters, e.g., the dynamic threshold of ingress lossless queues,
to explore the best performance achieved by PFC only. After
reaching the best performance of PFC only, we enabled DC-
QCN using the default parameter setting, which was derived
on the lab testbed using synthetic traffic. While DCQCN re-
duced the number of PFC pause frames, it degraded the tail
message completion time as the default setting reduced the
sending rate too aggressively. Given this, we adjusted ECN
marking parameters to improve DCQCN’s throughput. With
optimized setting, DCQCN performs better than using PFC
alone. Our key takeaway from this tuning experience was that
DCQCN and switch buffer should be jointly tuned to optimize
the application performance, rather than PFC pause duration.

8.3 Problems Discovered and Fixed
During tests and deployments, we discovered and fixed a
series of problems in NICs, switches and our RDMA applica-
tions.
FMR hidden fence: In sK-RDMA (§4.2), every I/O request
from compute servers requires a FMR request followed by a
Send request to the storage server, which contains the de-
scription of FMR registered memory and storage commands.
Therefore, the send queue consists of many FMR/Send pairs.

When we deployed sK-RDMA in compute and storage clus-
ters located in different datacenters, we found that the frontend
traffic showed extremely low throughput, even though we kept
many outstanding FMR/Send pairs in the send queue. To debug
this problem, we used RDMA Estats to collect T5−T1 latency
for every Send request (§5). We found a strong correlation
between T5 −T1 and inter-datacenter RTT, and noticed that
there was only a single outstanding Send request per RTT.
After we shared these findings with the NIC vendor, they iden-
tified the root cause: to simplify the implementation, NICs
processed the FMR request only after the completions of previ-
ously posted requests. In sK-RDMA, the FMR request created
a hidden fence between two Send requests, thus only allowing
a single Send request in the air, which could not fill the large

network pipe between datacenters. We have worked with the
NIC vendor to fix this problem in the new NIC driver.

PFC and MACsec: After we enabled PFC on long-haul
links between T2 and RH, many long-haul links reported
high packet corruption rates, thus triggering alerts. It turned
out that the MACSec standard [21] did not specify whether
PFC frames should be encrypted. As a result, different ven-
dors had no agreement on whether PFC frames sent should be
encrypted and what to do with arriving encrypted PFC frames.
For example, switch A may send unencrypted PFC frames to
switch B, wile switch B was expecting encrypted PFC frames.
As a result, switch B would treat those PFC frames as cor-
rupted packets and report errors. We have worked with switch
vendors to standardize how MACsec enabled switch ports
treat PFC frames.

Congestion leaking: The problem was found in the testbed.
When we enabled interoperability features (§7.2) on Gen2
NICs, we found that their throughput would be degraded. To
dig into this problem, we used the water filling algorithm
to calculate theoretical per-QP throughput results and com-
pared them with actual throughput results measured from the
testbed. We had two interesting observations when comparing
the results. First, flows sent by a Gen2 NIC always had near
identical sending rates regardless of their congestion degrees.
Second, actual sending rates were very close to the theoret-
ical sending rate of the slowest flow sent from the NIC. It
seemed that all the flows from a Gen2 NIC were throttled by
the slowest flow. We reported these observations to the NIC
vendor, and they identified a head-of-line blocking in the NIC
firmware. We have fixed this problem on all the NICs with
interoperability features.

Slow receiver due to loopback RDMA: This problem was
found in a test cluster. During stress tests, we found that a
large number of servers sent PFC pause frames to T0 switches.
However, unlike slow receivers found before, PFC watchdog
was not triggered on any T0 switches. It seemed that those
servers only gracefully slowed down the traffic coming from
T0 switches, rather than completely blocking T0 switches for
a long duration. In addition, where slow receivers were com-
mon at Azure’s scale, it was very unlikely that a significant
portion of servers in a cluster became “mad” simultaneously.

Based on the above observations, we suspected that these
slow receivers were caused by our applications. We found that
each server actually ran multiple RDMA application instances.
All the inter-instance traffic ran on RDMA, regardless of their
locations. Therefore, loopback traffic and external traffic co-
existed on every NIC, thus creating a 2:1 congestion on PCIe
lanes of the NIC. Since the NIC could not mark ECN, it could
only throttle loopback traffic and external traffic through PCIe
back pressure and PFC pause frames. To validate the above
analysis, we disabled RDMA for loopback traffic on some
servers, then these servers stopped sending PFC frames. We
notice that recent work [61, 70] also found this problem.
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9 Lessons and Open Problems

In this section, we summarize the lessons learned from our
experience and discuss open problems for future exploration.

Failovers are very expensive for RDMA. While we have
implemented failover solutions in both sU-RDMA and sK-
RDMA as the last resort, we find that failovers are particularly
expensive for RDMA, and should be avoided as much as pos-
sible. Cloud providers adopt RDMA to save CPU cores and
then use freed CPU cores for other purposes. To move traffic
away from RDMA, we need to allocate extra CPU cores to
carry these traffic. This increases CPU utilization, and even
runs out of CPU cores at high loads. Hence, it is risky to per-
form large-scale RDMA failovers, which we treat as serious
incidents in Azure. Given the risk, only after all the tests have
passed, we gradually increase the RDMA deployment scale.
During the rollout, we continuously monitor network perfor-
mance and immediately stop the rolltout once anomalies are
detected. After unavoidable failovers, we should aggressively
switch back to RDMA when possible.

Host network and physical network should be converged.
In 8.3, we present a new type of slow receivers, which is es-
sentially due to congestion inside the host. Recent work [24]
also presents evidence and characterization of host conges-
tion in production clusters. We believe this problem is just
a tip of the iceberg, while many problematic behaviors be-
tween host network and physical network remain unexposed.
In conventional wisdom, host network and physical network
are separated entities and NIC is their border. If we look into
the host, it is essentially a network connecting heterogeneous
nodes (e.g., CPU, GPU, DPU) with proprietary high speed
links (e.g., PCIe link and NVLink) and switches (e.g., PCIe
switch and NVSwitch). Inter-host traffic can be treated as
north-south traffic for the host. With the increase of the data-
center link capacity and wide adoptions of hardware offload-
ing and device direct access technologies (e.g., GPUDirect
RDMA), inter-host traffic tends to consume larger and more
various resources inside the host, thus resulting in more com-
plex interactions with intra-host traffic.

We believe that host network and physical network should
be converged in the future. And we envision this converged
network will be an important step towards the dis-aggregated
cloud. We look forward to operating this converged network
in similar ways as we manage physical network today.

Switch buffer is increasingly important and needs more
innovations. The conventional wisdom [26] suggests that low
latency datacenter congestion control [26, 71, 82, 112] can
alleviate the need of large switch buffers as they can preserve
short queues. However, we find a strong correlation between
switch buffers and RDMA performance problems in produc-
tion. Clusters with smaller switch buffers tend to have more
performance problems. And many performance problems can
be mitigated by just tuning switch buffer parameters without

touching DCQCN. This is why we always tune switch buffers
before touching DCQCN (§8.2). The importance of switch
buffer lies in the prevalence of bursty traffic and short-lived
congestion events in datacenters [108]. Conventional conges-
tion control solutions are ill-suited for such scenarios given
their reactive nature. Instead, switch buffer plays as the first
resort to absorb bursts and provide fast responses.

With the increase in datacenter link speed, we believe that
switch buffer is increasingly important, thus deserving more
efforts and innovations. First, the buffer size per port per Gbps
on pizza box switches keeps decreasing in recent years [31].
Some switch ASICs even split the packet memory into multi-
ple partitions, thus reducing effective buffer resource. We en-
courage more efforts to put into the development ASICs with
deeper packet buffers and more unified architectures. Second,
today’s commodity switch ASICs only provide buffer manage-
ment mechanisms [40] designed decades ago, thus limiting
the scope of solutions to handle congestion. Following the
trend of programmable data plane [32], we envision that future
switch ASICs would provide more programmability on buffer
models and interfaces, thus enabling the implementation of
more effective buffer management solutions [22].

Cloud needs unified behavior models and interfaces for
network devices. The diversity in software and hardware
brings significant challenges to network operation at cloud
scale. Different NICs from the same vendor can even have
different behaviors that cause interoperability problems, not
to mention devices from different vendors. In spite of all the
efforts we put into the unified switch software (§6) and NIC
congestion control (§7.2), we still experienced problems due
to diversity, e.g., unexpected interactions between PFC and
MACsec (§8.3). We envision that more unified models and
interfaces will emerge to simplify operations and accelerate
innovations in the cloud. Some key areas include chassis
switches, smart network appliances, and RDMA NICs. We
notice that there have been some efforts on standardizing
congestion control for different data paths [85] and APIs for
heterogeneous smart appliances [16].

Testing new network devices is crucial and challenging.
From the day one of this project, we have been making large
investments in building various testing tools and running rig-
orous tests in both testbeds and test clusters. Despite the
significant number of problems discovered during tests, we
still found some problems during deployments (§8.3), mostly
due to micro-behaviors and corner cases that were overlooked.
Some burning questions are given as follows:

• How to precisely capture micro-behaviors of RDMA NIC
implementations in various scenarios?

• Despite many endeavors to measure switches’ micro-
behaviors (§6.3), we still rely on domain knowledge to
design test cases. How to systematically test the correct-
ness and performance of a switch?

These questions motivate us to rethink challenges and re-
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quirements of testing emerging network devices with more
and more features. First, many features lack clear specifica-
tions, which is a prerequisite for systematic testing. Many
seemingly simple features are actually entangled with com-
plex interactions between software and hardware. We believe
that unified behavior models and interfaces discussed above
can help with this. Second, the test system should be able
to interact with network devices at high speed, and precisely
capture micro-behaviors. We believe programmable hardware
can help on this [33, 37]. We note that there have been some
recent progresses on testing RDMA NICs [69, 70] and pro-
grammable switches [37, 110].

10 Related Work

This paper focuses on RDMA for cloud storage. The literature
of RDMA and storage systems is vast. Here we only discuss
some closely related ideas.
Deployment experience of RDMA and storage networks:
Before this project, we had deployed RDMA to support some
Bing workloads and encountered many problems, such as
PFC storms, PFC deadlocks, and slow receivers [50]. We
learnt several lessons from this deployment. Gao et al. [46]
summarized the experience of deploying intra-cluster RDMA
to support storage backend traffic in Alibaba. Miao et al. [80]
presented two generations of storage network stacks to carry
Alibaba’s storage frontend traffic: LUNA and SOLAR. LUNA
is a high performance user-space TCP stack while SOLAR
is a storage-oriented UDP stack implemented in proprietary
DPU. Scalable Reliable Datagram (SRD) [96] is a cloud-
optimized transport protocol implemented in AWS custom
Nitro networking card, and used by HPC, ML, and storage
applications [7]. In contrast, we use commodity hardware to
enable intra-region RDMA to support both storage frontend
and backend traffic.
Congestion control in datacenters: There is a large body
of work on datacenter congestion control, including ECN-
based [26, 27, 99, 112], delay-based [71, 72, 76, 82], INT-
based [23, 75, 101], credit-based [34, 38, 45, 52, 55, 84, 86, 88]
and packet scheduling [28, 30, 36, 49, 54]. Our work focuses
on regional networks which have large RTT variations. We
notice that some efforts [95, 107] target at similar scenarios.
Improve RDMA in datacenters: In addition to congestion
control, there are many efforts to improve RDMA’s reliability,
security and performance in datacenters, such as deadlock mit-
igation [56,92,103], support of multi-path [77], resilience over
lossy networks [78,83,102], security mechanisms [94,98,104],
virtualization [53, 67, 89, 100], testing [69, 70], and perfor-
mance isolation in multi-tenant environments [109]. Our work
focuses on first party traffic in the trusted environment. Given
the limited retransmission performance of our NICs, we en-
able RDMA over lossless networks (§2.4).
Accelerate storage systems using RDMA and other tech-

niques: Many proposals [41,62–66,74,93,106,111] leverage
RDMA to accelerate storage systems or networked systems in
general. Similar to some solutions [13,47,74,90], our RDMA
protocols (§4) provide socket-like interfaces to keep compati-
bility with legacy storage stack. In addition to RDMA, some
recent proposals improve storage systems using new kernel
designs [58, 59, 73] and SmartNIC [68, 81].

11 Conclusions and Future Work

In this paper, we summarize our experience in deploying intra-
region RDMA to support storage workloads in Azure. The
high complexity and heterogeneity of our infrastructure brings
a series of new challenges. We have made several changes to
our network infrastructure to address these challenges. Today,
around 70% of traffic in Azure is RDMA and intra-region
RDMA is supported in all Azure public regions. RDMA helps
us achieve significant disk I/O performance improvements
and CPU core savings.

In the future, we plan to further improve our storage sys-
tems through innovations on system architecture, hardware
acceleration, and congestion control. We also plan to bring
RDMA to more scenarios.
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[41] Aleksandar Dragojević, Dushyanth Narayanan, Miguel
Castro, and Orion Hodson. Farm: Fast remote memory.
In NSDI 2014.

[42] Daniel Firestone, Andrew Putnam, Sambhrama Mund-
kur, Derek Chiou, Alireza Dabagh, Mike Andrewartha,
Hari Angepat, Vivek Bhanu, Adrian Caulfield, Eric
Chung, Harish Kumar Chandrappa, Somesh Chatur-
mohta, Matt Humphrey, Jack Lavier, Norman Lam,
Fengfen Liu, Kalin Ovtcharov, Jitu Padhye, Gautham

Popuri, Shachar Raindel, Tejas Sapre, Mark Shaw,
Gabriel Silva, Madhan Sivakumar, Nisheeth Srivas-
tava, Anshuman Verma, Qasim Zuhair, Deepak Bansal,
Doug Burger, Kushagra Vaid, David A. Maltz, and Al-
bert Greenberg. Azure accelerated networking: Smart-
NICs in the public cloud. In NSDI 2018.

[43] Sally Floyd and Van Jacobson. Random early detec-
tion gateways for congestion avoidance. IEEE/ACM
Transactions on Networking, 1993.

[44] Philip Werner Frey and Gustavo Alonso. Minimizing
the hidden cost of rdma. In ICDCS 2009.

[45] Peter X. Gao, Akshay Narayan, Gautam Kumar, Rachit
Agarwal, Sylvia Ratnasamy, and Scott Shenker. phost:
Distributed near-optimal datacenter transport over com-
modity network fabric. In CoNEXT 2015.

[46] Yixiao Gao, Qiang Li, Lingbo Tang, Yongqing Xi,
Pengcheng Zhang, Wenwen Peng, Bo Li, Yaohui Wu,
Shaozong Liu, Lei Yan, Fei Feng, Yan Zhuang, Fan
Liu, Pan Liu, Xingkui Liu, Zhongjie Wu, Junping Wu,
Zheng Cao, Chen Tian, Jinbo Wu, Jiaji Zhu, Haiyong
Wang, Dennis Cai, and Jiesheng Wu. When cloud
storage meets RDMA. In NSDI 2021.

[47] Dror Goldenberg, Michael Kagan, Ran Ravid, and
Michael S Tsirkin. Zero copy sockets direct proto-
col over infiniband-preliminary implementation and
performance analysis. In HOTI 2005.

[48] Albert Greenberg, James R. Hamilton, Navendu Jain,
Srikanth Kandula, Changhoon Kim, Parantap Lahiri,
David A. Maltz, Parveen Patel, and Sudipta Sengupta.
Vl2: a scalable and flexible data center network. In
SIGCOMM 2009.

[49] Matthew P Grosvenor, Malte Schwarzkopf, Ionel Gog,
Robert NM Watson, Andrew W Moore, Steven Hand,
and Jon Crowcroft. Queues don’t matter when you can
jump them! In NSDI 2015.

[50] Chuanxiong Guo, Haitao Wu, Zhong Deng, Gaurav
Soni, Jianxi Ye, Jitu Padhye, and Marina Lipshteyn.
Rdma over commodity ethernet at scale. In SIGCOMM
2016.

[51] Chuanxiong Guo, Lihua Yuan, Dong Xiang, Yingnong
Dang, Ray Huang, Dave Maltz, Zhaoyi Liu, Vin Wang,
Bin Pang, Hua Chen, Zhi-Wei Lin, and Varugis Kurien.
Pingmesh: A large-scale system for data center net-
work latency measurement and analysis. In SIGCOMM
2015.

[52] Mark Handley, Costin Raiciu, Alexandru Agache, An-
drei Voinescu, Andrew W Moore, Gianni Antichi, and
Marcin Wójcik. Re-architecting datacenter networks

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    63



and stacks for low latency and high performance. In
SIGCOMM 2017.

[53] Zhiqiang He, Dongyang Wang, Binzhang Fu, Kun Tan,
Bei Hua, Zhi-Li Zhang, and Kai Zheng. Masq: Rdma
for virtual private cloud. In SIGCOMM 2020.

[54] Chi-Yao Hong, Matthew Caesar, and P Godfrey. Fin-
ishing flows quickly with preemptive scheduling. In
SIGCOMM 2012.

[55] Shuihai Hu, Wei Bai, Gaoxiong Zeng, Zilong Wang,
Baochen Qiao, Kai Chen, Kun Tan, and Yi Wang. Ae-
olus: A building block for proactive transport in data-
centers. In SIGCOMM 2020.

[56] Shuihai Hu, Yibo Zhu, Peng Cheng, Chuanxiong Guo,
Kun Tan, Jitendra Padhye, and Kai Chen. Tagger: Prac-
tical pfc deadlock prevention in data center networks.
In CoNEXT 2017.

[57] Cheng Huang, Huseyin Simitci, Yikang Xu, Aaron
Ogus, Brad Calder, Parikshit Gopalan, Jin Li, and
Sergey Yekhanin. Erasure coding in windows azure
storage. In ATC 2012.

[58] Jaehyun Hwang, Qizhe Cai, Ao Tang, and Rachit Agar-
wal. Tcp ≈ rdma: Cpu-efficient remote storage access
with i10. In NSDI 2020.

[59] Jaehyun Hwang, Midhul Vuppalapati, Simon Peter, and
Rachit Agarwal. Rearchitecting linux storage stack for
µs latency and high throughput. In OSDI 2021.

[60] IEEE. 802.11 qbb. priority based flow control. 2008.

[61] Yimin Jiang, Yibo Zhu, Chang Lan, Bairen Yi, Yong
Cui, and Chuanxiong Guo. A unified architecture for
accelerating distributed dnn training in heterogeneous
gpu/cpu clusters. In OSDI 2020.

[62] Anuj Kalia, Michael Kaminsky, and David Andersen.
Datacenter rpcs can be general and fast. In NSDI 2019.

[63] Anuj Kalia, Michael Kaminsky, and David G Andersen.
Design guidelines for high performance rdma systems.
In ATC 2016.

[64] Anuj Kalia, Michael Kaminsky, and David G Andersen.
Fasst: Fast, scalable and simple distributed transactions
with two-sided (rdma) datagram rpcs. In OSDI 2016.

[65] Anuj Kalia, Michael Kaminsky, and David G Ander-
sen. Using rdma efficiently for key-value services. In
SIGCOMM 2014.

[66] Daehyeok Kim, Amirsaman Memaripour, Anirudh
Badam, Yibo Zhu, Hongqiang Harry Liu, Jitu Pad-
hye, Shachar Raindel, Steven Swanson, Vyas Sekar,

and Srinivasan Seshan. Hyperloop: group-based nic-
offloading to accelerate replicated transactions in multi-
tenant storage systems. In SIGCOMM 2018.

[67] Daehyeok Kim, Tianlong Yu, Hongqiang Harry Liu,
Yibo Zhu, Jitu Padhye, Shachar Raindel, Chuanxiong
Guo, Vyas Sekar, and Srinivasan Seshan. Freeflow:
Software-based virtual rdma networking for container-
ized clouds. In NSDI 2019.

[68] Jongyul Kim, Insu Jang, Waleed Reda, Jaeseong Im,
Marco Canini, Dejan Kostić, Youngjin Kwon, Simon
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A SONiC buffer analysis

"BUFFER_POOL " : {
" i n g r e s s _ p o o l " : {

" s i z e " : "18000000" ,
" t y p e " : " i n g r e s s " ,
" mode " : " dynamic " ,
" x o f f " : "6000000"

} ,
" e g r e s s _ l o s s y _ p o o l " : {

" s i z e " : "14000000" ,
" t y p e " : " e g r e s s " ,
" mode " : " dynamic "

} ,
" e g r e s s _ l o s s l e s s _ p o o l " : {

" s i z e " : "24000000" ,
" t y p e " : " e g r e s s " ,
" mode " : " s t a t i c "

}
}

"BUFFER_PROFILE " : {
" i n g r e s s _ l o s s l e s s _ p r o f i l e " : {

" poo l " : " [ BUFFER_POOL | i n g r e s s _ p o o l ] " ,
" s i z e " : " 1 2 4 8 " ,
" dynamic_ th " : " −3" ,
" x o f f " : "96928" ,
" xon " " 1 2 4 8 " ,
" x o n _ o f f s e t " "2496"

} ,
" i n g r e s s _ l o s s y _ p r o f i l e " : {

" poo l " : " [ BUFFER_POOL | i n g r e s s _ p o o l ] " ,
" s i z e " : " 0 " ,
" s t a t i c _ t h " : " 2 4 0 0 0 0 0 0 "

} ,
" e g r e s s _ l o s s l e s s _ p r o f i l e " : {

" poo l " : " [ BUFFER_POOL | e g r e s s _ l o s s l e s s _ p o o l ] " ,
" s i z e " : " 0 " ,
" s t a t i c _ t h " : "24000000"

} ,
" e g r e s s _ l o s s y _ p r o f i l e " : {

" poo l " : " [ BUFFER_POOL | e g r e s s _ l o s s y _ p o o l ] " ,
" s i z e " : " 1 6 6 4 " ,
" dynamic_ th " : " −1"

}
}

Listing 1: SONiC Buffer Configuration Example

Listing 1 gives a buffer configuration example of a SONiC
pizza box switch with 24 MB packet buffer. ingress_pool
has 18 MB (size) shared buffer for all the ingress queues, and
6 MB (xoff) PFC headroom buffer exclusively for ingress
lossless queues in the paused state. egress_lossy_pool and
egress_lossless_pool have 14 MB and 24 MB shared
buffer, respectively. It is worthwhile to notice that the sum of
pool sizes can be larger than the physical buffer limit, as they
are only virtual counters for admission control purposes.

Lossless packets are mapped to both ingress lossless queues
(ingress_lossless_profile) and egress lossless queues
(egress_lossless_profile). We use Dynamic Thresh-
old (DT) algorithm [40] to manage the buffer occupancy
of the ingress lossless queue in the 18 MB shared buffer
space of ingress_pool. DT algorithm is controlled by a
parameter called α, which is 1/8 (2dynamic_th) in Listing 1.
Once the ingress lossless queue hits the dynamic threshold
(α× remaining buffer), it will enter the paused state (send
PFC pause frames) and start to use PFC headroom. All
the ingress lossless queues in the paused state share a 6
MB PFC headroom pool (xoff of ingress_pool). Each
ingress lossless queue can use up to 96928 bytes buffer
(xoff of ingress_lossless_profile) in the PFC head-
room pool. We bypass the egress admission control for loss-
less traffic by setting the static threshold of the egress loss-
less queue (static_th of egress_lossless_profile) to
24 MB, which equals to the switch buffer size.

In contrast, we only want to apply egress admission

Figure 12: Goodput of two flows with different RTTs.

control for lossy traffic. To bypass ingress admission con-
trol for lossy traffic, we configure a sky-high static thresh-
old 24 MB (static_th of ingress_lossy_profile) for
each ingress lossy queue. Since lossy traffic can only
use 18 MB shared buffer space of ingress_pool, the
size of egress_lossy_pool should be no larger than 18
MB (size of ingress_pool). In Listing 1, the size of
egress_lossy_pool is 14 MB. This guarantees that ingress
lossless queues can exclusively use 4 MB shared buffer
(size of ingress_pool - size of egress_lossy_pool) in
ingress_pool before entering the paused state. We use DT
algorithm to manage the egress lossy queue length and set
α to 1/2 (2dynamic_th). Once the egress lossy queue hits the
dynamic threshold, its arriving packets will be dropped.

B DCQCN experiment results

We conduct an experiment in our lab testbed to demonstrate
the RTT fairness of DCQCN. Our lab testbed uses a four-
tier Clos topology like Figure 2. We use 80 km cables to
interconnect T2 switches to a RH switch to emulate a region.

In this experiment, we use two hosts A and B as senders and
a host C as the receiver. Each host is equipped with a Gen1 40
Gbps NIC. Host A and C are located within the same rack with
∼2 µs base RTT. In contrast, B is in another datacenter. The
base RTT across the RH switch is ∼1.77 ms. On each sender,
we use ndperf to create a QP with the receiver and keep
posting 64 KB Write messages. Each QP can keep up to 160
in-flight Write messages, resulting in around 10 MB in-flight
data, which is enough to saturate the large inter-datacenter
pipe (40 Gbps × 1.77 ms = 8.85 MB). We set RED/ECN
marking parameters Kmin, Kmax and Pmax to 1 MB, 2 MB and
5%, respectively.

As shown in Figure 12, two DCQCN flows achieve similar
goodput regardless of their RTTs. A flow can achieve around
17 Gbps goodput, which is close to half of the line rate. We
also keep polling queue watermark counters at the congested
switch and find queue watermarks oscillate around 1.36 MB,
which is smaller than Kmax. This experiment demonstrates
that DCQCN does not suffer from RTT unfairness.
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Abstract
Containers are widely used for resource management in dat-
acenters. A common practice to support deep learning (DL)
training in container clouds is to statically bind GPUs to con-
tainers in entirety. Due to the diverse resource demands of
DL jobs in production, a significant number of GPUs are
underutilized. As a result, GPU clusters have low GPU uti-
lization, which leads to a long job completion time because
of queueing.

We present TGS (Transparent GPU Sharing), a system that
provides transparent GPU sharing to DL training in container
clouds. In stark contrast to recent application-layer solutions
for GPU sharing, TGS operates at the OS layer beneath con-
tainers. Transparency allows users to use any software to
develop models and run jobs in their containers. TGS lever-
ages adaptive rate control and transparent unified memory
to simultaneously achieve high GPU utilization and perfor-
mance isolation. It ensures that production jobs are not greatly
affected by opportunistic jobs on shared GPUs. We have built
TGS and integrated it with Docker and Kubernetes. Experi-
ments show that (i) TGS has little impact on the throughput
of production jobs; (ii) TGS provides similar throughput for
opportunistic jobs as the state-of-the-art application-layer so-
lution AntMan, and improves their throughput by up to 15×
compared to the existing OS-layer solution MPS.

1 Introduction
Containers [1–3] are widely used for resource management
in datacenters. Containers provide lightweight virtualization,
and can significantly reduce the complexity and cost of de-
ployments and managements in datacenters.

Deep learning (DL) is an important workload in data-
centers. With recent advancements in deep neural networks
(DNNs) [4] and the burst of big data space, DL models have
been increasingly integrated into applications and online ser-
vices. Large enterprises build multi-tenant GPU clusters that
are shared by many teams to develop and train DL models.

A common practice to support DL training in container
clouds is to statically bind complete GPUs to containers.
When a GPU is allocated to a container, the container has
exclusive access to the GPU, which provides performance iso-
lation for production jobs. But it means that other containers
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Figure 1: TGS architecture.

on the same machine cannot use the GPU when the GPU is
under-utilized or is even completely idle.

The major limitation of this approach is low resource uti-
lization. A recent study on a production GPU cluster by Mi-
crosoft shows that the mean GPU utilization is only 52% [5].
Another measurement on a production GPU cluster at Alibaba
shows even lower GPU utilization—the median GPU utiliza-
tion is no more than 10% [6]. However, due to exclusive GPU
allocation, incoming jobs have to wait in the queue to be
scheduled even when many GPUs are not fully utilized. This
causes a long job completion time for subsequent jobs.

This is a known problem in production GPU clusters [5, 6].
The problem can be addressed by GPU sharing to increase
GPU utilization. In production environments [6–8], DNN
training jobs are typically classified into two classes: produc-
tion jobs, which must run without much great performance
degradation caused by other jobs, and opportunistic jobs,
which utilize spare resources. It is natural to share GPUs
between the two classes of jobs to improve GPU utilization.
Yet, it is critical for production environments to ensure that
the impact of GPU sharing on production jobs is minimized.

GPU sharing solutions can be realized at either the appli-
cation layer or the OS layer. AntMan [6] is a state-of-the-art
application-layer solution. While AntMan can provide high
GPU utilization and performance isolation, it modifies DL
frameworks non-trivially and restricts users to use particu-
lar versions of given frameworks. NVIDIA Multiple Process
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Sharing (MPS) [9] is an OS-layer solution. MPS requires
application knowledge to set resource limits for performance
isolation and does not support GPU sharing under GPU mem-
ory oversubscription. It merges several processes into a single
CUDA context, leading to fate sharing between jobs.

We present TGS, a system that provides transparent GPU
sharing to DL training in container clouds. Unlike application-
layer solutions, TGS works at the OS layer and realizes the
benefits of application-layer solutions at the OS layer without
the limitations of existing OS-layer solutions. Transparency
allows users to choose any version of any DL framework (ei-
ther TensorFlow, PyTorch or a custom framework) to develop
models and run jobs in containers.

The core of TGS is a lightweight indirection layer between
containers and GPUs. It intercepts the system calls from con-
tainers to GPUs and regulates the GPU resource usage for
concurrent jobs. TGS enables GPU sharing between the pro-
duction job and the opportunistic job, but largely isolates the
production job from contention.

There are two primary technical challenges in realizing an
OS-layer GPU sharing solution with performance isolation.
The first challenge is to share GPU compute resources be-
tween containers adaptively without application knowledge.
Inaccurately setting resource limits for each container would
either degrade job performance or leave resources unused.
MPS and MIG require application knowledge to manually set
resource limits. TGS applies an adaptive rate control approach
to address this challenge without application knowledge. It
monitors the performance of production jobs at runtime, and
adaptively updates the resource allocation to opportunistic
jobs. The control loop automatically converges to the point
that opportunistic jobs utilize as many resources as possible
without much affecting production jobs.

The second challenge is to enable transparent GPU mem-
ory oversubscription. GPUs have their own memory to keep
the application state. MPS fails when the total GPU mem-
ory required by containers exceeds the GPU memory size.
AntMan uses a custom memory management component in
DL frameworks to manage memory swapping between GPU
memory and host memory at the application layer. We design
a transparent unified memory mechanism based on CUDA
unified memory to enable unified memory at the OS layer,
obviating the need to explicitly modify applications. This
mechanism manages memory swapping underneath when the
GPU memory is oversubscribed. TGS leverages placement
preferences to ensure that GPU memory is prioritized for
production jobs to protect their performance.

In summary, we make the following contributions.
• We propose TGS, a system that provides transparent GPU

sharing for DL training in container clouds.
• We design adaptive rate control and transparent unified

memory mechanisms to simultaneously achieve high GPU
utilization and performance isolation.

• We implement TGS and integrate it with Docker and Ku-
bernetes. Experiments show that (i) TGS has little impact
on the throughput of production jobs; (ii) TGS provides
similar throughput for opportunistic jobs as state-of-the-
art application-layer solution AntMan and improves their
throughput by up to 15× compared to existing OS-layer
solution MPS.

2 Background and Motivation
In this section, we first introduce containers, deep learning
training, and the current practice to support deep learning
training in container clouds. Then, we show the limitations of
existing solutions to motivate TGS.

2.1 Container Clouds

Containers [1–3] (e.g., Docker) are used widely to manage
resources and deploy workloads in datacenters, and provide
portability and isolation. A container is a standalone software
package including everything needed to run an application.
A containerized application can run across various environ-
ments without any modifications. Such portability enables
developers to use the tools and application stacks of their
choice to develop and run their applications, without worry-
ing about deployment environments. Applications in different
containers are isolated by using independent namespaces.

Containers are lightweight, compared with virtual ma-
chines. Virtual machines use a guest OS, but containers use
the host OS kernel. Thus, applications can achieve bare metal
performance when running in containers. Cloud operators use
a container orchestration platform [10, 11] to provision, man-
age and update containers on many machines in a datacenter.

2.2 DL Training Workloads

DL training uses a dataset to train a DNN model. A train-
ing job contains many iterations. Each iteration uses a batch
of samples from the dataset to train the DNN model. An it-
eration includes a forward pass and a backward pass. The
forward pass uses the DNN model to compute the labels of
the samples in the batch. A loss is computed based on the
output labels and the actual labels using a loss function. The
backward pass propagates the loss from the last layer to the
first layer of the DNN model and computes the gradients for
each weight. The DNN model is updated based on the gradi-
ents using an optimizer. DL training is compute-intensive, so
GPUs are typically used. However, widely-adopted exclusive
GPU allocation leads to low GPU utilization in production,
as reported by Microsoft [5] and Alibaba [6].

2.3 Limitations of Existing Solutions

A natural way to increase GPU utilization is GPU sharing.
If a single container cannot utilize all the GPU resources, a
GPU can be shared by multiple containers to increase GPU
utilization. However, containers on a shared GPU will com-
pete for compute and memory resources of the GPU, and the
interference can slow down the jobs.
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AntMan [6] Salus [12] PipeSwitch [13] MPS [9] MIG [14] TGS

Transparency ✓ ✓ ✓
High GPU utilization ✓ ✓ ✓
Performance isolation ✓ ✓ ✓ ✓ ✓ ✓
Fault isolation ✓ ✓ ✓ ✓

Table 1: Comparison between TGS and existing GPU sharing solutions.

GPU sharing can be done either at the application layer
or the OS layer. The primary drawback of application-layer
solutions [6, 12, 13] is that they are not transparent to users,
i.e., they require significant modifications to DL frameworks.
Users are restricted to use the set of supported versions of
given frameworks and have to wait for the integration if a
newer version of a particular DL framework comes. This
approach loses the advantage of allowing users to use any
tools to develop and run applications in containers.

NVIDIA MPS [9] is an OS-layer solution for GPU sharing.
It requires application knowledge to properly set the resource
limit for each process to ensure performance isolation. More
importantly, MPS requires the total GPU memory of the pro-
cesses to fit within the GPU memory capacity and relies on
applications to handle memory swapping between GPU mem-
ory and host memory. Another limitation of MPS is that it
does not provide fault isolation. MPS merges the CUDA con-
texts of multiple processes into a single CUDA context to
share the GPU. When a process fails, it leaves the MPS server
and other processes in an undefined state and may result in
process hangs, corruptions, or failures.

NVIDIA Multi-Instance GPU (MIG) [14, 15] is another
OS-layer solution. MIG requires GPU hardware support
and is currently only available on three high-end GPUs, i.e.,
NVIDIA A100, NVIDIA A30, and NVIDIA H100. MIG can-
not arbitrarily partition a GPU based on application needs; it
only supports GPU partitioning for a given set of configura-
tions. For example, an NVIDIA A100 GPU can be partitioned
into GPU instances with separate compute and memory re-
sources for different DL training jobs, but MIG only provides
seven fixed configurations for each GPU instance and each
GPU instance cannot use more than 4/7 of the GPU compute
resources or half of the GPU memory resources. Furthermore,
it cannot dynamically change GPU resources owned by GPU
instances if there are running jobs on the GPU even if the
GPU usage of a container changes. Reconfiguration of MIG
can only happen when the GPU is idle. MIG does not support
memory oversubscription.

3 TGS Overview

TGS is a GPU sharing system for deep learning training in
container clouds that is designed to meet the following goals.
Table 1 compares TGS with existing GPU sharing solutions
regarding these four goals.

• Transparency. The system should be transparent to appli-
cations so that users can use any software to develop and
train DNN models in containers.

• High GPU utilization. The system should achieve high
GPU utilization for both compute and memory resources.

• Performance isolation. The system should provide perfor-
mance isolation for DL jobs. Production jobs should not be
significantly affected by opportunistic jobs.

• Fault isolation. Application faults should be isolated by
containers. The fault of an application in one container
should not crash applications in other containers.

Architecture. Figure 1 shows that TGS is an OS-layer ap-
proach: it sits between containers and GPUs. Containers and
applications are unaware of TGS. Users can use any custom
framework to develop and train DNN models. A GPU is ex-
posed as a regular GPU to the containers. The processes in
the containers issue GPU kernels, i.e. functions executed on
the GPU, to the GPU as they do with a dedicated GPU. TGS
uses a lightweight indirection layer to share the GPU between
workloads of several containers. The indirection layer inter-
cepts the GPU kernels from containers and regulates these
GPU kernels to control the resource usage of each container.

Key ideas. TGS leverages an adaptive rate control mecha-
nism and a transparent unified memory mechanism to tackle
two challenges in providing transparent GPU sharing at OS
layer. The first challenge is to adaptively share GPU compute
resources between containers without application knowledge.
To address this challenge, the rate monitor of TGS monitors
the performance of each container, and provides the number
of CUDA blocks (a basic scheduling and execution unit on
the GPU) as a real-time signal for the control loop. Based on
the signal, the rate control of TGS adaptively controls the rate
of sending GPU kernels to the GPU for each container. The
control loop automatically converges to the point that oppor-
tunistic jobs utilize as many remaining resources as possible
to achieve high GPU utilization without greatly affecting the
performance of production jobs.

The second challenge is to enable transparent GPU mem-
ory oversubscription. AntMan [6] modifies DL frameworks
to swap GPU memory when GPU memory is oversubscribed.
OS-layer solution MPS does not support GPU memory over-
subscription, and relies on applications to handle memory
swapping. These approaches are not transparent. To address
this challenge, TGS exploits CUDA unified memory [16]
which unifies GPU memory and host memory in a single
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memory space. TGS intercepts and redirects GPU memory
allocation calls from containers to the CUDA unified memory
space. When the GPU memory is oversubscribed, TGS can
automatically evict some data of opportunistic jobs to the host
memory, and change the mapping of the corresponding virtual
addresses to the new data locations in the host memory. The
entire process is transparent to applications. To ensure perfor-
mance isolation, TGS uses memory placement preferences to
prioritize allocating GPU memory for production jobs over
opportunistic jobs.

The design of TGS has two other benefits. First, the archi-
tecture is lightweight. TGS has low overhead and conforms
with the principle of containers. Second, TGS provides the
same fault isolation property as regular containers. The con-
tainers in TGS use separate GPU contexts, as opposed to MPS
which merges the CUDA contexts of the containers into one.
Therefore, an application fault in one container does not affect
or terminate other containers.

4 TGS Design
In this section, we present the design of TGS. We first describe
the adaptive rate control mechanism to share GPU compute
resources. Then we describe the unified memory mechanism
to share GPU memory resources.

4.1 Sharing GPU Compute Resources

Application code is encapsulated into functions to be executed
on a GPU, which are known as GPU kernels. GPU kernels
are highly optimized based on the particular architecture and
execution model of the GPU. A small DNN training job may
not use all the compute resources of a GPU. In this case, the
GPU has low utilization if it is exclusively allocated to the
container of the job. TGS improves GPU utilization by GPU
sharing. In TGS, a GPU can be exposed to and shared by
multiple containers to increase GPU utilization.

TGS ensures the performance of production jobs is not
greatly affected by opportunistic jobs. Opportunistic jobs use
no more than the resources left by production jobs. To achieve
this, we need to solve two problems. First, we need to estimate
how many resources are left by production jobs. Second, we
need to control opportunistic jobs to use no more than the
remaining resources.

Strawman solution: priority scheduling. A strawman so-
lution is priority scheduling. It intercepts the GPU kernels
from containers and puts them into a production queue and
an opportunistic queue based on the priority of the job. The
kernels in the opportunistic queue are only scheduled to the
GPU when the production queue is empty. In this solution,
whether there are remaining resources is estimated by check-
ing whether the production queue is empty, and controlling
the resource usage of opportunistic jobs is achieved by priori-
tizing the scheduling of the kernels in the production queue.
This is a canonical solution to performance isolation and high
utilization, and has been widely used in computer systems.

Monitor 𝛼!"
Queue kernels
and adapt 𝛽#$%

GPU

𝛼!"

report 𝛼!"

GPU kernels from
high-priority jobs

GPU kernels from
low-priority jobs

𝛼#$% = 𝛼!"

𝛽!"

𝛽#$% ≤ 𝛽!"

Figure 2: Adaptive rate control.

However, this solution is not suitable for GPU sharing.
An empty production queue for GPU jobs does not mean
production jobs are not using the GPU. A GPU kernel is an
optimized GPU function that runs for some time. The GPU
kernels scheduled in the past may still be running on the GPU,
while the production queue is empty. Similarly, an empty
queue also cannot tell how many resources on left on the
GPU. Therefore, if the kernels in the opportunistic queue
are sent to the GPU and the production jobs are using most
of the GPU resources, then the GPU kernels from both jobs
would contend with each other, which incurs large overhead
for production jobs. Keeping track of GPU kernels running
on the GPU is also not feasible, because the state of the GPU
is not fully visible.

It may be possible to implement a priority scheduler into
the GPU device driver, so that the scheduler can have full
visibility of the resource usage and can perform fine-grained
control. This solution is not general. It is tightly tied to the
low-level GPU specifics and requires deep integration with
each type of GPU based on their architecture and execution
model. Some GPUs are blackboxes and do not expose such
control to the OS.

Our solution: adaptive rate control. TGS uses an adaptive
rate control approach (Figure 2). The main idea is to carefully
control the dequeuing rate of the kernels in the opportunistic
queue based on the kernel arrival rate, so that opportunistic
jobs can use up the remaining compute resources without
greatly affecting the production job. This is a general OS-
layer approach: it is decoupled from low-level GPU specifics
and does not require access to GPU internal control.

This approach requires a feedback signal to tell the control
loop whether the dequeuing rate of the opportunistic queue
can be increased to use more resources or should be decreased
to avoid degrading production jobs. Ideally, we want to use
the application performance, i.e., the training throughput for
DL training workloads, as the feedback signal, because this
is the metric we ultimately care about. However, we cannot
directly obtain the training throughput, because this requires
application knowledge, and we aim to design an OS-layer
solution that is transparent to applications.

One choice of the signal is GPU utilization, i.e., increase the
rate if the GPU utilization is below 100%. While this choice
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Figure 3: Relationship between the rates of production and oppor-
tunistic jobs.

seems natural, it has two drawbacks. First, the definition of
GPU utilization is hardware-specific and is often vague [17].
Today’s GPUs contain different types of compute units on a
single chip, e.g., Tensor cores and CUDA cores for different
data types on NVIDIA GPUs. GPU utilization reported by
GPU drivers (if supported) often lacks a precise definition.
Even if it does (e.g., the percentage of stream processors
that are used), it is unclear what a single utilization value
actually means for a GPU with several types of compute
units. Second, GPU utilization is only loosely coupled with
the application performance. Even when the reported GPU
utilization is below 100%, it does not mean we can increase
the dequeuing rate of the opportunistic queue without slowing
down production jobs. For example, a production job and an
opportunistic job may compete for the same type of compute
units that are already used up by the production job alone,
though there are other types of compute units that are idle;
two jobs may also compete for other resources than the one
captured by GPU utilization.

In TGS, we use the kernel arrival rate of production jobs
(i.e., the rate that TGS receives kernels from the containers)
as the feedback signal. A DL training job constructs a com-
pute graph based on the DNN model for its training process.
It uses the compute graph to generate and send kernels to
the GPU to perform training. The compute graph captures
the dependencies between the kernels. The kernel arrival rate
directly corresponds to the training throughput. If the training
is slowed down, the kernels are finished slower, the depen-
dencies are satisfied slower, and the kernel arrival rate drops.
Therefore, TGS uses a rate monitoring module to monitor
the kernel arrival rate of production jobs, and uses it as the
feedback signal to control the kernel dequeuing rate of oppor-
tunistic jobs. Note that any contention between production
jobs and opportunistic jobs can be captured by this kernel
arrival rate, including GPU cache contention, CPU contention
and network contention. Some of them are beyond what a
GPU hardware design can control, and TGS uses rate control
as a knob to control all of them. Since there can be a small
variance in the kernel arrival rate, TGS uses a moving average
to smooth the estimation of the kernel arrival rate. For the
kernels from production jobs, TGS only performs a simple
counting operation to estimate the kernel arrival rate. It does

not queue the kernels and directly passes them to the GPU, to
minimize the impact on the performance of production jobs.

Rate adaptation algorithm. The rate adaptation algorithm
controls the kernel dequeuing rate of the opportunistic queue,
so that the kernel arrival rate of production jobs is not greatly
affected and the kernel dequeuing rate of opportunistic jobs
is maximized. Formally, let αin and αout be the rates that the
kernels of production jobs arrive at and departure from TGS
respectively, and βin and βout be those of the opportunistic
jobs. TGS only monitors, but does not limit the rate of pro-
duction jobs. So αin = αout . Let the kernel arrival rate of
production jobs when the GPU is not shared be R. The rate
control algorithm is to maximize βout so that αin = R. In the
formulation, βout is the variable controlled by the algorithm
and αin is dependent on βout . Let f be the function that cap-
tures the relationship between αin and βout , i.e., αin = f (βout).
Then the algorithm has to solve the following optimization
problem.

max βout (1)
s.t. αin = f (βout)≥ R (2)

βout ≥ 0 (3)

The exact shape of f (βout) is unknown, but we know its
rough shape by the nature of the problem. Specifically, f (βout)
is flat and is equal to R when βout is small, and is monoton-
ically decreasing when βout is large, as illustrated in Fig-
ure 3(a). The intuition is that when βout is small, the GPU is
not fully utilized and executing the kernels of opportunistic
jobs does not affect the performance of production jobs, re-
sulting in a flat line; after the tipping point β∗, opportunistic
jobs start to compete with production jobs for GPU resources,
causing the performance of production jobs to drop. Note that
the monotonically decreasing part is not necessarily linear;
Figure 3(a) illustrates the general trend that αin decreases
when βout increases. The goal of the algorithm is to find the
tipping point β∗ from which f (βout) starts to decrease.

Figure 3(a) is the general case. There are two special cases.
Figure 3(b) is the special case where the GPU is already fully
utilized by production jobs, so that even executing a small
number of kernels for opportunistic jobs would degrade the
performance of production jobs. In this case, the line does
not have a flat part. Figure 3(c) is the special case where
the demand of opportunistic jobs is very small, so that even
when the dequeuing rate is not limited, the performance of
production jobs is not affected. In this case, the line does not
have a monotonically decreasing part.

To approximate the optimal βout , we use the canonical
additive increase multiplicative decrease (AIMD) method to
control the rate βout , as shown in Algorithm 1. Specifically,
TGS first measures the rate R of a production job on a GPU
before it adds an opportunistic job to the GPU for sharing (line
1−3). After the opportunistic job is added, TGS additively
increases βout , if αin is greater than or equal to R (line 24−
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25), or multiplicatively decreases βout , if αin is below R (line
29−30). AIMD ensures that βout can approximately converge
to the tipping point β∗. To accelerate convergence, a slow start
phase is adopted (line 17−22). Experiments in §6 shows that
the convergence is fast. When the production job changes its
resource usage pattern, TGS detects that the variance of R
is beyond a threshold. In this case, the rate control module
suspends the opportunistic job and measures new R (line
26− 28). When R becomes stable, the rate control module
uses AIMD to adjust βout to the tipping point. We have the
following theorem to ensure the convergence of the adaptive
rate control algorithm at most cases.

Theorem 1 Assuming DL jobs are stable during the profiling
phase and the convergence phase, the adaptive rate control
algorithm converges in O(B logB) function calls, where B is
the throughput limit of jobs in the GPU.

The proof of the theorem is in Appendix A. The proof is
based on the stability of the deep learning training workload.
For readers familiar with congestion control in computer net-
working, our problem resembles the bandwidth allocation
problem when multiple flows compete for the bandwidth re-
sources of a shared link. In bandwidth allocation, each flow
uses a congestion control algorithm to control its own rate,
and after the system converges, each flow gets a fair share
of the link bandwidth. Our problem is subtly different from
bandwidth allocation in that we do not limit the rate of pro-
duction jobs, and only control the rate of opportunistic jobs to
ensure that the performance of production jobs is not greatly
affected by resource sharing.

4.2 Sharing GPU Memory Resources

GPUs have GPU memory that is separated from the host mem-
ory. The memory size in modern GPUs ranges from a few GB
to tens of GB. GPU memory stores the state and data needed
by applications to perform their computation on the GPU. The
compute units in the GPU can access the GPU memory much
faster than the host memory. The GPU device driver exposes
the GPU memory to users with an API, which is similar to
the memory management API for the host memory. Users use
the API to allocate and manage GPU memory for their GPU
programs, e.g., cudaMalloc for GPU memory allocation on
NVIDIA GPUs. Similar to GPU compute resources, the GPU
memory can be shared by multiple containers when a single
container cannot utilize all the GPU memory resources.

Strawman solution: pass-through allocation. A strawman
solution is to directly pass the GPU memory allocation calls
from containers to the GPU. In this way, the GPU memory is
fully utilized as long as there is enough demand from contain-
ers. The major limitation of this solution is that it has large
overhead for production jobs. In this solution, when produc-
tion jobs do not use all the GPU memory, opportunistic jobs
can obtain the remaining memory. Later, if the production job
wants to allocate more GPU memory, they would not be able

Algorithm 1 Adaptive Rate Control Algorithm
1: procedure INIT
2: R = measure_high_prio_ job_rate()
3: βout = 0
4: state = SLOW_START
5:
6: procedure UPDATE_HIGH_RATE
7: Ravg = avg(high_rate_window)
8: dR = |R−Ravg|/R
9: if dR < R_threshold then

10: R = max(R,Ravg)
11: else
12: R = measure_high_prio_ job_rate()
13:
14: procedure UPDATE_LOW_RATE_LIMIT
15: dα = |R−αin|/R
16: switch state do
17: case SLOW_START :
18: if dα < thresholdslow_start then
19: βout ∗= δSS
20: else
21: βout /= δSS
22: state =CA
23: case CA :
24: if dα < threshold1 then
25: βout+= δAI
26: else if dα > threshold2 then
27: βout = 0
28: state = SLOW_START
29: else
30: βout ∗= δMD

to do so because the remaining memory has been allocated
to opportunistic jobs. Without sufficient GPU memory, pro-
duction jobs may run at a lower speed, or even fail, which
violates fault isolation.

Another limitation of this solution is that it does not con-
sider the characteristics of DL frameworks. When starting a
job, some DL frameworks (e.g., TensorFlow) claim all the
available GPU memory even if the training job does not re-
quest that much memory. These DL frameworks typically
have a memory pool that caches all the allocated memory, and
give the memory to the training job on demand. They do not
free and return the allocated memory back to the GPU when
some memory is not used. This is an optimization in these
DL frameworks to avoid the overhead of frequently calling
GPU memory to allocate and release during a job.

This optimization introduces challenges to sharing the GPU
memory. Application-layer solutions like AntMan [6] can
directly modify DL frameworks to obtain the memory usage
of training jobs and disable unnecessary memory caching to
return unused GPU memory back to the GPU. However, to
design a transparent OS-layer solution, modifications on DL
frameworks or applications are not allowed.

Our solution: unified GPU and host memory. Modern
GPUs provide a feature called unified memory which uni-
fies GPU memory and host memory in a single address space.
Unified memory is traditionally used by applications to sim-
plify GPU memory management. TGS applies CUDA unified
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memory [16] in a novel way: it uses CUDA unified memory
allocation as an indirection of GPU memory allocation, in
order to achieve transparency and performance isolation for
GPU memory sharing. Specifically, TGS exposes CUDA uni-
fied memory as pseudo GPU memory to containers. When a
container issues a GPU memory allocation call, whether the
call is for regular GPU memory or CUDA unified memory,
TGS intercepts this call and allocates the memory requested
by the call in the CUDA unified memory space. When pro-
duction jobs do not use up the GPU memory, opportunistic
jobs can obtain the remaining GPU memory.

Pseudo GPU memory refers to that the allocated memory
appears to be normal GPU memory to containers and appli-
cations, while it can actually come from either GPU memory
or host memory depending on availability. Note that we do
not change the virtual memory system. Pseudo memory is
still virtual memory, and applications use virtual memory
addresses to access allocated pseudo memory. A GPU/host
virtual memory address is translated to a GPU/host physical
memory address by the GPU/host memory management unit.

The transparent unified memory in TGS is different from
the original CUDA unified memory in two aspects, which are
(i) performance isolation and (ii) transparent oversubscription
of GPU memory. To provide performance isolation, TGS uses
placement preferences in CUDA unified memory to priori-
tize the allocation of GPU memory to production jobs. When
the GPU memory is not full, the memory allocation requests
from any job get the GPU memory. When the GPU memory
is full, TGS tries to place the blocks of production jobs in the
GPU memory, and evict the blocks of opportunistic jobs to
the host if necessary. This is transparent to the containers, as
the containers still use the same virtual memory addresses
to access their allocated memory space. The virtual mem-
ory addresses are translated to physical memory addresses at
different locations. This mechanism also does not introduce
additional out-of-memory (OOM) faults, because in the view
of DL training jobs, the GPU memory capacity is the same as
the size of the original GPU memory.

The transparent unified memory in TGS also addresses
the issue of overclaiming the GPU memory in existing DL
frameworks, without modifications to DL frameworks. When
the DL framework claims all the available GPU memory, TGS
allocates the requested amount of memory from the CUDA
unified memory space. The actually used memory would
trigger GPU page faults and be swapped to the GPU memory
when it is used for the first time, and then would reside in
the GPU memory. Consequently, only the portion actively
used by the training job is in the GPU memory; the remaining
portion is in the host memory. This allows opportunistic jobs
to efficiently share the GPU memory.

5 Implementation
We have implemented a system prototype for TGS with
∼3000 lines of code in C++ and Python, and integrated it

with Docker and Kubernetes. A coordinator process takes
charge of resource management and leverages the indirec-
tion layer of TGS to enable GPU sharing between containers.
Specifically, the adaptive rate control and the transparent uni-
fied memory provided by TGS are used for GPU sharing.
The code of TGS is open-source and is publicly available at
https://github.com/pkusys/TGS.

Adaptive rate control. TGS intercepts CUDA driver API
calls related to CUDA kernel launch from containers for rate
monitoring and rate control. Because CUDA kernel launch
may be evoked by multiple threads in the container, TGS
uses a global counter to record the number of CUDA blocks
launched in a given time period. A CUDA block is a group of
threads that must execute in the same SM (Streaming Multi-
processor) and different CUDA blocks can run independently
in parallel. As the number of a CUDA block that a kernel
contains is specified in the CUDA driver API call, the number
of pending CUDA blocks can be treated as a real-time signal
to estimate the performance of production jobs. For a produc-
tion container, a standalone thread serves as the rate monitor,
which reads this counter of the TGS periodically and sends
the value to the rate-control component of the opportunistic
container on the same GPU. For an opportunistic container,
a rate control thread is created when the CUDA driver starts
to work. The rate control thread adjusts the rate limit of the
opportunistic container according to the received statistics.
To keep the kernel launch rate of the opportunistic container
at a desirable value, all CUDA kernel launch API calls are
redirected to the rate control component first. The rate control
component accesses statistics generated by the rate monitor
to examine whether the rate limit is satisfied and defers the
kernel launch if the rate of the opportunistic container exceeds
the rate limit.

Unified memory management. To implement transparent
memory sharing, TGS intercepts CUDA driver API calls re-
lated to GPU memory allocation, such as cuMemAlloc, and
replaces these calls with unified memory allocation calls us-
ing cuMemAllocManaged. We use cuMemAdvise to prioritize
the allocation of GPU memory for production containers.
Specifically, we use cuMemAdvise to set the preferred lo-
cation of memory allocation as the current GPU to avoid
eviction for production containers. When the production con-
tainer finishes, the indirection layer in the opportunistic con-
tainer would use CUDA driver API cuMemPrefetchAsync to
prefetch memory located in the host memory transparently.

6 Evaluation

Setup. Most experiments are conducted on a server ma-
chine configured with an Intel Xeon Silver 4210R CPU, two
NVIDIA A100 40 GB PCIe GPUs and 126 GB host mem-
ory. AntMan [6] only open-sourced one particular version
based on TensorFlow 1.15.4 and the version is not compatible
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Figure 4: Throughput of production and opportunistic jobs for different model pairs when GPU memory is sufficient.
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Figure 5: Throughput of production and opportunistic jobs for different model pairs under GPU memory oversubscription.

with A100. Therefore, all experiments involved in Tensor-
Flow are conducted on an AWS p3.2xlarge instance which
is configured with eight Intel Xeon Scalable (Skylake) vC-
PUs, one NVIDIA V100 16 GB Tensor Core GPU and 61 GB
host memory. The software environment includes NVIDIA
driver 460.91.03, CUDA 11.2, Docker 20.10.5, PyTorch 1.9.0,
TensorFlow 1.15.4, torchvision 0.10.0 and scipy 1.6.3.

Workloads. We use various models for evaluation. The
models include ShuffleNet, MobileNet, GCN (Graph Con-
volutional Network), ResNet-50, BERT-Base, DLRM (Deep
Learning Recommendation Model) and ESPnet2. These mod-
els are representative and widely-used, and are standard bench-
marks for evaluating DL systems. They vary in terms of GPU
resource usage, which allows us to evaluate TGS under differ-
ent levels of GPU resource contention.

Comparison. To demonstrate the benefits of TGS, we com-
pare the following mechanisms in the experiments. Each job
runs in a separate container. We use throughput (iterations
per second) as the main metric to evaluate the performance of
different mechanisms, because it is a direct metric of a job’s
speed. We run at least 100 seconds for each case to measure
the variance of the throughput, which typically includes 2000
iterations of a DL training job. Because a DL training job
performs the same computation for each iteration (only the
input data is different), the variance is low. We also use job
completion time (JCT), but it depends both on the throughput
and the number of iterations. The latter is configured by the
user and varies from job to job.

• TGS. This is the proposed system.

• Exclusive. The production and opportunistic jobs are given
exclusive access to a GPU when they run.

• Co-execution. The production job and the opportunistic
job are executed concurrently without TGS.

• NVIDIA MPS. The production job and the opportunistic
job run concurrently with NVIDIA MPS. We manually find
the appropriate resource limit to set for each job in MPS
to ensure that the performance of the production job is not
affected by the opportunistic job.

• NVIDIA MIG. We manually set the best configuration to
partition GPUs into different GPU instances so that the
performance degradation of the production job brought by
the opportunistic job is minimal.

Due to the compatibility issue of AntMan [6], we compare it
with TGS in §6.7.

6.1 Adaptive Rate Control

TGS uses an adaptive rate control approach to allocate GPU
compute resources between containers in order to simultane-
ously achieve high GPU utilization and performance isolation.
In this experiment, we show that TGS packs an opportunistic
job with a production job on a GPU to increase GPU uti-
lization when the production job cannot use up all the GPU
resources, and that the overhead of the production job is 5%
to 10.8%. We use two different pairs of DNN models for
the production job and the opportunistic job to evaluate TGS
under different scenarios of resource contention. In this ex-
periment, the total required GPU memory of the two jobs
does not exceed the GPU memory capacity. This allows us to
focus on evaluating the effectiveness of adaptive rate control.
In the experiment, the two jobs arrive at the same time, and
we measure the throughput for each job. To clearly show the
difference between the five mechanisms, we normalize the
throughput of each mechanism to that of Exclusive.
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Figure 6: Performance comparison under a mixed workload job stream.

Figure 4a compares the performance of the five mecha-
nisms when the production job trains ShuffleNet with batch
size 4 and the opportunistic job trains MobileNet with batch
size 4. These two models are small, so this case has low
resource contention, and the throughput of the production
job and the opportunistic job is almost the same for the five
mechanisms. The overhead of TGS is 5%.

Figure 4b shows the results when the production job
trains ResNet-50 with batch size 24 and the opportunistic job
trains ShuffleNet with batch size 64. Both models are more
computation-intensive than the models in Figure 4a. Thus,
this case has a higher resource contention. TGS and MPS
provide higher performance of the production job compared
to Co-execution, because TGS and MPS control the resource
allocation. Co-execution does not provide performance isola-
tion, so the contention with the opportunistic job causes the
throughput of the production job to reduce to 57% of that
under Exclusive. The opportunistic job gets more resources
than it should get by contending with the production job un-
der co-execution. Thus the throughput of the opportunistic
job under co-execution is high. TGS incurs 10.8% overhead
for the production job although the resource contention is
high. The performance provided by MPS is also comparable
with TGS, although MPS sacrifices fault isolation. MIG only
provides limited configurations for each GPU instance. On
an NVIDIA A100 GPU, each GPU instance can only use at
most one half of the total GPU memory and 4/7 of total SMs
for GPU computation when a GPU is partitioned into two
instances. In the high contention scenario, when the produc-
tion job needs more GPU SMs than 4/7 for computation, the
performance of the production job suffers, and is reduced to
77% of that under Exclusive. The opportunistic job gets more
resources than it should, so its throughput is quite high.

While TGS protects production jobs from high contention
caused by the opportunistic job, some sharing overhead is
inevitable. In terms of throughput, Exclusive slightly outper-
forms TGS, because Exclusive runs DL models exclusively
on the GPU. However, in this case, opportunistic jobs have to
wait until the completion of the production job before execu-
tion. This leads to longer JCT for opportunistic jobs. Figure 4c
shows that as the ratio of the job duration of the production
job to that of the opportunistic job becomes larger, TGS can
significantly reduce the queuing delay and thus speed up the

opportunistic job over Exclusive. When the ratio is 20, TGS
can reduce the JCT of the opportunistic job by 95% than
Exclusive at the low-contention scenario and by 47% at the
high-contention scenario.

6.2 Unified Memory Management

In this experiment, we show that TGS provides high GPU
utilization and performance isolation for GPU sharing even
when the GPU memory is oversubscribed. We use two dif-
ferent pairs of DNN models to evaluate TGS under different
scenarios. To oversubscribe the GPU memory, we use DLRM
as the model of the opportunistic job for both pairs. DLRM
is a large recommendation model with high GPU memory
consumption. Similar to previous experiments, two jobs arrive
at the same time, and we measure the throughput of each job.
To clearly show the differences between the five mechanisms,
we normalize the throughput of each mechanism to that of
Exclusive for each job. Because MPS and Co-execution do
not support GPU memory oversubscription, we modify the
DL frameworks to use unified memory to evaluate them.

Figure 5a compares the performance of the five mecha-
nisms when the production job trains ResNet-50 with batch
size 16 and the opportunistic job trains DLRM with batch
size 2048. The overhead of TGS is 2.3% compared to Ex-
clusive. Co-execution has lower throughput due to resource
contention. While MPS can set resource limits for SM usage,
it cannot prioritize GPU memory allocation, and the two jobs
contend for GPU memory resources when the GPU memory
is oversubscribed. This causes significant memory swapping
between GPU memory and host memory for both jobs, which
degrades the performance of the production job under GPU
memory oversubscription. MIG can partition the GPU mem-
ory resources, but it cannot provide sufficient GPU SMs with
the production job due to the configuration constraints. There-
fore, the performance of the production job under MIG is
lower than that of Exclusive and TGS. In terms of the oppor-
tunistic job, Co-execution and MPS have lower throughput
due to GPU memory contention. TGS improves the through-
put by 7.8× over MPS for the opportunistic job by prioritizing
memory allocation. MIG cannot partition GPU memory flexi-
bly. The GPU instance of the opportunistic job can only use
one half of the GPU memory to maintain performance of the
production job. Therefore, the throughput of the opportunistic
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Figure 7: System overhead of TGS.

job under MIG is even lower than that of Co-execution and
MPS.

Figure 5b shows the results when the production job trains
BERT-Base with batch size 4 and the opportunistic job trains
DLRM with batch size 256. BERT-Base is more computation-
intensive than ResNet-50, and thus there is heavier contention.
TGS maintains the performance as Exclusive with 12.3%
overhead for the production job. Due to heavier contention,
Co-execution and MPS perform worse for the production job.
Due to more GPU compute resource demand, MIG performs
also worse. TGS improves the throughput by 36× over Co-
execution, 72× over MPS, and 1.5× over MIG for the produc-
tion job. TGS also performs the best for the opportunistic job
compared to MIG, MPS and Co-execution. They are slower
due to resource contention and simply use unified memory
without leveraging priority information. For the opportunistic
job, TGS improves the throughput by 24×, 15× and 259×,
compared to co-execution, MPS, and MIG, respectively.

Exclusive provides all GPU resources to the production
job, even though GPU resources are not fully utilized. As a
result, the opportunistic job has a long queuing time—it has to
wait for the production job to finish before it can be executed.
As shown in figure 5c, when the ratio of the job duration of
the production job to that of the opportunistic job reaches 20,
TGS reduces the JCT of the opportunistic job by 95% over
Exclusive at the low-contention scenario and by 92% at the
high-contention scenario.

6.3 Mixed Workload Job Stream

In this experiment, we compare TGS with Exclusive and Co-
execution when sharing a GPU between a mixed workload
job stream. The DNN models used in the trace are consistent
with previous experiments, including ResNet-50, MobileNet,
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Figure 8: Convergence under dynamic job arrival.

ShuffleNet, GCN, BERT-Base, and DLRM. The running time
of the jobs are from a production DL training job trace of Mi-
crosoft [5]. The job stream contains 100 jobs, where half are
production jobs and the other half are opportunistic jobs. We
use fast-forwarding [18] to speed up the experiment. NVIDIA
MIG and NVIDIA MPS cannot dynamically change GPU re-
sources allocated to a DL training job, so we do not compare
them in this experiment.

Figure 6a shows the average JCT when executing the trace.
For fair comparison, we normalize the JCT of each mecha-
nism to that of Exclusive for each job. As shown in figure 6b,
because Co-execution cannot protect production jobs from
contention caused by GPU sharing, the average normalized
JCT of production jobs under Co-execution is 135% of that
under Exclusive, while TGS only incurs 6% overhead. Com-
pared to Exclusive, Figure 6c shows that TGS can significantly
reduce the JCT of opportunistic jobs. This is because TGS
can reduce the queueing time of opportunistic jobs, as they
can use remaining GPU resources not used by production
jobs, instead of waiting for production jobs to complete. TGS
reduces the average normalized JCT of opportunistic jobs to
48% of that under Exclusive.

6.4 System Overhead

TGS monitors the rate of production jobs, and relies on the
monitoring to decide whether a GPU can be shared and how
many resources can be allocated to opportunistic jobs. When a
GPU is shared, experiments in previous sections have demon-
strated that opportunistic jobs do not greatly affect production
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Figure 9: Convergence under dynamic resource usage.

jobs. In this experiment, we explore the system overhead
of the rate monitoring component in TGS. We measure the
throughput of a job with and without TGS for different config-
urations, and normalize the throughput to that without TGS.

Figure 7a shows the throughput under different DNN mod-
els. The throughput is almost the same with and without TGS
for ResNet-50, GCN and BERT-Base. Figure 7b shows the
throughput under different batch sizes. We use ResNet-50
as the DNN model. Similarly, the JCT is almost the same
with and without TGS for batch size 8, 16 and 32. The re-
sults demonstrate that the rate monitoring component of TGS
incurs 0.3% to 5% overhead for production jobs.

6.5 Convergence

We evaluate the convergence of TGS in different scenarios.
The first scenario evaluates the convergence under dynamic
job arrivals, i.e., a job arrives in the middle to share the GPU
with an existing job. In this scenario, the production job train-
ing ShuffleNet with batch size 4 is running in the beginning.
The opportunistic job training MobileNet with batch size 4
is started after 350 seconds and runs for 240 seconds before
it finishes. Figure 8a and Figure 8b show the time series of
the GPU utilization and normalized throughput, respectively.
As shown in Figure 8a, there are still idle GPU resources
when the production job runs, so the total GPU utilization
increases when the two jobs run concurrently and share the
GPU. Figure 8b shows that the throughput of the opportunis-
tic job increases when it is launched at 350 seconds. At the
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Figure 10: GPU sharing between different DL frameworks.

same time, GPU sharing does not affect the throughput of the
production job.

The second scenario evaluates the convergence under dy-
namic resource usage, i.e., a job dynamically switches be-
tween high and low GPU utilization, and the other job utilizes
the unused GPU resources. In this scenario, the production
job trains ESPnet2 with batch size 1 and the opportunistic job
trains BERT-Base with batch size 16. ESPnet2 has several
phases, so it changes GPU utilization periodically. Figure 9a
and Figure 9b show the time series of the GPU utilization and
normalized throughput during a transition, respectively. When
ESPnet2 needs more GPU resources, the production job keeps
its maximum throughput. Between 910 and 940 seconds, ES-
Pnet2 does not train, but runs validation in the GPU. Thus
ESPnet2 still utilizes GPU but the throughput is zero. After
940 seconds, ESPnet2 runs into a phase that primarily uses
CPU, and Figure 9a shows that the GPU utilization of ESP-
net2 decreases to 0. TGS detects the change and dynamically
allocates more GPU resources to the opportunistic job. After
1060 seconds, the production job starts using GPU again and
reclaims all GPU resources. TGS ensures that the production
job is not greatly affected by the opportunistic job.

In summary, these experiments demonstrate that TGS can
converge in different scenarios. On the contrary, MIG can-
not change GPU resource allocation to each GPU instance
whenever there is a job running on the GPU, and MPS cannot
change GPU resources allocated to a job after the job begins.
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Figure 11: Comparison between TGS and AntMan.

6.6 Supporting Different DL Frameworks

The experiments in previous sections are based on PyTorch,
because TensorFlow-like frameworks claim all GPU memory
by default when DL models start and the baselines cannot be
directly used for GPU sharing for these frameworks. Specifi-
cally, Co-execution does not support GPU memory oversub-
scription or GPU memory allocation on demand. When one
job claims all GPU memory, another job cannot use any GPU
memory and would be aborted under Co-execution. MPS also
suffers from this behavior. To compare TGS with them, we
modify DL frameworks to use CUDA unified memory and
enable dynamic GPU memory allocation.

Figure 10a compares the performance of the four mecha-
nisms when the production job trains ShuffleNet with batch
size 4 on PyTorch and the opportunistic job trains MobileNet
with batch size 4 on TensorFlow. The result is similar to that
of Figure 4a.

Figure 10b compares the performance of the four mech-
anisms in the high contention scenario. The production job
trains ResNet-50 with batch size 16 and the opportunistic job
trains ShuffleNet with batch size 32. Similar to figure 4b, TGS
reduces the throughput of the production job by 14% com-
pared to Exclusive, while Co-execution reduces the through-
put by 41%. MPS achieves comparable performance, but it
has to be manually tuned and breaks fault isolation.

6.7 Comparison with AntMan

In this experiment, we compare TGS with AntMan [6], which
is a state-of-the-art application-layer solution for GPU sharing.
AntMan is closely coupled with DL frameworks and uses an
application-layer metric, iteration time, to control the oppor-
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Figure 12: GPU sharing with the large model.

tunistic job. The open-sourced GitHub repository of AntMan
is not fully functional. It does not include the logic to dynam-
ically allocate resources to jobs. We contacted the authors of
AntMan and followed their instructions to add necessary code
in order to run AntMan. Figure 11a and 11b show the com-
parison under low-contention (ShuffleNet with batch size 4
and MobileNet with batch size 4) and high-contention scenar-
ios (ResNet-50 with batch size 8 and ShuffleNet with batch
size 4), respectively. Although AntMan uses application-layer
knowledge and controls the jobs at the application layer, TGS
still achieves similar performance to AntMan. The throughput
of the production job under TGS is 104.1% to 104.3% than
that under AntMan, while the throughput of the opportunistic
job using TGS is 103% to 122% than that of AntMan. Com-
pared to AntMan, TGS provides the same benefit of GPU
sharing and is transparent to DL frameworks.

6.8 GPU Sharing for Large Model Training

In §6.2, we have shown that even if a large model (e.g.,
DLRM) with large batch size (e.g., 2048) and large mem-
ory consumption (e.g., 38 GB) runs on a GPU, TGS can still
mostly maintain the performance of the production job, while
providing the remaining GPU resources to the opportunis-
tic job. In this experiment, we show that although it is not a
common scenario, TGS can provide GPU sharing capability
when training a bigger model (e.g., GPT). We train a GPT
with batch size 32 using two NVIDIA A100 GPUs as the
production job, while running two single-GPU opportunistic
jobs training MobileNet with batch size 4. Figure 12 shows
that TGS still can achieve comparable performance compared
to MPS, while MPS breaks fault isolation and Co-execution
breaks performance isolation. NVIDIA MIG does not support
multi-GPU jobs when a GPU is partitioned into several GPU
instances, so it is not evaluated in this case.

7 Discussion
Distributed training. Many solutions have been proposed
to achieve high GPU utilization for distributed training
jobs [19–23]. With these solutions, it is unlikely that a dis-
tributed training job would leave substantial GPU resources
unused; otherwise, the job should reduce its GPUs. Therefore,
there is little need for TGS. It is most suitable for sharing
GPUs between single-GPU jobs, which is also how GPU
sharing is used in previous solutions [6, 12, 13]. Yet, TGS
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can be applied to increase GPU utilization for unoptimized
distributed jobs, by controlling the GPU resource usage of an
opportunistic job on each GPU as for single-GPU jobs.

GPU cluster scheduling. Many solutions [7, 18, 24–28] have
been proposed to minimize job completion time and provide
fairness for a GPU cluster. GPU cluster scheduling is orthogo-
nal and complementary to TGS. TGS provides the mechanism
for transparent GPU sharing, which can be used by cluster
schedulers when they schedule and place jobs. We note that
some schedulers [18,28] pack multiple jobs on a GPU, which
are at the application level and require modifications to DL
frameworks. Also, they do not support GPU memory over-
subscription. These schedulers can benefit from TGS.

Space sharing and time sharing. The concepts of GPU
compute sharing and memory sharing are orthogonal to space
sharing and time sharing. Sharing GPU compute resources
can be done either in space sharing or in time sharing. The
adaptive rate control mechanism and transparent unified mem-
ory mechanism of TGS can be used either in space sharing or
in time sharing. GPU space sharing needs hardware support
and is not well supported. Current space sharing solutions
reduce performance isolation (e.g. MIG) or fault isolation
(e.g. MPS). Therefore, TGS currently uses time sharing.

8 Related Work
Deep learning systems. Many DL frameworks have been
proposed for developing and running DNN models [29–36].
Some works optimize communication to improve distributed
training performance [19–23]. Some works use memory swap-
ping to handle the GPU memory problem for training large
DNN models [16,37–39]. They focus on improving the perfor-
mance of a single training job, while TGS provides a solution
for improving the GPU utilization of running many jobs in
a cluster. Some works [40, 41] propose algorithms for inter-
job GPU memory management, but they are not transparent
to applications and require modifications to DL frameworks.
GPUswap [42] proposes a transparent GPU memory swap-
ping system, but it needs to modify GPU drivers. However,
most current commercial GPU drivers, such as NVIDIA GPU
drivers, are not open-source. Open-source GPU drivers are
not as high performance as the commercial ones, so they are
not widely used for DL training workloads. MIG-Serving [43]
tries to find better configurations to use MIG for GPU sharing.
However, MIG itself has limitations as described above. We
compare MIG with the best configuration and TGS in the eval-
uation section, and show the benefits of TGS. There are many
solutions for optimizing DL inference workloads [44,45]. We
focus on GPU clusters for training workloads in this paper.
Several scheduling algorithms have been designed to sched-
ule DL training jobs in a GPU cluster [7, 18, 24–28]. These
works are orthogonal to TGS.

Containers. Containers provide lightweight virtualization
for applications. Due to the benefits of portability, isola-

tion and performance, containers are widely used in dat-
acenters. Major public cloud services, such as AWS, Mi-
crosoft Azure and Google Cloud, offer containers as a ser-
vice [46–48]. Many container runtimes (e.g., Docker) and
orchestration systems (e.g., Kubernetes) are developed and
deployed [1–3, 10, 11, 49, 50]. Some work is proposed to pro-
vide high-performance networking with isolation [51–56].
These solutions are orthogonal to TGS, which focuses on
improving GPU utilization.

GPU sharing. Several solutions have been proposed for
GPU sharing. Early solutions [57–65] explored OS-layer tech-
niques like driver call interception and application-layer tech-
niques like introducing new programming APIs, for sharing
GPU between applications. They focus on jobs with a few
kernels, and are not specifically designed for DL training that
typically has hundreds of kernels. With the emergence of
DL applications, recent solutions [6, 12, 13] have been de-
signed for GPU sharing of DL training. AntMan [6] is the
state-of-the-art application-layer solution for GPU sharing.
Salus [12] uses centralized GPU memory management and
kernel scheduling for GPU sharing. It requires all the appli-
cations to fit in the GPU memory. PipeSwitch [13] provides
fast context switching for DNN jobs, but only one job can
run at each time. They all modify DL frameworks. MPS [9]
is an OS-layer solution, but it requires application knowl-
edge to correctly set resource limits, does not support GPU
memory oversubscription and does not provide fault isolation.
Planaria [66] is an accelerator designed for the multi-tenant
scenario. In comparison, TGS is a software solution that can
be used for sharing a variety of hardware.

9 Conclusion
We have presented TGS, a system that transparently shares
GPUs for DL workloads to improve GPU utilization in con-
tainer clouds. TGS is distinguished from state-of-the-art
application-layer solutions in that it enables users to use any
DL framework and library to develop and train DNN mod-
els in containers. Shared GPUs are exposed to containers as
regular GPU devices, and TGS transparently runs multiple
containers on a GPU when a single container cannot utilize
all GPU resources. TGS achieves both high utilization and
decent performance isolation.
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A Convergence of Adaptive Rate Control Al-
gorithm

We assume each GPU has an unknown constant throughput
limit B. The TGS’s goal is to maximize throughput of the
opportunistic job without affecting the production job very
much. We assume throughput of the production job is rela-
tively stable. Therefore, the adaptive rate control algorithm
can accurately measure the throughput of the production job,
i.e. αin. When throughput of the production job is unstable
beyond a manual tuned threshold, TGS re-estimates αin. In
this context, we define that a cycle is a phase starting after
TGS detects contention and ending when TGS detects con-
tention again. A step is defined as an invocation of the rate
control component to adjust rate limit of the opportunistic
job, such as an additive increase or a multiplicative decrease.
Hence, a cycle consists of one multiplicative decrease step
and multiple continous additive increase steps. Let the initial
value of βout be β0 (β0 ≤ B). The simplified convergence of
the rate adaptive control algorithm is shown as follow:

Opportunistic Job production Job
β0 min(R,B−β0)
β1 = β0 +δAI min(R,B−β1)
β2 = β0 +δAI +δAI min(R,B−β2)
...

...
βk = β0 +δAI + · · ·+δAI︸ ︷︷ ︸

k

min(R,B−βk)

Detect Contention: R+β0 + kδAI ≥ B
Action: Multiplicative Decrease
βk+1 =

β0+kδAI
δMD

min(R,B−βk+1)

βk+2 =
β0

δMD
+ kδAI

δMD
+δAI min(R,B−βk+2)

βk+3 =
β0

δMD
+ kδAI

δMD
+δAI +δAI min(R,B−βk+3)

...
...

βk+l+1 =
β0

δMD
+ kδAI

δMD
+δAI + · · ·+δAI︸ ︷︷ ︸

l

min(R,B−βk+l+1)

Detect Contention: R+ β0
δMD

+ kδAI
δMD

+ lδAI ≥ B
Action: Multiplicative Decrease
βk+l+2 =

β0
δ2

MD
+ kδAI

δ2
MD

+ lδAI
δMD

min(R,B−βk+l+2)

...
...

β∗ = β0

δ
logβ0
MD

+ kδAI

δ
logβ0
MD

+ lδAI

δ
log

β0
2

MD

+ · · ·+m min(R,B−β∗)

We assume the unit of bandwith is indivisible. As shown
above, the adaptive rate control algorithm converge in
O(logβ0) cycles, because the unknown term β0 decreases
to zero in O(1+ logβ0) cycles, i.e. O(B logB) steps. There-
fore, the complexity of the adaptive rate control algorithm is
O(B logB).
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Abstract
Modern state-of-the-art deep learning (DL) applications

tend to scale out to a large number of parallel GPUs. Un-
fortunately, we observe that the collective communication
overhead across GPUs is often the key limiting factor of per-
formance for distributed DL. It under-utilizes the networking
bandwidth by frequent transfers of small data chunks, which
also incurs a substantial I/O overhead on GPU that interferes
with computation on GPU. The root cause lies in the ineffi-
ciency of CPU-based communication event handling as well
as the inability to control the GPU’s internal DMA engine
with GPU threads.

To address the problem, we propose a GPU-driven code
execution system that leverages a GPU-controlled hardware
DMA engine for I/O offloading. Our custom DMA engine
pipelines multiple DMA requests to support efficient small
data transfer while it eliminates the I/O overhead on GPU
cores. Unlike existing GPU DMA engines initiated only by
CPU, we let GPU threads directly control DMA operations,
which leads to a highly efficient system where GPUs drive
their own execution flow and handle communication events
autonomously without CPU intervention. Our prototype DMA
engine achieves a line-rate from a message size as small as
8KB (3.9x better throughput) with only 4.3µs of communi-
cation latency (9.1x faster) while it incurs little interference
with computation on GPU, achieving 1.8x higher all-reduce
throughput in a real training workload.

1 Introduction
Modern machine learning (ML) applications tend to har-
ness an increasingly larger number of accelerators (especially
GPUs in this work) [19, 26]. State-of-the-art deep learning
(DL) algorithms often need to scale out to thousands of GPUs
for higher throughput and accuracy [26]. Unfortunately, this
poses a substantial communication overhead to the entire sys-
tem, which harms GPU utilization by delaying or interfering
with numeric computation.

† Now at Horizon Robotics.

The communication overhead mainly arises in two different
aspects. First, collective communication (e.g., all-reduce, split-
and-gather, all-to-all, etc.), which is widely adopted in most of
popular DL algorithms, often splits the data for transfer into
multiple small chunks for pipelining or for sending to multi-
ple different destinations. The chunk size tends to get smaller
as we scale out, which is detrimental to efficient utilization
of networking bandwidth. Second, popular communication
libraries for GPUs such as NCCL [32] and RCCL [5] often
incur a severe I/O overhead on GPU. This is because they
commonly leverage memory-mapped I/O (MMIO) for data
copies between GPUs, which consumes a substantial amount
of GPU resources (i.e., core cycles and L2 cache/DRAM
bandwidth). We observe that concurrent execution of col-
lective communication and numeric computation on GPU
heavily interferes with each other – in our training experiment
with BERT-Large [10], the throughput of parallel computa-
tion drops by 45% while it achieves only 53.6% of the peak
communication throughput (see details in Section 2.3).

Unfortunately, it is challenging for existing systems to ad-
dress both issues (i.e., large transfer delay for small chunks
and I/O overhead on GPU) at the same time. One may avoid
the I/O overhead by offloading the I/O to a hardware DMA
engine instead of employing MMIO with GPU threads. How-
ever, the current DMA engine on commodity GPU is initiated
only by CPU threads, which often enrolls CPU’s control on
the critical path of communication. This incurs the CPU-GPU
synchronization overhead that bloats up the communication
latency, especially detrimental to the throughput of small data
chunk transfer. In fact, one can observe hundreds of µs of com-
munication latency in a popular DL framework as it leverages
the DMA engine. Similarly, if one does not employ the DMA
engine for communication of data chunks, the communication
would suffer from high I/O overhead on GPU.

This paper proposes the GPU-driven system named ARK, a
communication-motivated DL system design. The key idea of
the GPU-driven system lies in autonomous execution control
of GPU code without any control by external devices. This
regime tightly connects computational power of every GPU
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core across machines by allowing GPU threads to communi-
cate directly with remote GPUs without any external control
signals, which ends up achieving low-latency communica-
tion. At the same time, to avoid the I/O overhead on GPU,
we design a GPU-controlled DMA engine. Specifically, our
custom DMA engine is directly initiated by GPU threads,
which avoids the heavy MMIO without CPU intervention.

Our evaluation shows that our DMA engine prototype is es-
pecially beneficial for small messages, achieving a high com-
munication throughput (3.87x over cudaMemcpy with 8KB
messages) at low latency (9.1x faster over CPU intervention).
Furthermore, it does not interfere with computation on GPU,
which delivers both computation and communication through-
put gains over using MMIO-based libraries [5,32] (1.8x faster
all-reduce in BERT-Large [10] training, see Section 5.3).

To realize the GPU-driven system, we also present an effi-
cient scheduler of autonomous execution on GPU. Our key
observation is that online dynamic scheduling is unneces-
sary as DL workloads are typically deterministic at runtime.
Instead, we present the virtual Cooperative Thread Array
(vCTA) framework that abstracts offline GPU scheduling. Of-
fline scheduling allows eliminating the runtime scheduling
overhead at the back-end, while reusing the existing front-end
interface and GPU kernel implementations.

ARK supports efficient and flexible parallel execution mod-
els for data-, tensor-, and pipeline-parallelisms. Our evalua-
tion demonstrates that ARK delivers substantial performance
gains both in training and inference, achieving 2.5x and 3.6x
throughput improvement, respectively.

2 Background & Motivation
This section explains existing inter-GPU communication tech-
nologies and their limitations.

2.1 Small Data Transfer in Distributed DL
Collective communication consists of several communication
primitives that concurrently exchange the data across multiple
GPUs, which is widely adopted to implement various paral-
lelism methods in distributed DL. Popular use cases include
all-reduce for data-parallelism, split-and-gather for tensor-
parallelism [22, 40], and all-to-all for expert-parallelism [11].
As the number of employed GPUs gets larger, the size of unit
data transfer in collective communication becomes smaller
as it splits the local data into multiple pieces to be delivered
to different GPUs. This small transfer size makes the overall
performance of collective communication highly dependent
on the control plane overhead before and after each data trans-
fer. Unfortunately, we observe that the control plane overhead
either with CPU-controlled or even GPU-controlled commu-
nication is pretty substantial (See Section 2.2 and Section 2.3).
Also, existing workarounds (e.g., tensor fusion [39]) that batch
a large amount of data to avoid small transfers would not com-
pletely address the problem as they trade off computational
throughput by intentionally delaying data transfer.
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Figure 1: Data dependency between GPUs decreases the inter-
GPU data rate due to event handling delays. Solid lines refer
to actual data rate (for sending one message at a time) in Ten-
sorFlow’s CPU-controlled communication crossing a PCIe v3
or a NVLink v3 switch while dashed lines indicate the ideal
data rate without event handling delays.

2.2 External Execution Control Overhead
Existing GPU program execution heavily relies on an external
processor (i.e., CPU) to submit GPU commands for kernel ex-
ecution or data transfer. Unfortunately, this model often incurs
a large overhead due to the delay for command delivery from
the host side to GPU hardware queue (i.e., stream). One can
use the conventional GPU event interface (i.e., cudaEvent) to
hide the delay, but it would also suffer from substantial delay
for event handling. When adopted to inter-GPU communi-
cation, which we call CPU-controlled communication (in
contrast to GPU-controlled communication by NCCL [32]),
we observe that event handling becomes the primary cause
for large communication delay beyond the data transfer itself.

We consider a common communication scenario where
two GPUs have a data dependency – one GPU receives com-
putation results of another GPU to feed them as input to its
own computation. In every data transfer, event handling is
needed to check the dependency between the copy and the
GPU commands around the copy operation, which reduces
the actual data rate between GPUs. Figure 1 compares the
ideal inter-GPU data rate (cudaMemcpy throughput) with the
actual data rate in TensorFlow’s CPU-controlled communi-
cation, which is still used along with NCCL especially for
model-parallelism implementations. We see that the event
handling overhead with cudaMemcpy drastically lowers the
data rate both in the PCIe and NVLink interfaces. We explain
two implementations when GPU A sends data to GPU B.

2.2.1 Runtime Intervention for the Control
CPU can serve as an intermediary to deliver an event between
two communicating GPUs. In fact, if GPUs are located in
different NUMA nodes or on different machines, the runtime
intervention by CPU is required for communication. Also,
some frameworks like TensorFlow implement a generic inter-
face that always uses CPU for GPU event handling regardless
of the placement. Figure 2 illustrates the event handling over-
head due to CPU intervention when GPU A sends its data to
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Figure 2: CPU intervention in inter-GPU event handling.

GPU B that plans to run the next command with the data.
We notice three places for the overhead. First, it is ineffi-

cient for a CPU thread to poll GPU events because the event
interface disallows the CPU thread to monitor multiple events
at the same time. While it takes only ∼3µs for a dedicated
busy-waiting CPU thread to be notified of a triggered GPU
event,2 this approach does not scale when an application
has to run many parallel tasks, which will run many polling
threads. Instead, the event polling loop of TensorFlow uses
only one CPU thread, which incurs a ∼58.3µs of polling gap
on average (see Table 1). Second, it takes time to wake up
the CPU thread that invokes the callback function of the trig-
gered event. In TensorFlow, it takes ∼58.7µs for the callback
thread to acquire the mutex lock from when it is released by
the polling thread. This delay could be reduced to as low as
5µs if both threads are running on the same CPU core, but
co-locating the threads or even merging them into a single
one would increase the event polling interval as well as the
overall processing time. Lastly, it is inefficient for the callback
thread to deliver the computation command to GPU B. De-
livering the event signal to GPU B would take only 2∼3µs if
implemented efficiently,3 but we need to deliver the callback
command binary as well. We can avoid the extra delay if we
deliver the GPU command in advance and trigger it later on
the CPU side, but this is not supported by commodity GPU.

2.2.2 Asynchronous Control
If the GPUs are under the same NUMA node, CPU can reserve
a GPU event to be triggered asynchronously so that GPUs
can directly communicate with each other when the event
occurs. In this case, one can deliver the callback command to
GPU B before the actual event and use the conventional GPU
event interface (i.e. cudaEvent or a higher-level wrapper such
as CUDA Graphs [27]) to trigger the callback command on
GPU B with GPU A’s event. Ideally, this should take as short
as sending a single bit from GPU A to GPU B. However,
we find that triggering a GPU event (∼4µs) and waking up
a dependent GPU command (10∼20µs) are disappointingly
slow – it ends up taking as much as sending the command

2Please refer to the experiment setup in Section 5.
3This is roughly estimated based on that it takes ∼2µs for a GPU thread

to read a 4-byte data on the host DRAM and it takes ∼3µs for a busy-waiting
CPU to read a GPU event.

Overhead Detail Delay (µs)
Initiation

Trigger send ready event on the GPU 3.8
Sync comp. stream and comm. stream 11.6

Completion Check
Event polling gap 58.3
Delay of pthread mutex lock 58.7
GPU kernel launch overhead 19.2

Total 151.6

Table 1: Breakdown of the constant overhead of inter-GPU
data transfer using TensorFlow in Figure 1.

binary to the GPU at runtime. We suspect that this is due to
inefficient hardware implementation on GPU for event han-
dling. In TensorFlow, this overhead contributes to the delay
for initiating a transfer that depends on GPU computation as
shown in Table 1.

2.3 I/O Overhead of GPU-side Control
Since CPU intervention incurs a large overhead, how about
managing the communication with GPU itself? NCCL [32] 4

leverages GPUDirect [31] to enable this approach, which ex-
poses the GPU memory space for peer-to-peer access so that
GPU threads can read/write data to/from another GPU.5 As
GPU threads can directly invoke data copy, they can handle
communication events efficiently without the involvement
of CPU. Since commodity GPU hardware disallows GPU
threads to initiate its own DMA engine, GPU-controlled com-
munication leverages MMIO, which will implicitly conduct
DMA when GPU threads write data on the mapping. Figure 3
compares CPU-controlled and GPU-controlled communica-
tion. The former one (Figure 3a) takes the following steps:
1 CPU is notified when the data is ready, 2 CPU initi-

ates the DMA engine, and 3 DMA copies the data. On the
other hand, GPU-controlled communication with MMIO (Fig-
ure 3b) follows 1 CPU creates a memory map (mmap) of the
destination GPU’s address space prior to runtime execution,
2 the data is ready at runtime, and 3 GPU threads copy the

data into the mmap, which implicitly conducts DMA copy.
Unfortunately, data copying by GPU threads often heavily

interferes with parallel kernel computation, especially due to
L2 cache pollution and warp scheduler operations. Specifi-
cally, a data-copy GPU thread needs to load the data onto its
register file for data transfer, but this pollutes the L2 cache as
one cannot bypass the L2 cache when reading from DRAM on
commodity GPU [34]. It leads to severe performance degra-
dation over initiating DMA directly, as the latter copies the
data on DRAM directly to the I/O bus (PCIe or NVLink).
Additionally, the copying threads frequently issue ’load/store’

4Equally applied to RCCL [5] on AMD GPU as well. For convenience,
we borrow the terms from CUDA or NVIDIA GPUs, which can be easily
converted into corresponding terms in OpenCL or AMD GPUs.

5CPU-controlled communication also leverages GPUDirect for efficient
cudaMemcpy between peer GPUs without crossing the root complex, but its
execution path is different from that of GPU-controlled communication.
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Figure 3: Comparison between CPU-controlled and GPU-controlled communication – the latter has two different approaches,
which leverage (b) MMIO (like NCCL) or (c) directly initiated DMA (this work). DEV refers to any kinds of devices that can
implement our DMA engine.

instructions that drive warp schedulers busy, which makes
other threads for parallel computation yield their clock cy-
cles. Although the affected computation threads are limited to
those that co-run warp schedulers with data-copy threads, they
delay the entire kernel by falling behind the other threads.

To analyze the impact of the contention, we measure the
slowdown of two different GPU kernels that heavily ac-
cess only a specific type of GPU resources each: L2 cache
(1.96 TBps read) and warp schedulers (2.02 IPC),6 respec-
tively (all numbers measured on a V100 GPU), while running
concurrently with NCCL (v2.11.4) 64 MB all-gather7 kernels
using 8x V100 GPUs. We leverage NVIDIA Visual Profiler
(NVVP) and Nsight Compute to verify that (1) the L2 cache
kernel shows near-zero DRAM access and L1 data cache
hit rate and (2) the warp schedulers kernel shows near-zero
L2 cache/DRAM throughput. We have also verified the con-
currency of computation and all-gather kernels and no other
CPU/GPU activities during the experiment. In this experi-
ment, the slowdowns due to L2 cache and warp schedulers
contention are up to 2.4x and 2.0x, respectively, where it
slows down either the computation or the concurrent NCCL
communication (when one side is degraded less, the other
side tends to be impacted more). This result shows that heavy
contention could arise depending on the GPU resource usage
of concurrent computation kernels.

We run a microbenchmark to evaluate the contention of
NCCL all-reduce during data-parallel training of a BERT-
Large [10] model. This model performs 32 MB of all-reduce
at a time, which issues 4 MB data transfer in parallel with
eight GPU workers. On a server with 8x V100 GPUs (con-
nected with a single PCIe switch (16x PCIe v3)), the parallel
computation throughput drops by 45.0% while all-reduce
achieves only 5.0 GBps on average, degraded to 53.6% of the
peak throughput without the interference. On a server with 8x
A100 GPUs (connected with an NVSwitch (NVLink v3)), the
slowdown of all-reduce is even worse – the parallel computa-
tion throughput drops by 14.3% while the NCCL all-reduce
achieves only 30.9% of the peak throughput (49.0 GBps).

6Heavy usage of warp schedulers means frequent instruction fetches, i.e.
large instructions per cycle (IPC). > 99.2% of instructions are FFMA.

7We use all-gather as it only performs communication without any extra
computation such as reduction in all-reduce.

3 ARK Framework Design
In this section, we present the design of ARK, our approach
with the GPU-driven code execution that avoids the commu-
nication overhead on GPU without CPU intervention.

3.1 GPU-controlled DMA Engine
We claim that a GPU-controlled DMA engine (Figure 3c) can
eliminate the communication overhead, which in turn serves
as the basis of our GPU-driven system. The GPU-controlled
DMA engine enables a GPU thread to directly initiate DMA
operations when the data is ready ( 1 ), which will immedi-
ately push the data into the I/O bus without wasting GPU
cycles ( 2 ). We leverage existing GPUDirect techniques to
expose the GPU’s physical address space to our DMA engine.

While GPU-controlled DMA would deliver low-latency
communication without the MMIO overhead, it is non-trivial
to realize this feature. In fact, an ideal implementation would
be to modify the existing DMA engine on GPU to support
GPU-controlled DMA, but it is infeasible as we cannot up-
date the GPU hardware. Instead, we consider employing an
external device as illustrated in Figure 3c at the cost of extra
communication latency from GPU threads.

Despite of performance benefits, adopting new hardware
for GPU-controlled DMA engine might be costly in many
existing systems. To provide an interim solution, we pursue
a general DMA engine design that can be implemented as
either software or hardware on any hardware platforms (e.g.,
CPU, GPU, SmartNIC, FPGA, etc.) or I/O bus types (PCIe,
NVLink [33], or Infinity Fabric Link (xGMI) [3]). Regardless
of the platform, all implementations need to share the same
runtime interface for GPU kernels. Also, the DMA interface
should support low latency and flexibility while meeting the
different requirements of software and hardware engines.

In this paper, we present both a software implementation
and a hardware prototype of GPU-controlled DMA engine.
Our software engine works over any existing systems without
additional hardware as it leverages host CPU cores – busy-
waiting CPU threads read DMA requests from GPU and initi-
ate DMA accordingly. This design is aligned with the princi-
ple of GPU-driven system as GPU threads directly initiate the
data transfer, while CPU threads only mechanically initiate
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data copies without any GPU event handling or GPU resource
consumption. Our hardware engine prototype is implemented
on FPGA, which we present to show the potential benefit of
hardware deployment over the software engine. We explain
the details of DMA engine implementations in Section 4.1.

3.2 Loop Kernel & Virtual CTA
GPU-controlled DMA engines would be easily adopted by
existing systems, e.g., NCCL can replace its MMIO with initi-
ating our DMA engines. However, existing systems would not
fully exploit the benefit of GPU-controlled communication
as the communication APIs are launched by CPU – the CPU
intervention barrier still remains between computation and
communication.

To remove this barrier, we propose a GPU-driven code
execution system that runs an entire DL application in a sin-
gle kernel, called a loop kernel. Our key observation is that
online dynamic scheduling is unnecessary as DL workloads
are typically deterministic at runtime. Instead of dynamically
launching GPU kernels with CPU at runtime, our GPU-driven
system automatically merges all kernels into a loop kernel
(one for each GPU) at compile time and launches it only once
at application start. Then, the loop kernel runs continuously
during the entire lifetime of the application. A loop kernel
is generated by our code generator that reads an operational
graph of a DL application and automatically assembles cor-
responding code snippets of GPU operators to build loop
kernel code. We call this code generation as offline scheduling
as all GPU operators are statically distributed across GPU
cores, or Streaming Multiprocessors (SMs), by the code. Of-
fline scheduling lets GPUs efficiently control the application,
which would minimize the event handling overhead for inter-
GPU communication. We discuss several technical details of
the loop kernel in Section 4.2.

Figure 4 shows that the loop kernel design deviates from
the conventional framework for declaring, scheduling, and
executing GPU tasks. In both CPU- and GPU-driven systems,
a GPU operator is commonly defined as a set of multiple
unit operators that each computes a part of the entire output
in the SIMD manner. Meanwhile, both systems declare the
operator differently in the GPU code. The CPU-driven system
declares each unit operator as a Cooperative Thread Array
(CTA)8 and the entire operator as a separate kernel, which
requires launching multiple kernels for multiple operators. In
contrast, our GPU-driven system disallows multiple kernels
as it executes all operators in the single loop kernel. Instead,
it exploits intermediate declaration of unit operators that are
scheduled as part of the CTAs of the loop kernel, which we
call virtual CTAs (vCTAs).

vCTA provides the key abstraction for offline scheduling
in ARK, which enables software-defined SM scheduling. A
vCTA declares the code for a unit operator that is affinitized

8CTA is conceptually and functionally the same as a thread block in
CUDA or a workgroup in OpenCL.
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Figure 4: Comparing the procedures for declaring, scheduling,
and executing GPU computation tasks between CPU- and
GPU-driven systems. For instance, the figure shows a matrix
multiplication operator with a 192x256 output, which is split
into 12 unit operators that calculate 64x64 outputs each.

to a specific SM inside the loop kernel. While a CPU-driven
system relies on the non-programmable hardware scheduler
that distributes the CTAs across SMs at kernel launch ( 1⃝ in
Figure 4), a GPU-driven system implements a custom logic
that distributes vCTAs across CTAs ( 2⃝ in Figure 4). By
launching one CTA per SM that assigns each CTA to use the
entire resources of an SM, ARK can control the SM-affinity of
vCTAs in a programmable manner. This enables fine-grained
GPU scheduling, which is useful for the GPU-driven system
to implement various computational optimization techniques
such as operator fusion [17, 24, 35].

Migration of existing code to ARK is straightforward as
ARK can reuse existing GPU kernel implementations with
minimal modification: replacing the CTA ID (blockIdx in
CUDA), thread ID (threadIdx in CUDA), SM-local memory
address (shared memory in CUDA), and synchronization func-
tions (e.g., __syncthreads() in CUDA) into corresponding
constants or functions provided by the ARK framework. This
modification guarantees the correctness of the framework
which we have extensively verified.

As shown in Figure 4, offline scheduling writes a code
snippet of each vCTA inside the if-branch of the loop kernel
that only a particular CTA (or SM) enters. Since each CTA
statically executes specific vCTAs that are planned offline, the
GPU actually runs a static while() loop rather than being
controlled dynamically – internal busy-polling loops inside
vCTAs handle runtime events. For example, in Figure 5b, each
of CTA 0 (ctaId is 0) and CTA 1 (ctaId is 1) are assigned
three vCTAs from the operator op_0 and two vCTAs from
the operator op_1. Each CTA uses 256 threads, and vCTAs
from op_0 are executed sequentially by thread 0∼127, while
tasks from op_1 are executed by thread 128∼255 (which im-
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__device__ void op_0(int vcta_id) {
Add<...>(&BUF[1024], &BUF[9728], &BUF[1024], vcta_id);

}
__device__ void op_1(int vcta_id) {

Matmul<...>(
&BUF[11776], &BUF[9728], &BUF[16384], vcta_id);

}

(a) Operators.
__global__ void loop_kernel(volatile int *iter) {
for (;;) {
// Wait until iteration is requested by the host.
if (threadId == 0) { while (*iter == 0) {} }
__syncthreads();
// Run iterations.
for (int i = 0; i < *iter; ++i) {
if (ctaId == 0) {
if (threadId < 128) { op_0(0); op_0(2); op_0(4); }
else if (threadId < 256) { op_1(0); op_1(2); }

} else if (ctaId == 1) {
if (threadId < 128) { op_0(1); op_0(3); op_0(5); }
else if (threadId < 256) { op_1(1); op_1(3); }

} ...
}
// Inform the host that iterations are done.
if (threadId == 0) { *iter = 0; }
__syncthreads();

}
} (b) Loop kernel.

Figure 5: Example of auto-generated code by the ARK sched-
uler. Note that the code is simplified for readability.

plies that each vCTA is implemented to use 128 co-working
threads). Each vCTA is declared by passing a certain vCTA
ID to a GPU function that defines an operator like in Figure 5a.
The kernel code library of ARK provides the implementation
of common operators (Add or Matmul in the figure) that take
the addresses of data chunks and a vCTA ID as runtime argu-
ments.9 The framework assigns proper offsets to the global
GPU buffer (BUF) for each data chunk, and the vCTA ID
locates a specific part of the chunk that the vCTA deals with.

3.3 Offline Scheduler
Figure 6 shows the scheduling workflow in ARK. Overall, it
reads the DAG of a DL model and generates the correspond-
ing loop kernel code. The ARK scheduler is composed of a
high-level scheduler and a profiling module. The high-level
scheduler implements operator fusion with profiling results
fed by the module. In the initial phase, it builds an OpGraph
that spots all operators and their dependencies in the model,
and generates the code to profile all types of vCTAs that
are needed. Then, the high-level scheduler generates its first
scheduling decision with the profiling results. The decision
may consist of multiple different candidates that need to be
profiled to choose the fastest one, then it iterates the overall
process to compare against multiple other candidates, which
may require additional profiling. The scheduler finally returns
the loop kernel when only a single candidate remains.
Reducing compilations in the profiler. Since the code gener-
ator conducts deterministic scheduling with static vCTA-SM
affinity, it can accurately estimate the performance (i.e. la-
tency and core resource usage) of every scheduling decision
by only profiling the performance of vCTAs, which reduces

9Other arguments such as input data sizes can be fixed during compilation
by passing as template arguments, which we omit here.
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Figure 6: The ARK scheduler workflow.

the compilation for evaluating scheduling strategies. Say there
are n parallel operators and each operator has m different im-
plementations of the unit operator (or vCTAs),10 then up to
O(mn) different kernels should be compiled to find the best
fusion decision. Since this number could be unreasonably
large, existing works have developed heuristics to focus on
only promising candidates [17].

At first glance, this appears to require only O(nm) kernels
for vCTA evaluations, but it is more complicated as vCTAs
often complete faster when they are run concurrently on the
same SM than when executed serially, which we say they
have joint efficiency. Joint efficiency arises largely due to two
causes: (1) because the L1 cache hit ratio improves as they
access the common memory space running on the same SM,
(2) because the execution of one vCTA hides the memory
access of another (and vice versa) that improves simultaneous
utilization of ALUs and LSUs. The first case is often found
in the vCTAs from the same operator, while the second case
is prevalent in most vCTAs, i.e., almost all vCTAs have the
joint efficiency with each other.

Considering the joint efficiency, in general, we need to
measure the latency when different types of vCTAs co-run
on the same SM, which requires one kernel compilation for
each. Say up to k vCTAs can run simultaneously in one
SM, then the complexity of the number of compilations is
∑

k
i=1

(n
i

)
mi = O(nkmk). In practice, this is much smaller than

O(mn) because k is typically a small constant ≤ 4 due to the
limitation of SM resources (# of maximum threads, bytes of
shared memory, and # of registers).
SM load balancing in the code generator. The code gener-
ator automatically maximizes the SM utilization of the loop
kernel by distributing parallel vCTAs across SMs to balance
their workload. Unfortunately, finding the optimal load bal-
ancing is an NP-hard problem due to the joint efficiency. A
brute-force searching would take unreasonably long due to
the large number of vCTAs to schedule simultaneously.

To tackle this issue, we implement a heuristic load balanc-

10It is common to implement multiple different unit operators for the same
operator, e.g. cuBLAS [30] implements at least 8 different-sized unit matrix
multiplications and choose one depending on the input sizes.
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ing on SM by leveraging an existing graph partitioning algo-
rithm. Graph partitioning is a popular load balancing problem
that splits a graph into a given number of subgraphs by cutting
several edges, while achieving two goals: (1) balancing the
total node weights of subgraphs and (2) minimizing the total
weights of cut edges. We represent the SM load balancing
problem into a graph partitioning problem. Specifically, we
first group independent vCTAs that need to be distributed
across SMs. Each group is represented as a graph where each
node represents a vCTA and each edge indicates that the con-
necting nodes (i.e. vCTAs) have joint efficiency. The node
weight is the latency of running the vCTA on an SM, and the
edge weight measures joint efficiency, which is calculated as
the fraction of latency reduction when we run both vCTAs
simultaneously in the same SM compared with when we run
both sequentially.

However, it takes too long to run the partitioning because
it makes too many edges – since almost all vCTAs have joint
efficiency with each other, the graph becomes nearly a mesh
connection. To accelerate the algorithm, we adopt hypergraph
representation [2] instead of an ordinary graph, which repre-
sents an equal-weighted mesh connection of multiple nodes
as a single edge called hyperedge. Fortunately, this repre-
sentation substantially reduces the time for code generation
especially when we use a large batch size (which creates a lot
of vCTAs), from tens of hours to only several seconds.

3.4 Limitations
The vCTA-based scheduling takes a whitebox approach that
assumes all operators to be open-sourced, thus ARK cannot
schedule close-sourced binaries such as cuDNN [28] (similar
to Rammer [24]). Also, the offline scheduler of ARK only
supports static computational graphs, which is less flexible
comparing to e.g. PyTorch’s dynamic graph [13]. However,
such a limitation is commonly found in many popular frame-
works including TensorRT [35] and ONNX Runtime [25].

4 Implementation
This section describes technical details of ARK.

4.1 DMA Engine Implementations
We first present our DMA engine interface, and then introduce
our software and hardware DMA engines.

4.1.1 Interface
The key consideration of our interface design is ensuring
high communication performance while keeping the inter-
face consistent across software and hardware platforms. One
key issue lies in the design of a DMA request message from
GPU, which we call a send request (SR), as it has significant
impact on the performance and the implementation complex-
ity. In terms of hardware, receiving a large SR whose size
exceeds the data bus width (64 bits in modern 64-bit proces-
sors) will take multiple cycles, which would require SR buffer

management, reassembly of segmented SRs, and handling
dropped SRs (caused by SR buffer overflow). Implementing
them on hardware would significantly complicate the logic
and increase the spatial cost. As implementing them on hard-
ware would significantly complicate the logic and increase
the spatial cost, we share an 8-byte SR design for both soft-
ware and hardware engines. While it is challenging to hold
the metadata of a general memory copy (two addresses and
a copy length) within 8 bytes, we address this by adopting a
small number of send/recv buffers, which reduces the address
space by replacing general 8-byte addresses with a few bits
of buffer indices. This is feasible thanks to the static nature of
collective communication where the communicating entities
are fixed – it enables offline pre-scheduling of data transfers
so that receivers know which data arrives at which buffer with-
out any additional metadata received at runtime. Meanwhile,
the DMA requests on different buffers are pipelined for low
latency and high throughput.

In terms of software, keeping an SR buffer would be more
efficient as it would otherwise require extra control to pre-
vent overwriting a previous SR. That is, unlike a hardware
implementation where a fully received SR can immediately
trigger the internal DMA pipeline at every cycle, a software
thread could overwrite an unread SR unless the sender (GPU)
coordinates with the receiver (the DMA stack) prior to send-
ing a new SR. Unfortunately, such coordination would incur
an extra delay as the GPU needs to read a remote flag on
the DMA stack before sending an SR. We address this issue
by maintaining a specialized ring buffer for SR, where the
GPU checks only a local replica of the buffer head before
sending an SR, and the replica is asynchronously updated by
the DMA stack. This removes the coordination delay from the
critical path of communication while providing a consistent
SR interface for both software and hardware engines.

4.1.2 Software Engine
Our software engine harnesses CPU as the data plane while
GPU serves as the control plane. We implement a CPU thread
that busy-waits for SRs and invokes cudaMemcpy or RDMA
writes accordingly, i.e., it leverages the existing hardware
DMA engine on the sender GPU. Note that this is different
from CPU-controlled communication as we use CPU only for
data plane operations while the control plane (event handling)
is managed by GPU threads. For high throughput, the busy-
waiting loop drains all SRs in the ring buffer and invoke
copy once for sending on a continuous memory space. Also,
instead of slow cudaEvent, we use MMIO for the CPU-GPU
communication that delivers SR, SC (Send Completion), and
RC (Receive Completion) signals, which takes only 2∼3µs.

Alternatively, the software engine can perform MMIO with
CPU threads instead of initiating the hardware DMA engine,
which can reduce the cudaMemcpy overhead (i.e., sending a
copy request from CPU to the DMA engine on GPU). How-
ever, this approach fails to achieve the line rate in most host
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Figure 7: Implementation of the hardware DMA engine.

CPU architectures due to their poor throughput of crossing
the PCIe root complex [41, 44]. This issue might be resolved
in the future CPU architectures or by leveraging ARM cores
on SmartNICs [4], which is left as our future work.

4.1.3 Hardware Engine
We implement a custom hardware with FPGA for DMA oper-
ations, which delivers two benefits over our software engine
prototype. First, our hardware engine avoids the extra com-
munication delay incurred by the overhead of cudaMemcpy as
it performs DMA directly. Second, unlike existing hardware
DMA engines on GPU, our custom hardware implements
pipelining of multiple parallel DMA operations. This helps
achieve a high data rate even for sending small data chunks.
Table 2 shows resource usage of our implementation on an
Intel Arria 10 FPGA.

Note that our FPGA prototype is limited to support the
communication between only two GPUs and it does not sup-
port NVLink as there is no programmable hardware (or an
off-the-shelf device) that can connect to NVLink. Instead, we
consider it as a proof-of-concept that demonstrates the ideal
benefit rather than a practical device that can be deployed
on a large scale. A more practical implementation would be
realized by future advances in CPU, GPU, or SmartNICs.

Figure 7 shows the hardware structure of inter-GPU com-
munication stack on the FPGA. Unlike the existing GPU
DMA engine, our DMA stack is designed to pipeline multiple
DMA requests with different SIDs to be handled simultane-
ously. This is implemented by splitting a long-length request
into multiple short-length sub-requests, which prevents head-
of-line blocking and improves the PCIe throughput when
GPU sends multiple different data at the same time. We ex-
plain how each request is processed by the sender- and the
receiver-side stacks, respectively.
Sender side. When the sender stack receives an SR, the Fetch
Block reads the decoded SR and retrieves the requested SID,
which is translated into the physical source GPU address by
looking up the SID Table ( 1⃝). Using the address, the Fetch
Ctrl fetches one sub-request at a time and it may fetch multiple
times if the copy length is long. Each sub-request reads the
corresponding source data from the GPU and stores it in a

Module Name ALMs BRAM Blocks
# Capacity # Capacitry

FPGA Stack 14253 3.34% 188 6.93%
PCIe 1364 0.32% 13 0.48%

Table 2: Resource usage of a single DMA stack.

FIFO buffer of the Fetch Ctrl ( 2⃝). When the source data is
fully read from the GPU, the stored data and the sub-request
are forwarded to the receiver stack through FPGA Internal
Transfer Path (ITP). ( 3⃝). After processing all sub-requests
out of an SR, the Fetch Ctrl gives an SC flag to the Send
Arbiter, which will be written on the GPU-side SC flag. ( 4⃝).
Receiver side. The receiver stack receives the sub-request
from the sender stack and stores the data into a FIFO buffer of
the Send Ctrl ( 5⃝). At the same time, the SID information in
the sub-request is translated into the physical destination GPU
address ( 6⃝). The Send Ctrl sends the data to the destination
address, and when it is done, the Send Composer sends an
RC flag to the Send Arbiter, which will be written on the
GPU-side RC flag ( 7⃝, 8⃝).
Resource usage and limitations. We implement the DMA
stack on Intel Arria 10 FPGA [16]. Table 2 shows that each
stack is implemented at a low cost, using only 14253 ALMs
and 188 M20K BRAMs. Note that our current implementation
supports communication between only two GPUs by directly
connecting the FPGA ITP interfaces of their corresponding
FPGA stacks. Our design considers leveraging DUA [41]
to support routing between multiple stacks (either intra- or
inter-machine), but we leave it as future work.

4.2 Loop Kernel Implementation
This section explains several details of optimizing the loop
kernel performance in ARK.
Per-thread register optimization. GPU kernels often fine-
tune the number of concurrent threads per SM by evaluating
the trade-off between running more threads (gain more par-
allelism) vs. running fewer threads with more registers per
each (gain more computational throughput per thread). So,
the loop kernel also needs to tune it. The ARK scheduler
generates multiple versions of the loop kernel with a different
number of per-thread registers and picks the best-performing
one. Actually, in NVIDIA GPUs, only 32, 64, 128, and 256
are available candidates due to hardware limitation.
Dependency on GPU Architecture. Section 3.2 explains
that ARK launches one CTA per SM, but it may launch two
or more CTAs per SM depending on the GPU architecture.
This is because one CTA may be limited to utilize the en-
tire resources of an SM in some architecture. In such cases,
we need to launch two CTAs per SM to use the entire SM
resources. The ARK scheduler automatically analyzes the
resource requirement of the loop kernel and determines the
number of CTAs per SM accordingly.
Program size. We reduce the program size of a loop ker-
nel by coalescing multiple identical unit operators, e.g., if
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a model consists of many convolution operators, only sev-
eral unique implementations of convolution will be actually
defined, which are shared across all operators. Thus, the pro-
gram size depends only weakly on the number of operators
in the model. Instead, it is subject to the aggregate size of op-
erator implementations, which is very limited – e.g., cuBLAS
provides only ∼10 instances of a matrix-multiplication imple-
mentation on a single GPU architecture, while a loop kernel
can accommodate over 5000 instances. This should cover an
arbitrary DL program as the size of the matrix-multiplication
implementation is one of the largest among the popular oper-
ators in DL.

5 Evaluation
We evaluate ARK by comparing it with existing DL frame-
works largely in three different aspects. First, the fast inter-
GPU communication of ARK contributes to higher end-to-end
throughput and lower latency of DL applications. Second, the
benefits on communication are obtained without losing the
computational throughput of GPU. Third, ARK has flexibil-
ity to support various parallelism strategies including data-,
tensor-, and pipeline-parallelism.

5.1 Experiment Setup
Software Engine. For experiments that use the software
DMA engine, unless specified differently, we use two Intel
Xeon Gold 6240R CPUs (48 lcores each, 2.40 GHz) and eight
NVIDIA V100 GPUs. We have two NUMA nodes in the ma-
chine but only a single NUMA node hosts all GPUs, i.e. node
0 connects two PCIe v3 switches to its PCIe root complex
and each switch is directly connected to 4 GPUs. For multi-
node experiments, we use four Azure NDv4 SKUs [7] with
32x NVIDIA A100 GPUs in aggregate (8 per node), where
each GPU has dedicated 200 Gbps NVIDIA Mellanox HDR
InfiniBand connection.
Hardware Engine. For experiments that use the hardware
DMA engine, we use an Intel Xeon Gold 5118 CPU (24
lcores, 2.30 GHz), two NVIDIA V100 GPUs, and an Intel
Arria 10 FPGA. Both GPUs and the FPGA are behind the
same PCIe v3 switch. We use the hardware engine only for
experiments in Section 5.2 and Section 5.5.

5.2 DMA Engine Performance
Figure 8 compares the performance of communication be-
tween two GPUs with our DMA engines (G-Drv-S and G-
Drv-H) over a CPU-controlled communication baseline (C-
Drv). C-Drv is our own minimal implementation of a typical
CPU-driven system, but unlike TensorFlow, C-Drv leverages
asynchronous control using cudaEvent when the event is
used only by GPUs, which further reduces CPU-GPU syn-
chronizations to accelerate inter-GPU communication.

We measure the throughput by sending many parallel mes-
sages at the same time and reporting the maximum throughput
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Figure 8: Performance comparison between the CPU-
controlled communication (C-Drv) and the GPU-controlled
DMA engines (G-Drv-S (software) and G-Drv-H (hardware))
over PCIe v3.

achieved with varying message sizes. For latency measure-
ments, we implement a ping-pong application and report one-
way latency – unlike throughput measurements, this includes
communication event handling delays. This experiment as-
sumes a favorable scenario for the CPU-controlled baseline
where we can adopt the asynchronous control (explained in
Section 2.2.2). In this scenario, a one-way trip requires trigger-
ing only two GPU events and two stream synchronizations.

In the left graph of Figure 8, our software engine (G-Drv-S)
shows the same throughput as that of C-Drv, since both use
cudaMemcpy for the data-plane. In contrast, our hardware en-
gine (G-Drv-H) shows huge throughput improvement, saturat-
ing the bandwidth with only 8 KB messages while G-Drv-S
needs 4 MB messages for saturation. This is because the
hardware DMA engine pipelines processing multiple DMA
requests while cudaMemcpy cannot. This improvement would
be especially beneficial when GPU sends multiple messages
to different destinations at the same time, e.g., all-to-all com-
munication for expert-parallelism, which is popular for scal-
ing out state-of-the-art Transformer-based models [11].

We note that the maximum achieved throughput of
G-Drv-H is 3.68% lower than G-Drv-S. This is because an ex-
ternal DMA stack needs to send both read and write requests
to sender and receiver GPUs, respectively, while the native
DMA engine on the sender GPU needs to send only write
requests. However, as the gap is small, it would not affect the
end-to-end application performance much.

The right graph of Figure 8 shows that the one-way latency
of C-Drv is at least ∼39.3µs on average. In contrast, G-Drv-S
and G-Drv-H achieve 3.5x and 9.1x better latency, respec-
tively. This is because our DMA engines handle the commu-
nication events directly in GPU threads while C-Drv relies on
the cudaEvent interface that suffers from large overhead to
trigger the events and synchronize streams. This improvement
would be especially beneficial when GPUs perform split-and-
gather of intermediate results to distribute the workload, as in
tensor-parallelism [22, 26]. One thing to note about our DMA
engine is that the benefit is obtained with little GPU cycle
consumption. We evaluate this in the following section.
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Figure 9: BERT-Large data-parallel training throughput and
average latency per iteration with varying numbers of GPUs
(sequence length 384, batch size 10, mixed-precision).

5.3 Avoiding Communication Interference
To compare the interference between computation and com-
munication of using NCCL against using our DMA engine,
we evaluate data-parallel training throughput of ARK by train-
ing representative NLP models.
Baselines. PT-TRT accelerates PyTorch [12] by adopting Ten-
sorRT [35], which does not scale out to multiple machines.
Megatron-LM [26] is a PyTorch-based framework that sup-
ports large-scale training of NLP models but we use only for
single-node experiments here. SuperBench [42] provides for-
mal DL benchmarks for system performance evaluation also
based on PyTorch, which we use for multi-node experiments.
All baselines leverage NCCL [32] for communication.
Single Node. Single-node experiments train BERT-Large [10]
model using up to 8x V100 GPUs as shown in Figure 9. The
figure shows that ARK outperforms Megatron-LM and PT-
TRT respectively by 2.46x and 2.12x with 8 GPUs. We find
two reasons for the speedup.

First, NCCL adversely affects the computational through-
put during back-propagation while ARK does not as it lever-
ages DMA instead of employing GPU threads for data copy.
Specifically, 64.5% of the end-to-end gap between ARK and
PT-TRT with 8 GPUs is obtained as NCCL operations slow
down due to the interference of MMIO with back-propagation
computation, showing only 5.0 GBps of all-reduce throughput.
We find that NCCL kernels result in 45.0% of slowdown of
the overall back-propagation computation, an increase from
107.63 ms to 156.02 ms. On the other hand, our DMA en-
gine suffers near-zero interference by initiating DMA directly
instead of using MMIO, achieving 9.10 GBps of all-reduce
throughput (1.82x faster).

Second, ARK performs more efficient computation on
GPU. For example, for about 37.8% of the computation time
of PT-TRT, it executes 1.2 thousands of memory-intensive
kernels per iteration, such as element-wise arithmetic or intra-
GPU data movement. Running these operators as separate
kernels would be inefficient because it would incur unneces-
sary kernel launches and intra-GPU synchronizations. ARK
largely reduces such overhead as it schedules all operators in
a single loop kernel, similar as operator fusion [17, 24, 35].
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Figure 10: GPT-2 data-parallel training throughput and av-
erage latency per iteration with varying numbers of GPUs
(sequence length 384, batch size 4, mixed-precision).

Multiple Nodes. Multi-node experiments train the
GPT-2 [36] model using up to 32x A100 GPUs as shown in
Figure 10. All results use only InfiniBand for communication
(no NVLink) and use the ring reduction algorithm. The
figure shows that ARK outperforms SuperBench by 1.77x
with 32 GPUs. Furthermore, while per-iteration latency of
SuperBench is consistently increasing, the increment in
ARK is only marginal. This shows the efficiency of our
communication stack over NCCL, which minimizes the
interference between communication and computation. We
also find a big computational benefit of ARK even without
communication (when using a single GPU), which is further
explained in the following section.

5.4 Offline Scheduling Evaluation
This section shows that the offline scheduler of ARK can gen-
erate comparable or even better GPU kernels comparing with
existing DL optimization techniques. Rather than claiming
state-of-the-art performance in DL optimization, we intend to
show that the communication gain of our GPU-driven system
does not come up with any computational performance drop.

We compare the inference performance of popular DL
models over different frameworks using a single GPU. The
DL models include image classification (ResNet-50 [14]
and GoogLeNet [43]), object detection (SSD [23]), and NLP
(BERT-Large [10]) models. TensorFlow (TF) is the primary
comparison target of ARK because it supports flexible par-
allelism for DL applications like ARK. We also compare
with TensorFlow-XLA (TF-XLA) [1] that implements au-
tomatic operator fusion in the TF back-end, but it is not al-
ways beneficial to the performance because the fused kernel
might perform worse than using vendor-provided kernels (e.g.
cuDNN) without fusion. Rammer [24] and TensorRT imple-
ment optimized operator fusion that often outperforms TF
or TF-XLA, but they support only limited parallelism. For
example, TensorRT supports only intra-node data-parallelism
by adopting it to accelerate other frameworks like TF and
PyTorch, as TensorRT itself does not support distributed exe-
cution. Nimble [20] presents careful asynchronous control (or
ahead-of-time scheduling) of GPU kernels to reduce runtime

96    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



Sequence Length = 128

0
2
4
6
8

10
12
14

1 2 8
Batch Size

GoogLeNet (ms)

TF-XLA TF Rammer Nimble TensorRT ARK

0
1
2
3
4
5
6
7

1 2 8
Batch Size

ResNet-50 (ms)

0

5

10

15

20

25

30

1 2 8
Batch Size

SSD (ms)

0

5

10

15

20

25

30

1 2 8
Batch Size

BERT-Large (ms)

Figure 11: Inference latency comparison of popular DL mod-
els over different DL frameworks using a single GPU. All
experiments use mixed-precision computation.

overhead of kernel launch and GPU events. As explained in
Section 2.2.2, however, asynchronous control is limited to
tackle the communication overhead. Nimble also works only
on a single GPU at the moment.

Figure 11 shows that ARK achieves faster single-GPU
inference against existing frameworks in most cases. For in-
stance, ARK shows 1.11x∼3.56x lower latency than Ten-
sorRT, except the case of ResNet-50 with batch size 8 that
is ∼9.90% worse than TensorRT. This is because our matrix
multiplication kernel is slower than the cuDNN [28] kernel
used in TensorRT in this case (note that we implement con-
volution via matrix multiplication). ARK currently does not
implement vCTAs specialized for large matrix multiplications
(one side of the unit operator’s output is larger than 256 ele-
ments), so it is often slower than existing kernels when the
model consists of large matrix multiplications.

We note that the gain of ARK is especially large when the
model consists of many parallel operators like GoogLeNet
or SSD. This is because our high-level scheduler maximizes
overall SM utilization by choosing the best vCTA (or unit
operator) for each parallel operators. Specifically, when a
lightweight operator runs alone in the GPU, we schedule it
to use fine-grained vCTAs so that it utilizes more concurrent
SMs. In contrast, when the GPU is overloaded due to other
co-running operators, we need to use coarse-grained vCTAs
to utilize SMs more efficiently. This is because coarse-grained
vCTAs work on more input data at the same time and thus
have more opportunities to better utilize the parallelism in
an SM. As explained in Section 3.3, the optimization to find
the best-performing vCTAs is easy in the ARK framework
because it accurately estimates the performance with different
vCTAs without running all candidates. We note that other
frameworks do not provide a similar optimization like this.

MHA

MHA FF

FF MHA

MHA FF

FF MHA

MHA FF

FF MHA

MHA

GPU0

GPU1 …

…

Figure 12: MoE model-parallel execution for Transformer
architecture using 2 GPUs, composed of MHA (multi-headed
attention) and FF (feed-forward) modules.

Architecture Message Size (KB) Time Gap (us)
BERT-Large [10] 256 60.9
GPT-3 XL [8] 512 187.4
T5 3B [37] 256 166.9
M4 [6] 256 60.9

Table 3: The message size and the smallest time gap between
transactions for MoE inference. The input sequence length is
128. Time gaps are measured using the ARK framework.

5.5 Tensor-parallel Inference
This section presents the latency improvement with the tensor-
parallel approach called mixture-of-experts (MoE) that effi-
ciently scales up the Transformer [45] architecture, which is
commonly used in many popular NLP models [6, 8, 11, 37].
This method is suggested to scale NLP models to one trillion
of model parameters [11,22], but since we do not have enough
GPUs to run the entire model, we evaluate the tensor-parallel
inference of the model using two GPUs. In real practice, this
is replicated to other GPUs to apply pipeline-parallelism (for
training or inference) and data-parallelism (only for training)
as well at the same time.

Figure 12 illustrates the MoE execution. The message size
and the smallest time gap in-between the exchanges depend
on the model hyperparameters, and some examples are shown
in Table 3. Even though we present only 2-GPU experiments
here, the result would be similar to a larger-scale one because
MoE is designed to send each message only up to a small
constant number (e.g. two in GShard [22]) of selected GPUs,
not to all other GPUs.

We evaluate ARK using the hardware engine with three
different comparison baselines – TF, TF-XLA, and C-Drv.
Note that TensorRT-accelerated TensorFlow (TF-TRT) does
not support model-parallelism, so it is not evaluated here.

Results in Figure 13 shows that ARK outperforms TF and
TF-XLA by 1.66x∼3.48x and 1.25x∼2.31x, respectively. In
terms of only the communication latency, ARK reduces it by
3.68x∼5.65x and 1.77x∼3.31x, respectively. Overall, C-Drv
achieves better communication latencies over TF or TF-XLA,
but its computation is less efficient because it reuses GPU
kernel implementations in ARK but it does not benefit from
ARK scheduler optimization. We also find that the GPU-
driven communication of ARK delivers a substantial speedup
over the CPU-driven communication of C-Drv, as shown in
Section 5.2. We note that ARK computation is slower than
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Figure 13: MoE inference latencies with different NLP model architectures (batch size 1, mixed-precision).

TF-XLA in GPT-3 XL and T5 3B. This is because our matrix
multiplication kernel performs worse than TF-XLA in these
cases, as explained in Section 5.4.

5.6 Pipeline-parallel Training
In this section, we train the GPT-3 [8] 6.7B model, which is
the largest variation of GPT-3 that can fit the memory of eight
V100 GPUs via pipeline-parallel training. The model consists
of 32 sequential layers and each GPU trains 4 layers in the
sequential order – GPU 0 reads the input data and runs the
forward-pass of layer 0∼3, and the 16 MB output is passed to
GPU 1, and so on. When GPU 7 completes the forward-pass,
it moves on to the backward-pass of layer 31∼28, and the
16 MB of back-propagating gradient is passed to GPU 6, and
so on. We use the mixed-precision computation and set the
number of pipeline stages to 5, the batch size of each stage to
1, and the sequence length to 2048. ARK uses the emulated
DMA stack in this evaluation.

In this experiment, the training throughputs of TF, TF-XLA,
Megatron-LM, and ARK are 0.35, 0.47, 1.69, and 2.38 se-
quences per second, respectively, i.e. ARK outperforms TF,
TF-XLA, and Megatron-LM by 6.80x, 5.06x, and 1.40x, re-
spectively. In this case, most of the improvement of ARK
comes from the computational efficiency on GPU, as pipeline-
parallel training typically overlaps most of the communication
delay with the computation time. This evaluation shows that
ARK delivers the gain of operator fusion while supporting
flexible parallelism for DL.

6 Future Work & Related Work
We expect that hardware advances in near future would enable
more efficient implementations. For example, implementing
our software DMA engine on SmartNIC would avoid the
throughput issue of the PCIe root complex [44] via direct PCIe
connection with GPUs (e.g., NVIDIA H100 CNX [9] com-
bines GPU with SmartNIC), which enables efficient MMIO
on SmartNIC. NVIDIA has announced their hardware ac-
celerators for inter-GPU communication on SmartNICs (e.g.,
all-to-all engine on NVIDIA BlueField-3 [29]), which implies
that a similar implementation with our hardware engine might
be realized in the future. Additionally, host CPU architectures
in the future may fix the root complex issue, which will en-
able our software DMA engine to replace cudaMemcpy with

CPU-side MMIO, or even more efficiently, DMA engines on
CPU (e.g., Intel I/OAT [15] or AMD PTDMA [21]).

ACE [38] proposes offloading the entire collective com-
munication logic to a hardware accelerator that resides on
intra-machine fabric, which cannot be extended to an external
network (Ethernet, InfiniBand, etc). Our work differs from
ACE as it is generally applicable to any (R)DMA networking
and we can reuse most of existing software logic in popular
collective communication libraries.

GPUnet [18] presents a network socket API set for GPU
threads and leverages CPU intervention to let GPU threads
to trigger DMA. This is inefficient as they add a substantial
intervention overhead especially for small messages because
they do not pipeline processing multiple DMA requests. Its
throughput could be suboptimal as it implements a general
socket interface on GPU while ARK reduces the overhead by
leveraging offline scheduling to remove the metadata to be
managed during runtime.

Nimble [20] accelerates DL execution by minimizing run-
time scheduling overhead of kernels, but it works only on a
single GPU. The proposed methods also cannot help reduce
communication event handling overhead as it still relies on the
CPU-side control using cudaEvent and multi-stream inter-
faces. ARK tackles this by letting GPU threads fully control
all computation and communication tasks.

7 Conclusion
This paper envisions a GPU-driven code execution system
that enables autonomous control of GPU throughout the entire
lifetime of DL applications. We present the GPU-controlled
DMA engine at the heart of the GPU-driven system that en-
ables GPUs to communicate with each other without any ex-
ternal control. To avoid interference between computation and
communication, we design our DMA engine and offline GPU
scheduling to consume little GPU resources for communica-
tion, so that its high communication performance is delivered
without sacrificing computational throughput of GPU. While
our software engine already shows benefits over commodity
hardware, we also present a proof-of-concept of a hardware
engine that shows even higher performance, which indicates
that our system performance would be further improved with
future advances in commodity hardware such as CPU, GPU,
or SmartNIC.
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Abstract
Graph neural networks (GNNs) have extended the success of
deep neural networks (DNNs) to non-Euclidean graph data,
achieving ground-breaking performance on various tasks such
as node classification and graph property prediction. Nonethe-
less, existing systems are inefficient to train large graphs with
billions of nodes and edges with GPUs. The main bottle-
necks are the process of preparing data for GPUs – subgraph
sampling and feature retrieving. This paper proposes BGL,
a distributed GNN training system designed to address the
bottlenecks with a few key ideas. First, we propose a dy-
namic cache engine to minimize feature retrieving traffic. By
co-designing caching policy and the order of sampling, we
find a sweet spot of low overhead and a high cache hit ratio.
Second, we improve the graph partition algorithm to reduce
cross-partition communication during subgraph sampling. Fi-
nally, careful resource isolation reduces contention between
different data preprocessing stages. Extensive experiments on
various GNN models and large graph datasets show that BGL
significantly outperforms existing GNN training systems by
1.9x on average.

1 Introduction
Graphs, such as social networks [23, 36], molecular net-
works [19], knowledge graphs [21], and academic net-
works [47], provide a natural way to model a set of objects and
their relationships. Recently, there is increasing interest in ex-
tending deep learning methods for graph data. Graph Neural
Networks (GNNs) [22,36,46] have been proposed and shown
to outperform traditional graph learning methods [50, 57, 59]
in various applications such as node classification [36], link
prediction [56] and graph property prediction [51].

Real-world graphs can be massive. For example, the user-
to-item graph on Pinterest contains over 2 billion entities
and 17 billion edges with 18 TB data size [53]. As a major
online service provider, we also observe over 100 TB size of

*Tianfeng Liu and Yangrui Chen contributed equally to this work as first
authors.

graph data, which consists of 2 billion nodes and 2 trillion
edges. Such large sizes make it impossible to load the entire
graph into GPU memory (at tens of GB) or CPU memory (at
hundreds of GB), hence turning down proposals that adopt
full graph training on GPUs [55]. Recent works [23, 28, 53]
have resorted to mini-batch sampling-based GNN training,
aggregating neighborhood information on sampled subgraphs.

Distributed systems [2, 17, 48] for this training typically in-
clude distributed graph store servers to store partitioned large-
scale graphs and worker machines where each worker has one
GPU for model training. Each training iteration contains three
stages: (1) sampling subgraphs stored in distributed graph
store servers, (2) feature retrieving for the subgraphs from
graph store servers to workers, and (3) forward and backward
computation of the GNN model.

The first two stages, which we refer to as data I/O and
preprocessing, are often the performance bottlenecks in such
sampling-based GNN training. After analyzing popular GNN
training frameworks (e.g., DGL [48], PyG [17], and Euler [2]),
we made two key observations. (1) High data traffic for retriev-
ing training samples: when the sampled subgraph is stored
across multiple graph store servers, there can be frequent
cross-partition communication for sampling; retrieving cor-
responding features from the storage to worker machines
also incurs large network transmission workload. (2) Modern
GPUs can perform the computation of state-of-the-art GNN
models [22, 36, 46] quite fast, leading to high demand for
data input. To mitigate these problems, Euler adopts parallel
feature retrieval; DGL and PyG prefetch the sampling results.
Unfortunately, none of them fully resolves the I/O bottleneck.
For example, we observe only around 10% GPU utilization
in a typical DGL training job on a large graph (§2 and §5),
which means around 90% of GPU cycles are wasted.

In this paper, we propose BGL, a GPU-efficient GNN train-
ing system for large graph learning, to accelerate training and
achieve high GPU utilization (near 100%). Focusing on elim-
inating data I/O and preprocessing bottlenecks, we identify
three key challenges in the existing frameworks, namely: (1)
very heavy network traffic for retrieving features, (2) large
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cross-partition communication overhead during sampling, and
(3) resource contention between different training stages. We
address those challenges, respectively.

The biggest bottleneck of distributed GNN training systems
often lies in retrieving large features (§2.3). PaGraph [38], a
state-of-the-art cache design for GNN training, uses a static
cache (no replacement during training) and explicitly avoids
dynamic caching policy (replacing some cached features at
runtime) because of high overhead. However, we find that
static cache has low hit ratios when the graphs are so large
that only a small fraction of nodes can be cached. Hence, we
co-design a dynamic cache policy and the sampling order of
nodes. We show that a FIFO policy has acceptable overhead
and high hit ratios combined with our proximity-aware order-
ing. The key idea is to leverage temporal locality – in nearby
mini-batches, we always attempt to visit the neighboring train-
ing nodes in the graph. This approach largely increases the
cache hit ratio of FIFO policy. We will further explain the
details of how we ensure the consistency of our multi-GPU
cache engine and GNN convergence in §3.2.

After optimizing feature retrieval, the cross-partition com-
munication for subgraph sampling could become the major
performance bottleneck. Existing algorithms either do not
scale to large graphs or ignore multi-hop neighbor connec-
tivity inside each partition. It leads to heavy cross-partition
communication because, in GNN training, the sampling algo-
rithm usually requests multi-hop neighbors from a given node.
Hence, we design a graph partition algorithm tailored for the
typical GNN sampling algorithms. Our algorithm (in §3.3.2)
strives to maintain multi-hop connectivity in each partition,
while maintaining load balance partitions and scaling to giant
graphs.

Finally, data preprocessing in GNN training takes multiple
stages and is much more complex than that in traditional DNN
training. Execution of some stages may compete for CPU and
bandwidth resources, throttling the performance. Existing
frameworks largely ignore it and let the preprocessing stages
freely compete with each other. Unfortunately, some stages
do not scale well with more resources. They may acquire
more resources than they need, leading to blocking other
stages. Hence, we optimize the resource allocation of data
preprocessing by profiling-based resource isolation. Our key
idea is to formulate the resource allocation problem as an
optimization problem, use profiling to find out the resource
demands of each stage, and isolate resources for each stage.

We implement BGL, including the above design points,
and replace the data I/O and preprocessing part of DGL with
it. The design of BGL is generic – e.g., BGL can also be used
with Euler’s computation backend. However, our evaluation
focuses on using BGL with the DGL GPU backend because
it is more mature and performant. We conduct extensive ex-
periments using multiple representative GNN models with
various graph datasets, including the largest publicly available
dataset and an internal billion-node dataset. We demonstrate

that BGL outperforms existing frameworks, and the geomet-
ric mean of speedups over PaGraph, PyG, DGL, and Euler is
1.91x, 3.02x, 7.04x, and 20.68x, respectively. With the same
GPU backend as DGL, BGL can push the V100 GPU uti-
lization to 99% even when graphs are stored remotely and
distributedly, higher than existing frameworks. It also scales
well with the size of graphs and the number of GPUs.

2 Background and Motivation
2.1 Sampling-based GNN Training
We start by explaining sampling-based GNN training.
Graph. The most popular GNN tasks 1 are to train on graphs
with node features, G = (V ,E ,F ), where V and E denote
the node set and edge set of the graph, and F denotes the
set of feature vectors assigned to each node. For example,
in the graph Ogbn-papers [47], each node (i.e., paper) has a
128-dimensional feature vector representing the embeddings
of the paper title and abstract. We assume graph structures
and node features are immutable in this paper.
Graph neural networks (GNNs). Graph neural networks
are neural networks learned from graphs. The basic idea is col-
lectively aggregating information following the graph struc-
ture and performing various feature transformations. For in-
stance, the Graph Convolution Network (GCN) [36] general-
izes the convolution operation to graphs. For each node, GCN
aggregates the features of its neighbors using a weighted av-
erage function and feeds the result into a neural network. For
another example, GraphSAGE [23] is a graph learning model
that uses neighbor sampling to learn different aggregation
functions on different numbers of hops.

Real-world graphs, such as e-commerce and social net-
works [13, 53, 55], are often large. The Pinterest graph [53]
consists of 2B nodes and 17B edges, and requires at least 18
TB memory during training. Even performing simple oper-
ations for all nodes would require significant computation
power, not to mention the notoriously computation-intensive
neural networks. Similar to other DNN training tasks, it is
appealing to use GPUs to accelerate GNN training.
Sampling-based GNN training. There are two camps of
training algorithms adopted in existing GNN systems: full-
batch training and mini-batch training. Full-batch training
loads the entire graph into GPUs for training [36], like Neu-
Graph [40] and ROC [31]. Unfortunately, for very large
graphs like Pinterest’s, such an approach would face the limi-
tation of GPU memory capacity.

Thus, we focus on the other approach, mini-batch train-
ing, or often called sampling-based GNN training. In each
iteration, this approach samples a subgraph from the large
original graph to construct a mini-batch as the input to neural
networks. Mini-batch training is more popular and adopted by
literature [11, 23, 54] and popular GNN training frameworks
like DGL [48], PyG [18] and Euler [2].

1We focus on node classification tasks in this work.
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Figure 1: Sampling-based GNN training process.

The process of sampling-based GNN training is shown in
Figure 1. The fixed graph data (including the graph structure
and node features) are partitioned and stored in a distributed
graph store. Multiple workers run on worker machines, with
each worker equipped with one GPU. Each training iteration
consists of three stages: 1 Subgraph sampling: Samplers
sample a subgraph from the original graph and send it to
workers. 2 Feature retrieving: After workers receive the
subgraph, the features of its nodes are further retrieved from
the graph store server and placed in GPU memory. 3 Model
computation: Like typical DNN training, workers on GPU
forward-propagate the prepared mini-batch through the GNN
model, calculate the loss function, and then compute gradients
in backward propagation. Then model parameters are updated
using optimizers (e.g., SGD [61], Adam [35]).

In the rest of this paper, we refer to the first two stages as
Data I/O and Preprocessing.

2.2 Data I/O and Preprocessing Bottlenecks
Unfortunately, existing GNN training frameworks suffer from
data I/O and preprocessing bottlenecks, especially when run-
ning model computation on GPUs. Here, we test two rep-
resentative frameworks, DGL [48] and Euler [2]. We train
GraphSAGE [23] model with one GPU worker. Using the par-
tition algorithms of DGL and Euler, we split the Ogbn-papers
graph [47] into four partitions and store them on four servers
as a distributed graph store. More configuration details and
the other framework results are in §5.

Figure 2 shows the training time of one mini-batch and the
time breakdown of each stage. 87% and 82% of the training
time were spent in data I/O and preprocessing by Euler and
DGL, respectively. Long data preprocessing time leads to not
only poor training performance but also low GPU utilization.
The maximum GPU utilization of DGL and Euler is 15% and
5%, respectively, as shown in Figure 3.

In GNN training, such a bottleneck is much more severe
than in DNN training like computer vision (CV) or natural
language processing (NLP) for two main reasons.

First, due to the neighbor explosion problem [12, 54], the
size of mini-batch data required by each training iteration
is very large. For example, if we sample a three-hop sub-
graph from Ogbn-products with batch size 1,000 and fan out
{15,10,5}, each mini-batch consists of 5MB subgraph struc-

Figure 2: Training time per mini-
batch of DGL and Euler.
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Figure 3: GPU utilization of
DGL and Euler.

ture (roughly 400,000 nodes) and 195 MB node features. As-
suming that we use a common training GPU server like AWS
p3dn.24xlarge [4] (8x NVIDIA V100 GPUs and 100Gbps
NIC) as the worker, and that we could saturate the 100Gbps
NIC pulling such data, we can only pull 60 mini-batches of
data in every second.

Second, the model sizes and required FLOPS of GNN are
much smaller than classic DNN models like BERT [15] or
ResNet [25]. V100 needs only 100MB and 20ms to com-
pute a mini-batch of popular GNN models like GraphSAGE.
P3dn.24xlarge can compute 400 mini-batches per second.

There is clearly a huge gap between the data I/O and pre-
processing speed, and GPU computation speed. Consequently,
though frameworks like DGL and Euler adopt pipelining, the
data I/O and preprocessing bottlenecks can only be hidden by
a small fraction and dominate the end-to-end training speed.

Some recent work [20, 29, 38] also observed this problem
and made promising progress. Unfortunately, it still falls short
in performance (§5) and cannot handle giant graphs well.
Next, we will elaborate on the main challenges existing GNN
training frameworks face.

2.3 Challenges in Removing the Bottlenecks
We identify three main challenges. Two are on large commu-
nication traffic for feature retrieving and subgraph sampling
(as shown in Figure 1 and 2). The other is about resource
contention when running all the stages together.
Challenge 1: Ineffective caching for node feature retriev-
ing. As shown in Figure 2, due to the large volume of data
being pulled to workers, node feature retrieval renders the
biggest bottleneck. A natural idea to minimize such com-
munication traffic is to leverage the power-law degree distri-
bution [16] of real-life graphs. For example, PaGraph [38]
adopted a static (no replacement at runtime) cache that stores
the predicted hottest node features locally. Upon cache hit,
the traffic of feature retrieving can be saved. Unfortunately,
on giants graphs like Pinterest graph [53], such a static cache
may only be able to store a small fraction of nodes due to
memory constraints. We find, when only 10% of nodes can
be cached, the static cache only yields <40% cache hit ratios.

Why not use dynamic (replacing some caches at runtime)
cache policies? It is challenging because it would incur large
searching and updating overhead, pointed out in [38]. Over-
heads become even larger when the cache is large (tens of
GB) and stored on GPU. Our best-effort implementation
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Table 1: Qualitative comparison of graph partition algorithms.

Partition
Algorithms

Scalability to
Giant Graphs

Balanced
Training Nodes

Multi-hop
Connectivity

Random [2, 30] 3 3 7

METIS [32] &
ParMETIS [33]

7 3 3

GMiner [10] 3 7 7

PaGraph [38] 7 3 3

echos [42, 44] – we also find that popular policies like LRU
and LFU lead to a near 80-millisecond overhead for updating.

Nevertheless, we will show in §3.2 that it is still possible
to achieve a good trade-off between cache hit ratios and dy-
namic cache overhead by exploiting the characteristics of
GNN training and carefully designing the cache engine.
Challenge 2: Need for a graph partition algorithm that
is scalable and friendly to subgraph sampling. Beyond
node feature retrieving, communication overhead of subgraph
sampling renders another major bottleneck.

The partition algorithms affect the sampling overheads
in two ways. First, they determine cross-partition commu-
nication overhead. GNN sampling algorithms construct a
subgraph by sampling from a training node’s multi-hop neigh-
bors. If the neighbors are hosted on the same graph store
server, the sampler colocated with graph store servers can
finish sampling locally. Otherwise, it must request data from
other servers, incurring a high communication overhead. Like
random partitioning2 [2, 30], naive algorithms are agnostic
to the graph structure. Most state-of-the-art (SOTA) parti-
tion algorithms on graph processing and graph mining, like
GMiner [10] and CuSP [26], only consider one-hop connec-
tivity instead of multi-hop connectivity, which is suboptimal.

Second, partition algorithms determine the load balance
across graph store servers and sampler processes. In a train-
ing epoch, one must iterate all training nodes and sample
subgraphs based on them. For good load balance, one should
balance the training nodes across partitions. However, SOTA
graph partition algorithms only consider balancing all the
nodes, of which only 10% [27, 47] are training nodes. Be-
cause they focus on maintaining neighborhood connectivity,
they may produce less balanced partitions than the pure ran-
dom algorithm, especially imbalanced for the training nodes.

Since we aim for GNN training on giant graphs, the parti-
tion algorithm must be scalable to giant graphs as well. Like
the METIS [32, 33] used by DGL, some partition algorithms
rely on maximal matching to coarsen the graph, which is not
friendly to giant graphs due to high memory complexity [24].
Some other algorithms, such as PaGraph [38], have high time
complexity and are not friendly to giant graphs.

Ideally, we need a partition algorithm that works on giant

2Also including Lux [30], which is a random partition algorithm that
frequently re-partitions the graph for load balancing.
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Figure 4: The architecture of BGL.

graphs and simultaneously minimizes the cross-partition com-
munication and load imbalance during sampling. As shown
in Table 1, none of the existing partition algorithms satisfies
our needs, which motivates our algorithm (§3.3).
Challenge 3: Different data preprocessing stages contend
for resources. When running all stages together, we further
identify a unique problem of GNN training – the preprocess-
ing is much more complex than traditional DNN training.
The subgraph sampling, subgraph structure serialization and
de-serialization, node feature retrieving, and cache engine
all consume CPU and memory/PCIe/network bandwidth re-
sources. We observe that if all the processes freely compete
for resources, the resource contention may lead to poor perfor-
mance. Some operations may try to acquire more resources
than what they need and hence block other operations, while
they do not scale well with more resources.

Existing GNN training frameworks largely ignore this prob-
lem. DGL, PyG, and Euler either blindly let all processes
freely compete or leave the scheduling to underlying frame-
works like TensorFlow and PyTorch. The low-level frame-
works are agnostic to the specifics in GNN training, and thus
are also naive and suboptimal. Our answer to this challenge
is a carefully designed resource isolation scheme (§3.4).

3 Design
We design BGL to address the challenges presented in §2.3.

3.1 Architecture and Workflow
The overall architecture of BGL is shown in Figure 4. A
training job has the following stages.
Pre-training preparation: graph partition. The graph par-
tition module loads the graph data stored in the distributed
storage system (e.g., HDFS), and shards the whole graph into
several partitions. Graph partitioning is a one-time cost, and
the results can be saved in storage and used by other GNN
training tasks later. Then, each partition is loaded into a graph
store server’s memory, ready for subgraph sampling.
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To address Challenge 2 in §2.3, BGL’s graph partition mod-
ule first uses multi-source BFS to merge nodes into several
blocks for reducing the graph size. Optimal graph partitioning
is NP-hard [7]. Hence, we propose a partition heuristic con-
sidering both multi-hop connectivity of blocks and training
workload balancing to maximize the partition locality, thus
minimizing the cross-partition sampling time.
Subgraph sampling at each training step. Samplers run on
the CPUs of graph store servers. They select several training
nodes and sample their multi-hop neighbors by iteratively
sampling next-hop neighbors several times. If all the next-
hop neighbors are stored in the current graph store server,
samplers can get the list locally; otherwise, they need to send
network requests to other graph store servers.
Training GNN using the sampled subgraphs. Each worker
in BGL runs on 1 GPU. It receives sampled subgraphs from
samplers and retrieves features of subgraph nodes from graph
store servers, with a local feature cache engine to improve the
retrieving efficiency.

To address Challenge 1 in §2.3, BGL’s feature cache engine
adopts an algorithm-system co-design. We leverage the tem-
poral locality — in nearby mini-batches, we always attempt
to train nodes with close distance in the graph. Combined
with a FIFO policy, BGL achieves high cache hit ratios and
low cache overheads. Increasing the temporal locality of train-
ing nodes may influence the convergence of GNN models.
We show BGL can preserve the SOTA training accuracy by
carefully introducing randomness in ordering training nodes.
On the system side, we exploit high-bandwidth GPU-to-GPU
communication with NVLinks, and design a multi-GPU cache
supporting dynamic caching strategies.

Finally, BGL uses a fine-grained pipeline, allowing par-
allel and asynchronous execution of each stage. To address
Challenge 3 in §2.3, BGL adopts resource isolation when
assigning resources to each pipeline stage. Specifically, BGL
formulates an optimization problem and assigns isolated re-
sources accordingly to minimize the execution time of each
pipeline stage under resource constraints (§3.4).

3.2 Feature Cache Engine
Feature retrieving contributes to the majority of communica-
tion overheads. We propose a feature cache engine, which
uses system-algorithm co-design to minimize this overhead.

3.2.1 Dynamic Cache Policy
The first question is, which dynamic caching policy should we
choose? PaGraph [38] indicates that dynamic policies have
too high overheads. Based on our best-effort implementation3,
we compare popular caching policies, including LRU, LFU
and FIFO in Figure 5a. Since cache queries arrive in batches,
we define the cache hit ratio as the percentage of hit nodes
in total number of nodes in a batch. The cache overhead is

3We implement LFU and LRU with O(1) time complexity and use a
contiguous 1D array as a HashMap to speed up key searching.

(a) Trade-off between hit ratios and
overhead (10% cache size).
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Figure 5: We test the cache hit ratios and overhead on Ogbn-papers
with different cache sizes. PO is short for proximity-aware ordering,
which is proposed in §3.2.2.

the amortized time, including cache lookup on all nodes and
cache update upon cache misses. Hence, a higher cache hit
ratio, representing less frequent cache updates for dynamic
caching, can help reduce the amortized overhead.

LRU [42] and LFU [44] indeed have intolerable cache over-
head. FIFO’s overhead (<20ms per batch) meets the through-
put requirement for GNN training – as mentioned in §2, an it-
eration of typical GNN model computation on GPU is around
20ms. In an asynchronous pipeline with cache as a part of
data prefetching, FIFO cache will not become the bottleneck.

However, FIFO’s cache hit ratio is unimpressive – it is even
lower than static policy’s (Figure 5b). The reason is that FIFO
does not leverage the distribution of node features. Regardless
of how hot the node feature is, it is evicted as frequently as
other colder node features.

3.2.2 Proximity-Aware Ordering
To address the above problem, we propose proximity-aware
ordering – in nearby mini-batches, we always attempt to
visit the neighboring training nodes in the graph. Figure 5b
shows that FIFO combined with proximity-aware ordering
can achieve the highest cache hit ratio among all candidate
cache policies while maintaining low cache overhead.

We observe that each node may appear more than once
among different training batches (e.g., node 9 in Figure 6a
appears three times in sampled subgraphs). This gives us
an opportunity for data reuse by caching node features in
nearby mini-batches (a.k.a., temporal locality). With random
training nodes sampling, the chances of a node in nearby
training batches are low. In order to increase the probability,
we propose to select training nodes in a BFS order. BFS
preserves the graph connectivity in terms of number of hops.
Hence, nearby training nodes in graphs are more likely to
be selected in consecutive batches. As a result, this ordering
increases the probability that each node appears in consecutive
batches and improves the cache hit ratio.

For example, in Figure 6a, starting from a BFS root node
17 , we can generate a BFS sequence of training nodes. Ran-
dom ordering (Figure 6b) results in no cache hits in the first
three batches. On the contrary, with proximity-aware order-
ing (Figure 6c), the second batch and the third batch contain
nodes that exist in the previous batches (i.e., { 17 , 9 , 3 }
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Figure 6: Compared to random ordering, using proximity-aware
ordering improves hit ratios of FIFO cache.

in the second batch and { 9 , 3 , 1 , 2 } in the third batch).
Consequently, FIFO cache hits are improved from 8 to 14.

However, there is a trade-off between improving the tempo-
ral locality and ensuring model convergence. Traversal-based
ordering improves the temporal locality but violates the i.i.d.
requirement of SGD, leading to different label distributions of
batches and slowing model convergence. On the other hand,
random ordering, such as random shuffling, achieves state-of-
the-art model accuracy by selecting random training nodes,
with the cost of poor temporal locality.

Our proximity-aware ordering needs to balance the above
trade-off. The key idea is that SGD is robust enough, and
slightly relaxing the i.i.d. requirement does not influence the
convergence rate. Theorem 3.15 in [41] shows that if there is
little difference between the output distribution of one order-
ing algorithm A and the uniform distribution, A will not cause
accuracy degradation. Hence, in BGL, samplers still select
training nodes based on BFS traversal, while we carefully
introduce randomness to reduce the difference.

We introduce the following randomness. First, we use sev-
eral different BFS sequences, instead of only one, and each
of them is generated by selecting random BFS roots. To form
a training batch, we select training nodes from different se-
quences in a round-robin manner. Second, we circularly shift
each BFS sequence by a random position. Since giant graphs
have lots of small connected components [37], they are more
likely to be traversed at last and appended at the end of each
BFS sequence in our implementation. This deterministic be-
havior harms the model accuracy. Shifting by a random posi-
tion minimizes its impact to the model, and circular shifting
preserves the order of consecutive nodes in BFS sequences.

How many BFS sequences should we select? We find, as
long as the model convergence is guaranteed, we should use
the minimum number of sequences to maximize the tempo-
ral locality. Meng et al. [41] define the difference ε, named
shuffling error, as the total variation distance between the two
distributions, and proves that, if ε 6

√
bM/n, the convergence

is not influenced, where b is the batch size, M is the number
of workers and n is the size of training data.

Based on the above theorem, we determine the number of
sequences as follows. We use the label distribution to calculate
the shuffling error. The label distribution of proximity-aware
ordering is estimated as the probability of each label appear-
ing in each mini-batch. Before training, BGL firstly generates
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Figure 7: Structure and workflow of feature cache engine.

hundreds of BFS sequences. After that, it gradually increases
the number of BFS sequences from one until the shuffling er-
ror is smaller than the requirement of convergence (

√
bM/n).

During training, BGL constructs each training batch by intro-
ducing randomness and reusing generated sequences. This
procedure incurs negligible overheads (<1% training time).

3.2.3 Maximizing Cache Size
Based on the observation that GNN models are typically small
(§2.3) and large GPU and CPU memory are unused, in BGL,
we jointly use the memory of multiple GPUs (if the training
job uses multiple GPUs) and CPU memory to build a two-
level cache, which can enlarge the cache size and increase the
cache hit ratio. The detailed structure and cache workflow of
our feature cache engine is shown in Figure 7.
Multi-GPU Cache. We create one cache map and one cache
buffer for each GPU. Cache map is a HashMap with node
IDs as keys and the pointers to buffer slots in cache buffer
as values. Cache buffer contains buffer slots, storing node
features. Each GPU cache map manages its own cache buffer.

To avoid wasting precious GPU memory, we ensure no
duplicated entries among all GPU cache buffers by assign-
ing different and disjoint node IDs to each GPU cache map
(mod by the number of workers). A GPU can fetch node fea-
tures from another GPU via P2P GPU memory copy using
NVLinks. As mentioned in §2.2, transferring 60 mini-batches
can saturate the 100Gbps NIC and PCIe 3.0 x16 bandwidth.
Hence, using NVLinks not only provides high bandwidth and
low latency for inter-GPU communication, but it also allevi-
ates heavy communication in the network and PCIe links.

Since CPU memory is much larger than GPU memory,
BGL also adds a CPU cache on top of the multi-GPU cache to
further increase the cache size and reduce the communication
traffic to graph store servers. The CPU cache uses the same
cache policy as the GPU cache, so we omit the details.
Cache Workflow that Guarantees Consistency. As shown
in Figure 7, the workflow of the cache engine goes as follows.
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After receiving sampled subgraphs ( 1 ), dispatching threads
split the subgraph nodes by mod operation into multiple cache
queries4 and send them to cache query queues ( 2 ). Each
processing thread is assigned to one GPU cache buffer and
processes all cache queries on this buffer ( 3 ). It first looks up
the subgraph nodes in the GPU cache map and then gathers
cached features of those nodes from GPU cache buffers ( 4 ).
In case of GPU cache misses, it looks up the CPU cache map
for uncached nodes, gathers cached feature tensors from CPU
cache buffer, and sends them to the GPU ( 5 ). The remainders
are requested from graph store servers and sent to GPUs once
received ( 6 ). Finally, the cache map and the cache buffer are
updated according to our FIFO caching policy.

Though node features are immutable (§2), cache buffers
are still mutable. The cache buffer and the cache map may be
inconsistent when some buffer slots are read and written by
different GPU workers simultaneously (which occurs when
different nodes are assigned to the same buffer slot). To ensure
the consistency between the cache buffer and the cache map,
a naive solution is to use locks for each buffer slot. But, this
locking means synchronization in CUDA APIs for GPUs,
leading to large overhead. Our solution is to queue all the
operations towards a given GPU cache, including queries and
updates. Only one processing thread polls the queue and then
reads or writes the corresponding GPU cache buffer. This
reduces the overhead by 8x compared with using locks while
avoiding racing.

3.3 Graph Partition Module
3.3.1 Partition Workflow

Graph partitioning largely impacts the cross-partition commu-
nication when sampling subgraphs. As described in §2.3, a
good partition algorithm should have the following properties:
(1) scalability to billion-node graphs, ensuring (2) multi-hop
connectivity, and (3) training load balance.

Our algorithm exploits two types of processes: block gener-
ators and a block assigner. Block generators generate blocks,
each of which is a connected subgraph and treated as one node
in the coarsened graph. The block assigner collects blocks of
the coarsened graph from block generators and assigns each
block to one partition. We outline the three major steps of our
partition algorithm in Figure 8.
(1) Multi-level Coarsening: Each block generator loads dis-
joint graph data from HDFS and generates blocks on the
loaded graph.

Different from merging procedures used in other partition
algorithms (e.g., maximal matching in METIS), we use multi-
source BFS to generate blocks, which can preserve multi-
hop connectivity in the original graph. The block generator
randomly chooses a few nodes as the BFS source nodes. Each
source node is assigned a unique block ID and broadcasts the

4A cache query contains all nodes which are assigned to one GPU cache
buffer by mod operation in a sampled subgraph.
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Figure 8: The partition workflow. Node colors denote different
blocks in the coarsened graph (step 2 ), or the nodes belonging
to different blocks (steps 1 and 3 ).

block ID to its neighbors. Once the block size (i.e., the number
of nodes with the same block ID) exceeds a threshold (e.g.,
100K), or there are no unvisited neighbors in BFS, a block is
generated. When all nodes are visited, the block generating
procedure stops. At the same time, block generators maintain
a mapping from the node ID to block ID, and synchronize it
among them for uncoarsening.

However, we find billion-node graphs have numerous con-
nected components [37]. After one round of coarsening, the
coarsened graph still contains a large quantity of nodes, which
results in large partition complexity. Hence, we further de-
ploy a multi-level coarsening strategy. First, for small blocks
connecting to large blocks5, we merge them to their large
block neighbors. Second, other small blocks without large
block neighbors are randomly merged. By considering neigh-
borhood relationship, this approach not only speeds up the
partition process but also preserve the multi-hop connectivity.
(2) Block Collection & Assignment: The block assigner
collects the blocks of the multi-level coarsened graph from
block generators. It applies a greedy assignment heuristic
for each block, targeting both multi-hop locality and train-
ing node balancing. The block assigner then broadcasts the
block partitions to the generators. We leave the details of the
assignment heuristics in §3.3.2.
(3) Uncoarsening: Upon receiving the block assignment
results from the block assigner, the block generators start
mapping back the blocks to the nodes in the original graph,
i.e., uncoarsening. The partition results are then saved to the
HDFS file (step 3 of Figure 8).

As a result, our partition algorithm has low time complexity
and is friendly to giant graphs. Let E1 be the set of edges in the
coarsened block graph after BFS. E2 denotes the set of edges
in the graph for assignment after multi-level block merging,
and j denotes the number of hops to maintain connectivity.
We reduce the time complexity of the assignment to O(|E2| j),
much lower than SOTA O(|E | j) [38], where |E2| � |E |. The
total partitioning complexity is O(|E |+ |E1|+ |E2| j).

5Empirically, we set blocks with top 10% sizes as large blocks.
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3.3.2 Assignment Heuristic
Since optimal graph partitioning is NP-hard [7], we propose a
new heuristic for assigning blocks to partitions by considering
the special requirements of GNN training.

Our heuristic is to derive the block assignments by solving
the following maximization problem:

max
i∈[k]

{(
∑

j

∣∣P(i)∩Γ
j(B)

∣∣) ·(1− |T (i)|
CT

)
·
(

1− |P(i)|
C

)}
where k is the number of partitions; each partition is referred
by its index P(i). Based on this heuristic, each block B is
assigned to the partition with the maximum value.

The first term in the heuristic is the multi-hop block neigh-
bor term, ∑ j |P(i)∩Γ j(B)|, which counts the intersection be-
tween the set of j-hop neighbor blocks of B, Γ j(B), and the
current partition P(i). Using this term, we tend to assign the
current block to a partition with the maximum number of
neighbors and preserve the multi-hop connectivity. Second,
we introduce the training node penalty term, (1−|T (i)|/CT ),
where T (i) denotes the set of training nodes that have been
assigned to the ith partition, and CT = |T |/k denotes the train-
ing node capacity constraint on each partition. By maximizing
this term, each partition is enforced with the same number
of training nodes. Third, we introduce the node penalty term,
(1−|P(i)|/C), where C = |V |/k is the capacity constraint on
each partition. This term is commonly used in existing par-
tition algorithms to balance the number of nodes among the
partitions. Finally, we multiply the three terms to maximize
them simultaneously.

3.4 Resource Isolation For Contending Stages
To improve resource utilization and training speed, we di-
vide GNN training into 8 asynchronous pipeline stages (see
Figure 9) with careful consideration of data dependency and
resource allocation. This is more complex than traditional
DNN training. Some of the stages contend for CPU, Net-
work, and PCIe bandwidth resources: (i) Processing sampling
requests and constructing subgraphs compete for CPUs on
graph store servers. (ii) Subgraph processing (e.g., convert-
ing graph format) and executing cache workflow compete
for CPUs in the worker machine. (iii) Moving subgraphs and
copying features to GPUs compete for PCIe bandwidth.

However, we find that if all the processes freely compete
for resources, the resource contention may lead to poor per-
formance. A key reason is that some operators may acquire
more resources than what they actually need and block other
stages, with which they do not scale well.

For example, we observe that for the executing cache work-
flow stage (Stage 4 in Figure 9), when the number of CPU
cores exceeds a threshold (e.g., 40), the performance con-
verges or even degrades with more CPU cores (e.g., more
than 64). This is because of the memory bandwidth limit, syn-
chronization and scheduling overhead in the multi-threading
library like OpenMP [8].
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Figure 9: GNN training pipeline in BGL.

To solve the above problem, we propose a profiling-based
resource allocation to assign isolated resources to different
pipeline stages. We first profile the execution time of each
stage and then adjust resource allocation to balance the exe-
cution time of each stage. We formulate the following opti-
mization problem to compute the best resource allocation in
a given GNN training task:

min max
{

T1

c1
,

T2

c2
,Tnet ,

T3

c3
,

DI

bI
, f (c4),

DII

bII
,Tgpu

}
s.t. c1 + c2 6Cgs, c3 + c4 6Cwm, bI +bII 6 Bpcie

The objective is to minimize the maximal completion time
of all pipeline stages. The constraints are resource capacity
constraints for CPU on graph store servers, CPU on worker
machines, and PCIe bandwidth. The main decision variables
are ci (i∈{1,2,3,4}), the number of CPUs required for the ith
stage; and bi (i∈ {I, II}), PCIe bandwidth of the ith stage. All
the other quantities are profiled by our system, including the
time of the ith stage Ti, the data size of processed subgraphs
DI , and the average data size of missed features DII when the
cache is stable. Cgs and Cwm denote the number of CPU cores
on graph store servers and worker machines, respectively,
and Bpcie is the PCIe bandwidth of the worker machines. We
assume linear acceleration of CPU execution, except on pro-
cessing caching operation (Stage 4 in Figure 9). We introduce
a fitting function f (c4) = a/c4 +d to output the completion
time of caching stage with a certain number of CPU cores c4,
where a and d are approximated by pre-running.

We use brute-force search to find the optimal resource al-
location. To reduce the search space, we add integer assump-
tions on bandwidth variables bI and bII . The time complexity
is O(C2

gs +C2
wm +B2

pcie) in the worst case. On average, our
method spends less than 20ms on searching for the best re-
source allocation strategy for GNN training pipeline.

4 Implementation
We implement BGL with over 4,400 lines of C++ code and
3,300 lines of Python code. We reused the graph store module
and GPU backend of the open-sourced Deep Graph Library
(DGL v0.5 [1, 48]), and utilized the graph processing module
of GMiner [10] for partitioning. Our design can be applied to
other GNN frameworks with little change. We are collaborat-
ing with the DGL team to upstream our implementation.
Requirement. BGL exploits NVLinks/NVSwitches for high-
bandwidth low-latency cross-GPU communication for multi-
GPU cache. Our measurement shows that without NVLinks,
the feature cache engine retrieves cached features from other
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Table 2: Datasets used in evaluation.

Ogbn- Ogbn- User-Itemproducts papers

Nodes 2.44M 111M 1.2B
Edges 123M 1.61B 13.7B
Feature Dimension 100 128 96
Classes 47 172 2
Training Set 196K 1.20M 200M
Validation Set 393K 125K 10M
Test Set 2.21M 214K 10M

GPUs via PCIe with much lower bandwidth, which could
decrease throughput of BGL by 50%.
Feature Cache Engine. Cache workflow in feature cache en-
gine contains several GPU operations, such as copying tensor
from CPU memory to GPU memory and launching kernels to
copy tensor from/to other GPUs. To make cache processing
asynchronous, we enqueue all cache GPU operations into
a dedicated CUDA stream, and pre-allocate dedicated CPU
memory as buffers and pin these memory. Our cache en-
gine uses CUDA Unified Virtual Addressing and enables fast
GPU P2P communication on each cache processing thread.
The cache processing thread enqueues a lightweight CUDA
callback function into the CUDA stream, which counts the
number of finished cache queries and notifies workers.

To further expedite FIFO performance, BGL uses multiple
OpenMP threads to execute FIFO concurrently. We maintain
an atomic tail shared by all threads to record the next col-
umn index of the GPU cache buffer for insertion or eviction.
When inserting a new node, each thread finds the next po-
sition by atomically increasing tail, and the real position
is (tail+1)%buffer_size. If this position has an old node,
it evicts the old node from the GPU cache map. Since we
assume node features are immutable during training, old node
features are implicitly evicted by inserting new node features.
Inter-Process Communication. We use separate processes
for sampling, feature retrieving, and GNN computation stages.
To minimize the IPC overhead, we use shared memory to
avoid unnecessary memory copy among different processes.
Specifically, we use Linux Shared Memory and CUDA IPC to
avoid unnecessary CPU and GPU memory copy, respectively.

5 Evaluation

5.1 Methodology

Testbed. We evaluate BGL on a heterogeneous cluster with
4 GPU servers and 32 CPU servers. The GPU server has 8
Tesla V100-SMX2-32GB GPUs (connected by NVLink v2),
96 vCPU cores, and 356GB memory. Each CPU server has
96 vCPU cores and 480GB memory. All servers are inter-
connected with 100Gbps Mellanox CX-5 NICs. The graph
datasets are stored in HDFS.
Datasets. As shown in Table 2, we train GNNs on three
datasets with different sizes, including two public graph

datasets: Ogbn-products [27] and Ogbn-papers [47], as well
as a proprietary web-scale graph dataset: User-Item.
GNN Models. We evaluate BGL with three representative
GNN models: GCN (Graph Convolution Network) [36],
GAT (Graph Attention Network) [46] and GraphSAGE [23].
We use the same model hyper-parameters as OGB leader-
boards [3], e.g., 3 layers and 128 hidden neurons per layer.
Mini-batch Sampling Algorithms. In our experiments, we
use Neighbor Sampling [23], which is shown to achieve com-
parable model performance with full-batch graph training.6

Except for the experiment in §5.7, we set the mini-batch size
to 1000, i.e., each mini-batch contains 1000 sampled sub-
graphs and each subgraph contains one training node and its
three-hop neighbors with fanout {15,10,5}.
Baselines. We use four open-sourced and widely-used GNN
training frameworks as baselines for comparison7.
• Euler [2]: Euler (v1.0) is a distributed graph learning

system built atop TensorFlow [5]. We use TensorFlow’s GPU
backend for acceleration.
• DGL [1]: DGL is a deep learning library for graphs,

compatible with multiple deep learning frameworks. We use
the DGL v0.5 release (DistDGL [58]).
• PyG [17]: PyG (v1.6.0) extends PyTorch for deep learn-

ing on graphs. It contains a mini-batch loader for multi-GPU
support in a single machine.
• PaGraph [38]: PaGraph is a sampling-based GNN frame-

work with a static cache strategy on GPU, which supports
multi-GPU in a single server.

Specifically, PyG co-locates graph store servers and work-
ers and allows graph sampling on the same machine only,
making it unable to process large graph datasets (i.e., Ogbn-
papers and User-Item) due to memory limit. Hence, we only
compare BGL with PyG on Ogbn-products dataset. When
training on User-Item dataset with DGL and PaGraph, we
separate the graph store servers from the workers since our
GPU servers do not have enough memory to load the graph
partitions. To evaluate the performance boundary, we use 4, 8
and 32 CPU-based graph store servers for all frameworks on
Ogbn-products, Ogbn-papers and User-Item respectively.
Graph Partitioning. DGL uses METIS partitioning for small
graphs (i.e., Ogbn-products), and Random partitioning for
large graphs that cannot be fitted into a single machine (i.e.,
Ogbn-papers and User-Item). Euler uses random partitioning
for all graphs, and BGL uses the proposed algorithm in §3.3,
where we set j = 2, i.e., searching two-hop neighbors.

5.2 Overall Performance
Figure 10, 11 and 12 show the training speed of baselines
and BGL in log scale when training the three GNN models

6BGL can also be applied to other vertex-centric GNN sampling algo-
rithms, e.g., layer-wise sampling [11] and random walk sampling [53]. We
omit the evaluation of other sampling algorithms since it is beyond our scope.

7We omit P3 [20] because it is not open-sourced.
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(a) GraphSAGE (1.38x - 45.98x) (b) GCN (1.49x - 41.33x) (c) GAT (1.14x - 40.60x)
Figure 10: Throughput of 3 GNN models on Ogbn-products in log scale. Numbers above bars are speedups of BGL over other systems.

(a) GraphSAGE (1.86x - 39.62x) (b) GCN (1.84x - 32.11x) (c) GAT (1.28x - 68.97x)
Figure 11: Training throughput of 3 GNN models on Ogbn-papers in log scale. Numbers above bars are speedups of BGL over other systems.

(a) GraphSAGE (1.42x - 14.16x) (b) GCN (1.38x - 12.08x) (c) GAT (1.31x - 29.73x)
Figure 12: Training throughput of 3 GNN models on User-Item in log scale. Numbers above bars are speedups of BGL over other systems.

on three graph datasets, with the number of workers rang-
ing from 1 to 8, where each worker has one GPU. We use
samples/sec as the metric to measure the training speed. A
sample is a sampled subgraph of one training node.
Different Frameworks. BGL achieves 1.14x - 69x speedups
over four baselines in all settings. BGL has 69x (the most)
speedup over Euler. This is because Euler’s random sharding
in graph partition has very low data locality, resulting in fre-
quent cross-partition communication in sampling. DGL does
not cache features on GPU, introducing significant feature
retrieving time. Thus, BGL outperforms DGL by up to 30x.
PaGraph performs the best among baselines. It places graph
structure data on each GPU with static caching on node fea-
tures, leading to much faster data preprocessing. Even in this
case, BGL still has up to 3.27x speedup, thanks to dynamic
feature caching and resource isolation for contending pipeline
stages. BGL outperforms all other systems, and the geomet-
ric mean of speedups over PaGraph, PyG, DGL and Euler is
1.91x, 3.02x, 7.04x and 20.68x, respectively.
Different GNN models. The training performance varies sig-
nificantly across different GNN models. We see that BGL
achieves significantly higher performance improvement with
GraphSAGE and GCN models, by up to 30x as compared to
DGL and PyG. With the computation-intensive GAT model,
however, the training speed of PyG and DGL is closer to that
of BGL. Hence the gain for BGL ranges from 14% to 8x.
It is because the GAT model is computation-bound due to
incorporating the attention mechanism into the propagation
step, while its communication is less intensive than the other
two GNN models; the higher ratio of computation over other
stages results in a smaller improvement space for BGL. We

see that Euler performs the worst in GAT, since it does not
optimize the GPU kernels for irregular graph structures.
Scalability. BGL also outperforms other frameworks in
terms of scalability. Without caching features on GPU, the
throughput of baseline frameworks is bounded by PCIe band-
width. For example, DGL has only 3x speedups when in-
creasing the number of GPUs from 1 to 8. BGL reduces the
transmitted data through PCIe bandwidth with efficient GPU
cache, resulting in linear scalability in throughput. Multi-GPU
systems often suffer poor scalability due to synchronization
overhead or resource contention. However, our design and
implementation of multi-GPU memory sharing scales well
with the increased number of GPUs. With extra bandwidth
brought by NVLink, accessing cache entries on other GPUs
introduces negligible overhead. On the contrary, the increased
cache capacity improved the cache hit ratio (Figure 5b) and
reduced overall feature retrieving time (Figure 13).

We observe the relatively lower improvement with the User-
Item dataset. On the billion-node graph dataset, the subgraph
sampling and feature retrieving becomes more time consum-
ing, due to the inconsistent sampling performance of DGL
graph store server and sparse graph structure. Hence, BGL
cannot produce the similar level of overlapping with the un-
changing model computation time.
GPU Utilization. We compare the GPU utilization achieved
by BGL and DGL with the same GPU backend. We run
GraphSAGE and GAT models on Ogbn-products dataset
with 8 GPU. BGL achieves 99% GPU utilization with the
computation-intensive GAT model, while DGL’s utilization is
only 38%. For GraphSAGE model with shallow neural layers,
BGL improves the GPU utilization from 10% to 65%.
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Figure 13: Retrieving time per
mini-batch on Ogbn-papers.

Figure 14: Graph sampling time
per epoch during training.

Figure 15: BGL reduces ratio of
cross-partition communication.

Figure 16: One-time partitioning
execution time before training.

5.3 Impact of Feature Cache Engine
In §3.2, we have shown the cache hit ratio with different cache
policies and cache sizes. The trend of them is similar on other
datasets. Here, we present the amortized feature retrieving
time with the feature cache engine.

We compare the feature retrieving time of one mini-batch
using different GPUs on Ogbn-papers. We implement Pa-
Graph static caching policy in BGL, which caches the features
of high-degree nodes. Euler and DGL do not have cache, so
the feature retrieving time is the elapsed time of transmitting
features from graph store servers to GPU memory. As shown
in Figure 13, due to high cache hit ratios and low cache over-
head, the feature retrieving time of BGL is the shortest among
all systems. Compared to other systems on 1 GPU worker,
BGL reduces the feature retrieving time by 98%, 88% and
57% for Euler, DGL and PaGraph, respectively.

5.4 Impact of Graph Partition

We compare the graph partition algorithm in BGL with Ran-
dom and GMiner partitioning, since only these two partition
algorithms can scale to Ogbn-papers and User-Item. We eval-
uate the sampling time per epoch and the one-time partition
time (counted from loading the graph data to saving the parti-
tion results to files) under different partition algorithms. Ogbn-
products, Ogbn-papers and User-Item are divided into 2, 4
and 4 partitions, respectively.

Figure 14 shows the graph sampling time (per epoch) under
different partition algorithms. BGL achieves the best perfor-
mance across different graph datasets, reducing the sampling
time by at least 20% over Random partition algorithm. Com-
pared to GMiner, BGL manages to drop the sampling time by
14% and 10% for Ogbn-products and Ogbn-papers, respec-
tively, thanks to its training node balancing and multi-hop
connectivity of partitioning.

Figure 17: Resource isolation im-
proves training throughput.
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Figure 18: BGL scales well to
multiple worker machines.

(a) BS 1000, 3 hops, FO {10,10,10}. (b) BS 500, 2 hops, FO {10,25}.

Figure 19: Training throughput of GraphSAGE using different hyper
parameters on 4 GPUs. BS and FO stand for ‘batch size’ and ‘fanout’.

The reduction in sampling time mainly comes from the
reduced cross-partition (inter-server) communication during
distributed neighbor sampling. As shown in Figure 15, by
including multi-hop locality when partitioning, BGL reduces
the ratio of cross-partition communication by 25%, 44%, and
33% for Ogbn-products, Ogbn-papers and User-Item, respec-
tively. The cross-communication traffic is only determined by
the number of partitions, but not the number of graph store
servers or worker machines.

Partitioning a large-scale graph is time consuming. Hence,
BGL introduces multi-level coarsening to mitigate the extra
complexity brought by computing multi-hop locality. Fig-
ure 16 shows BGL’s partition algorithm runs as fast as
the well-optimized original GMiner, and is even better than
GMiner on graph User-Item with 20% reduction of time.

5.5 Impact of Resource Isolation
To evaluate the effectiveness of our resource isolation mecha-
nism, we compare BGL with Euler, DGL, PaGraph, and BGL
without resource isolation when training GraphSAGE with
4 GPUs on datasets Ogbn-products and Ogbn-papers. ‘BGL
w/o isolation’ is a naive resource allocation method that shares
all pipeline stages resources. It increases resource utilization
but incurs larger contention and parallel overhead.

As shown in Figure 17 (in log scale), BGL achieves the
highest throughput. Both BGL and ‘BGL w/o isolation’ out-
perform Euler and DGL. Due to the overhead of resource
contention, the performance of ‘BGL w/o isolation’ on Ogbn-
products is even lower than that of PaGraph. BGL uses re-
source isolation method, which mitigates the resource con-
tention among different pipeline stages and incurs a lower
parallel overhead of OpenMP. As a result, BGL speedups the
throughput by up to 2.7x, compared to the naive resource
allocation strategy without isolation and PaGraph.
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5.6 Scalability to Multiple Worker Machines
To show the scalability of multiple worker machines, we vary
the number of worker machines from 1 to 4, and each has 4
GPUs. We train GraphSAGE model on graph Ogbn-papers
with Euler, DGL and BGL. The number of graph store servers
remains the same as in §5.2.

As shown in Figure 18, BGL improves throughput from
250K to 769K (76% of linear scalability) when the number
of worker machine increases from 1 to 4. Due to no feature
cache on GPU and bottleneck in PCIe and network bandwidth,
throughput of Euler and DGL cannot scale well when increas-
ing the number of worker machines. Since our GPU servers
only use NVLink v2, the cache engine cannot share GPU
memory across machines, and BGL’s throughput increases
slightly slower than linear scaling.

5.7 Impact of Hyper Parameters
To verify the robustness of BGL, we evaluate training speedup
under different hyperparameters (batch size, number of layers
and fanouts). As shown in Figure 19, we use another two
widely-used training settings in OGB leaderboards [3]. We
train GraphSAGE on graph Ogbn-papers and User-Item with
4 GPUs. BGL outperforms DGL and Euler as well. The geo-
metric mean of speedup of BGL for Euler and DGL is 10.44x
and 7.50x, respectively. The computation of 2-layer Graph-
SAGE is faster than that with 3 layers. Hence, throughput of
three systems in Figure 19b is higher than in Figure 19a.

5.8 Model Accuracy
To verify the correctness of BGL, we evaluate the test accu-
racy on GAT and GraphSAGE with Ogbn-products, Ogbn-
papers and User-Item. Each task is trained with 100 epochs for
convergence. DGL uses RO while BGL uses PO. As shown
in Figure 20, BGL converges to almost the same accuracy as
the original DGL but the convergence of BGL is much faster.

6 Related Work
Graph Partition Algorithms. Graph partitioning is widely
adopted when processing large graphs. NeuGraph [40] lever-
ages the Kernighan-Lin [34] algorithm to partition graphs
into chunks with different sparsity levels. Cluster-GCN [12]
constructs the training batches based on the METIS [32]
algorithm, together with a stochastic multi-clustering frame-
work to improve model convergence. When dealing with large
graphs in distributed GNN training, partition algorithms, such
as Random [2, 30, 39], Round-Robin, and Linear Determinis-
tic Greedy [6], are often used [2, 48, 55, 60]. They incur low
partitioning overhead while not ensuring partition locality.
GNN Training Frameworks. In recent years, new special-
ized frameworks have been proposed upon existing deep learn-
ing frameworks to provide convenient and efficient graph op-
eration primitives for GNN training [2, 17, 40, 48, 60]. Other
than DGL [48], Euler [2] and PyG [17], NeuGraph [40] trans-
lates graph-aware computation on dataflow and recasts graph

(a) GraphSAGE on Ogbn-products (b) GAT on Ogbn-products

(c) GraphSAGE on Ogbn-papers (d) GAT on Ogbn-papers

(e) GraphSAGE on User-Item (f) GAT on User-Item

Figure 20: BGL achieves the same accuracy as DGL, using 1 GPU.

optimizations to support parallel computation for GNN train-
ing. However, it can only train small graphs on multi-GPUs
in a single machine. AliGraph [60] is a GNN system that
consists of distributed graph storage, optimized sampling op-
erators and runtime to support both existing GNNs and in-
house developed ones for different scenarios. AGL [55] is a
scalable and integrated GNN system implemented on MapRe-
duce [14] that guarantees good system properties. However,
neither Aligraph nor AGL exploits GPU acceleration.
GNN Training Acceleration. Various systems have been
devoted to improving GNN training performance.

Some works [9, 31, 40, 45, 49] target full-batch training.
GNNAdvisor [49] explores the GNN input properties and pro-
poses a 2D workload management and specialized memory
customization for system optimizations. DGCL [9] proposes a
communication planning algorithm to optimize GNN commu-
nication among multiple GPUs with METIS partition. Both
projects assume graphs are stored in a single machine.

Some works [20, 38, 60] target mini-batch training. Pa-
Graph [38] adopts static GPU caching for high-degree nodes.
GNNLab [52] proposes a pre-sampling-based static caching
policy. They assume that a graph can be loaded in a single
machine, making them infeasible for billion-node graphs.

P3 [20] reduces retrieving feature traffic by combining
model parallelism and data parallelism. However, hybrid par-
allelism in P3 incurs extra synchronization overhead. Its per-
formance suffers when hidden dimensions exceed 128 (a com-
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mon practice in modern GNNs). Further, P3 overlooked the
subgraph sampling stage, where random hashing partitioning
leads to extensive cross-partition communication.

Some works try to improve graph sampling performance
on GPUs, such as NextDoor [29] and C-SAW [43]. However,
their performance is limited by small GPU memory. Hence,
they are not suitable for giant graphs.

7 Conclusion
We present BGL, a GPU-efficient GNN training system for
large graph learning that focuses on removing the data I/O and
preprocessing bottleneck to achieve high GPU utilization and
accelerate training. To minimize feature retrieving traffic, we
propose a dynamic feature cache engine with proximity-aware
ordering, and find a sweet spot of low overhead and high cache
hit ratio. BGL employs a novel graph partition algorithm tai-
lored for sampling algorithms to minimize cross-partition
communication during sampling. We further optimize the re-
source allocation of data preprocessing using profiling-based
resource isolation. Our extensive experiments demonstrate
that BGL significantly outperforms existing GNN training
systems by 1.91x on average. We will open-source it in the
future and hope to continue evolving it with the community.
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Abstract

Training deep neural networks (DNNs) is becoming increas-

ingly more resource- and energy-intensive every year. Unfor-

tunately, existing works primarily focus on optimizing DNN

training for faster completion, often without considering the

impact on energy efficiency.

In this paper, we observe that common practices to improve

training performance can often lead to inefficient energy us-

age. More importantly, we demonstrate that there is a tradeoff

between energy consumption and performance optimization.

To this end, we propose Zeus, an optimization framework to

navigate this tradeoff by automatically finding optimal job-

and GPU-level configurations for recurring DNN training

jobs. Zeus uses an online exploration-exploitation approach

in conjunction with just-in-time energy profiling, averting the

need for expensive offline measurements, while adapting to

data drifts over time. Our evaluation shows that Zeus can im-

prove the energy efficiency of DNN training by 15.3%–75.8%

for diverse workloads.

1 Introduction

Deep neural networks (DNNs) have received ubiquitous adop-

tion in recent years across many data-driven application do-

mains such as computer vision [20, 38, 65], natural language

processing [21, 57], personalized recommendation [32, 39],

and speech recognition [33]. To effectively support such

growth, DNN models are predominantly trained in clusters of

highly parallel and increasingly more powerful GPUs [15,70].

However, growing demand for computation ultimately

translates to greater energy demand. For instance, train-

ing the GPT-3 model [13] consumes 1,287 megawatt-hour

(MWh) [75], which is equivalent to 120 years of electricity

consumption for an average U.S. household [1]. This trend

continues to grow: Meta reports an increasing electricity de-

mand for AI, despite a 28.5% operational power footprint re-

duction [96]. Yet, existing literature on DNN training mostly

ignores energy efficiency [83].

We observe that common performance optimization prac-

tices for DNN training can lead to inefficient energy usage.

For example, many recent works prescribe large batch sizes

for higher training throughput [29,84]. However, we show that

maximizing raw throughput may come at the cost of lower

∗Equal contribution.

energy efficiency. Similarly, modern GPUs allow the configu-

ration of a power limit that caps its maximum power draw, but

existing solutions often ignore it. Our analysis of four genera-

tions of NVIDIA GPUs shows that none of them are entirely

power proportional, and drawing maximum power gives di-

minishing return. Indeed, carefully choosing the right batch

size and GPU power limit can reduce energy consumption by

23.8%–74.7% for diverse workloads (§2.2).

Unfortunately, reducing energy consumption is not entirely

free – we discover that there is a tradeoff between energy con-

sumption and training time for a given target accuracy (§2.3).

Our characterization of the energy-time Pareto frontier high-

lights two notable phenomena. First, for a given training job,

all Pareto-optimal configurations provide varying amounts of

energy reductions in comparison to blindly using the maxi-

mum batch size and GPU power limit. Second, the amount

of reduction in energy consumption often has a non-linear

relationship with the increase of training time. This raises a

simple question: how do we automatically identify and navi-

gate the tradeoff between energy consumption and training

time for DNN training?

In this paper, we present Zeus to address this question.

Zeus is a plug-in optimization framework that automatically

configures the batch size and GPU power limit to minimize

the overall energy consumption and training time for DNN

training jobs (§3). Unlike some recent works that only con-

sider GPU-specific configurations [11, 87], Zeus simultane-

ously considers job- and GPU-related configurations. More-

over, it does not require per-job offline profiling or prediction

model training [90, 101], both of which can be prohibitive in

large clusters with heterogeneous hardware and time-varying

workloads [94]. Instead, Zeus takes an online exploration-

exploitation approach tailored to the characteristics of DNN

training workflows. That is, as new data flow into the pipeline,

models need to be periodically re-trained [37], manifesting

itself as recurring jobs in production clusters [37, 94]. Lever-

aging this fact, Zeus automatically explores various configu-

rations, measures corresponding gains or losses, and continu-

ously adjusts its actions based on its measurements (§4).

Designing such a solution is challenging due to two sources

of uncertainty in DNN training. First, due to the random-

ness introduced from DNN parameter initialization and data

loading, the energy consumed until a DNN reaches its tar-

get accuracy varies even when training is run with the exact

same configuration [19, 82]. Thus, evaluating a configura-
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tion only once does not provide sufficient information about

its expected energy consumption. Second, since both DNN

models and GPUs have diverse architectures and unique en-

ergy characteristics [93], offline profiling results do not easily

generalize to other DNNs and GPUs. Aggravating these chal-

lenges is the large size of the possible configuration space,

with each configuration taking hours or even days to evaluate.

Zeus can efficiently determine the optimal set of knobs in

the configuration space by decoupling the optimization of

batch size and power limit without losing optimality. Specif-

ically, it captures the stochastic nature of DNN training by

formulating the batch size optimization problem as a Multi-

Armed Bandit (MAB) and runs online optimization under ran-

dom observations using the Thompson Sampling policy [88].

Additionally, Zeus’s just-in-time (JIT) energy profiler finds

the optimal power limit while training is running, making

Zeus a completely online optimization framework.

We have implemented Zeus and integrated it with Py-

Torch [74] (§5). Evaluation on a diverse workload consisting

of speech recognition, image classification, NLP, and recom-

mendation tasks shows that Zeus reduces energy consumption

by 15.3%–75.8% and training time by 60.6% w.r.t. simply

selecting the maximum batch size and maximum GPU power

limit. Zeus converges to optimal configuration among avail-

able ones quickly and can adapt to data drift effectively. Zeus’s

benefits expand to multi-GPU settings as well (§6).

In summary, we make the following contributions:

• To the best of our knowledge, we are the first to charac-

terize the energy consumption vs. performance tradeoff

for DNN training in terms of job- and GPU-specific con-

figuration parameters.

• We present an online optimization framework that can

learn from and adapt to workload dynamics over time.

• We implement and evaluate the optimizer in Zeus that

integrates with existing DNN training workflows with

little code change and negligible overhead, while enabling

large benefits.

Zeus is open-source and available on GitHub.2

2 Motivation

In this section, we present an overview of energy consumption

characteristics of DNN training on GPUs, opportunities for

reducing energy consumption, and conclude with characteriz-

ing the tradeoff between reducing energy consumption and

improving training performance.

2.1 DNN Training

Modern DNNs are trained by going over a large dataset mul-

tiple times, where each pass over the dataset is termed an

epoch [28]. One epoch of training consists of thousands

of iterations of gradient descent over equally sized mini-

2https://github.com/SymbioticLab/Zeus
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Figure 1: Energy usage normalized against baseline for DNN

training, measured on NVIDIA V100 GPU. Baseline uses maxi-

mum power limit and the default batch size presented in the origi-

nal model publication when available or the maximum batch size

which can consistently reach the target metric.

batches, with the batch size affecting model accuracy,3 train-

ing throughput, and energy consumption. The performance of

DNN training is often measured in terms of time-to-accuracy

(TTA) for a given target accuracy [19], and increasing training

throughput (or precisely goodput [77]) leads to lower TTA.

Modern DNNs are predominantly trained on increasingly

more powerful GPUs, consuming more energy in the pro-

cess [4, 75, 96]. Recent benchmarks show that GPUs are re-

sponsible for around 70% of the total energy consumption

during DNN training [22, 41].

In production GPU clusters, as new data flow into the ma-

chine learning pipeline, DNNs need to be periodically re-

trained at intervals as short as every hour [37]. This need

manifests itself as recurring jobs in the GPU cluster [37, 94].

2.2 Opportunities for Improving Energy Efficiency

We highlight two job and hardware configurations that can

cause sizable energy inefficiency in DNN training: (1) batch

size and (2) power limit of the GPU.

Impact of batch size on energy efficiency. The size of each

mini-batch during DNN training (batch size) determines how

many samples are processed in one iteration. The higher it is,

the faster we can go over the entire input dataset.

We observe across diverse DNN training workloads that

common choices of batch size can lead to more energy con-

sumption for the same target accuracy. Specifically, we per-

formed a sweep over a large range of valid batch sizes (from

8 to the maximum batch size that fits in GPU memory) for

six deep learning workloads including computer vision (CV),

natural language processing (NLP), recommendation, and

speech recognition on an NVIDIA V100 GPU (Figure 1).4

Section 6.1 provides details on workloads and methodology.

We find that the energy-optimal batch size (Batch Size Opt. in

Figure 1) can lead to 3.4%–65.0% lower energy consumption

than the default choice for the same target accuracy.

3In this paper, we specifically consider the validation accuracy of the

model, which captures how well the model generalizes to unseen data.
4We measure GPU power consumption using NVML [2].
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Figure 2: DeepSpeech2 trained with LibriSpeech on NVIDIA V100: (a) ETA vs. TTA. The red dots indicate all feasible configurations. The

two gray dotted lines indicate two boundaries characterized by average power consumption. The green line indicates the Pareto frontier

over all configurations. (b) Zoom-in view on the Pareto frontier in (a), with batch size and power limit annotated on each data point.

Impact of GPU power limit on energy efficiency. Setting

a GPU’s power limit will have the device internally trigger

dynamic voltage and frequency scaling (DVFS) such that its

power draw does not exceed the power limit [69]. If not set

manually, the power limit is at the maximum by default. We

performed a sweep over a wide range of GPU power lim-

its5 for the aforementioned setup. We found that the optimal

energy consumption (Power Limit Opt. in Figure 1) may hap-

pen at a lower power limit than the maximum and can reduce

energy consumption by 3.0%–31.5%.

Joint optimization. As Figure 1 shows, we can achieve

even more energy savings (23.8%–74.7% reduction) if we

jointly optimize both configurations. Note that we observed

similar opportunities for reducing energy consumption for

other generations of GPUs as well (Figure 15 in Appendix A).

2.3 Energy-Performance Tradeoffs

Opportunities for reducing DNN training energy consumption

comes with a cost. When optimized for energy efficiency,

DNN training performance (time-to-accuracy, or TTA) may

be impacted. In the following, we characterize this tradeoff.

We define the energy consumption of DNN training until it

reaches its target accuracy as its energy-to-accuracy (ETA):

ETA(b, p) = TTA(b, p)×AvgPower(b, p), (1)

where p denotes the GPU power limit, b the batch size, and

AvgPower(b, p) the average power consumption during train-

ing with configuration (b, p). Similar to TTA, ETA captures

the end-to-end goal of DNN training.

Note that AvgPower(b, p) is not the same as the GPU

power limit. When changes in configuration (b, p) lead to

5From the minimum to the maximum power limit allowed by NVIDIA

System Management Interface [3]; from 100W to 250W for NVIDIA V100.

an increase in TTA, ETA does not always follow because

AvgPower(b, p) can decrease more. This motivates us to in-

vestigate the tradeoff between ETA and TTA.

Tradeoff between ETA and TTA. We characterize and

elaborate on this tradeoff using DeepSpeech2 trained on Lib-

riSpeech as an example (Figure 2). It shows a scatter plot of

(TTA, ETA) for the batch size and power limit sweep exper-

iments in Section 2.2. We observe similar results for other

workloads as well (Figure 16 in Appendix B).

Let us start with Figure 2a, where each data point denotes

the (TTA, ETA) of training the model for a certain configu-

ration.While sweeping the configurations, we focus on the

boundary of all feasible (TTA, ETA) pairs. We find them to be

bounded by two straight lines characterizing the average GPU

power consumption. When the GPU is under heavy load, the

(TTA, ETA) data points appear closer to 210W. On the other

hand, when the GPU is under lighter load, its average power

consumption tends closer to 90W, which is close to the GPU’s

idle power consumption of 70W. More importantly, we find

a curve along which all (TTA, ETA) pairs achieves Pareto

optimality [16], for which we cannot improve ETA without

sacrificing TTA, and vice versa.

Now let us take a closer look at the Pareto frontier in Fig-

ure 2b, with the configurations used during training annotated

along each data point. We highlight two takeaways:

1. These results show that baseline configurations can lead

to suboptimal energy efficiency (§2). Moreover, it shows

that blindly going for high batch size and power limit

configurations can lead to suboptimal TTA as well.

2. There exists a tradeoff between ETA and TTA, with differ-

ent optimums for each. The configuration optimizing the

ETA (b =32, p =100W) is different from that optimizing

TTA (b =48, p =250W).

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    121



3 Zeus Overview

Zeus is an optimization framework that navigates the ETA-

TTA tradeoff by automatically configuring the batch size and

GPU power limit of recurring DNN training jobs. It enables

developers to optimize energy and/or performance metrics

using a single knob.

3.1 Optimization Metric

Defining a good cost metric for users to express their prefer-

ence in this tradeoff is critical in designing Zeus. We propose

a simple cost metric:

C(b, p;η) = η ·ETA(b, p)+(1−η) ·MAXPOWER ·TTA(b, p)
(2)

Here η is the parameter specified by the user to express

the relative importance of energy efficiency and training per-

formance (throughput). When η = 0, we are only optimizing

for time consumption, whereas when η = 1, we are only opti-

mizing for energy consumption. MAXPOWER is the maximum

power limit supported by the GPU, a constant introduced to

unify the units of measure in the cost metric.

3.2 Challenges in Picking the Optimal Configuration

Combining Equations 1 and 2, we have:

C = (η ·AvgPower(b, p)+(1−η) ·MAXPOWER) ·TTA(b, p).
(3)

Picking the optimal configuration(s) to minimize the

energy-time cost C for DNN training is challenging because

the search space [b× p] is large and obtaining the cost of

each configuration is difficult. This is because it is hard to

determine the value of both AvgPower(b, p) and TTA(b, p)
efficiently, as explained below.

• Complex power consumption model: The total energy

consumption of a GPU is affected in a non-linear fashion

by both the characteristics of the workload such as the

number of instructions and memory accesses, as well as

the GPU hardware configurations such as the frequency

and voltage of the cores and memory on board [6, 46].

Existing efforts estimate GPU energy consumption based

on instruction- or kernel-level information [43,64], which

are architecture-specific and workload-dependent.

• Stochastic nature of DNN training: Modeling and pre-

dicting the duration for training a specific model to target

accuracy (TTA) is known to be difficult [31]. Moreover,

the randomness introduced during model initialization

and data loading leads to variations of TTA, even when

the same job is run on the same GPU with the same con-

figuration – TTA variations can be as large as 14% [19].

Fortunately, DNN training jobs often recur in production

clusters [37, 94]. This provides opportunities for empirical

estimation through repeated measurements across recurrences

of the same training job.
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Figure 3: Zeus Workflow.

3.3 Architectural Overview

At a high-level, Zeus takes an online exploration-exploitation

approach to minimize the aggregate cost of recurrent DNN

training jobs. Zeus addresses the aforementioned challenges

with two key components:

1. A just-in-time (JIT) online profiler, which efficiently pro-

files the energy characteristics of the training job online.

2. Multi-Armed Bandit (MAB) with Thompson sampling,

which allows us to embrace the stochastic nature of DL

training and optimize under uncertainty while also adapt-

ing to changing workloads such as data drift.

The combination of the JIT profiler and MAB makes Zeus

a fully online solution, allowing it to immediately begin opti-

mizing for incoming jobs.

Workflow of Zeus. Figure 3 shows an overview of the high-

level workflow of Zeus. In a production environment, users

submit 1 recurrent DNN training jobs (a tuple of data, model,

optimizer, and the target validation metric) to Zeus, along with

a set of feasible batch sizes B and power limits P to explore.

Zeus then predicts 2 the optimal batch size and power limit

configuration based on past execution history, and launches

3 the training job with that configuration. During and after

the training process, 4 statistics about DNN training (e.g.,

validation metric) and GPU power consumption are collected

and fed back to the Zeus optimizer. The Zeus optimizer learns

from the feedback and adjusts its internal states. The train-

ing job will be terminated upon either reaching target metric

or exceeding a stopping threshold determined by Zeus. The

whole process is an automated feedback loop that minimizes

the key objective of energy-time cost.

Building Zeus requires both algorithm design and systems

support. Next we describe the core optimization algorithm

details (§4) and Zeus implementation highlights (§5).
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4 Zeus Algorithm Design

In this section, we delve into the details of how Zeus selects

the best batch size and GPU power limit to optimize the over-

all cost of recurrent DNN training tasks. We first present the

optimization problem formulation and how we decouple the

optimizations of batch size and power limit (§4.1). Next, we

show how to optimize power limit (§4.2) and batch size (§4.3)

under the decoupled framework. We conclude by discussing

how we address common challenging scenarios (§4.4).

4.1 Problem Formulation

The objective of Zeus is to minimize the cost of a recurring

job by automatically exploring the feasible set of batch sizes

B and power limits P . In essence, we neither want to incur

too much cost searching for the optimal configuration, nor

do we want to miss it. Minimizing the cumulative cost of the

job over recurrences captures the implicit tradeoff between

exploration and exploitation. Put formally in terms of the cost

function defined by Equation 2, our objective becomes

min
b,p

T

∑
t=1

C(bt , pt ;η)

s.t. bt ∈ B, pt ∈ P ,∀t ∈ [1,T ],

(4)

where bt and pt respectively denote the batch size and power

limit chosen at the tth recurrence of the job, and b and p are

vectors of length T .

This is a challenging problem without modification, mainly

because the size of the search space can be in the order of hun-

dreds, and each value of C(b, p;η) inside the search space can

only be obtained by running DNN training until it reaches the

target metric. However, further expanding the cost function

(Equation 3) allows us to decouple the exploration of batch

size and power limit, making the problem more tractable:

C(b, p;η)

= (η ·AvgPower(b, p)+(1−η) ·MAXPOWER) ·TTA(b, p)

= Epochs(b) ·
η ·AvgPower(b, p)+(1−η) ·MAXPOWER

Throughput(b, p)
.

(5)

where Epochs(b) denotes the number of epochs needed to

reach the target, and Throughput(b,p) epochs per second.

We find two key insights that allow the decoupling of batch

size b and power limit p:

1. Given b, AvgPower(b, p) and Throughput(b, p) can be

profiled quickly during training for all possible choices

of p. This is due to the iterative nature of DNN training,

yielding stable power and throughput estimations even

with a small number of iterations.

2. Epochs(b) is not affected by the choice of p as changing

the power limit does not change what is computed.

This implies that the optimal power limit, given any batch

size, can be determined independently based on online profil-

ing. Moreover, since any choice of batch size is automatically

accompanied by the optimal power limit, our search space is

reduced to the set of batch sizes B .

Formally put, we have decoupled the problem in Equation 4

into an equivalent two-level optimization problem

min
b∈BT

T

∑
t=1

Epochs(bt) ·EpochCost(bt ;η) (6)

where

EpochCost(bt ;η)

= min
pt∈P

η ·AvgPower(bt , pt)+(1−η) ·MAXPOWER

Throughput(bt , pt)
.

(7)

When a job arrives, Zeus will first decide which batch

size to use based on Equation 6 (§4.3). Then, based on the

batch size, Zeus will pick the optimal power limit based on

Equation 7 (§4.2).

4.2 Optimizing the Power Limit

We start with how Zeus determines the optimal power limit

based on Equation 7, given a choice of the batch size. As

highlighted earlier, we leverage the iterative nature of DNN

training and the recurrent nature of jobs in production DNN

training workflows.

When a job with batch size decision b is submitted, our just-

in-time (JIT) profiler is triggered and checks if this batch size

had been profiled before. For an unseen batch size b, it pro-

files AvgPower(b, p) and Throughput(b, p) for all possible

power limits p during the first epoch of the job by partitioning

the epoch into slices at iteration boundaries and dynamically

changing the GPU power limit for each slice. The profile in-

formation is fed back to Zeus, and the optimal power limit

of the batch size is determined by solving Equation 7. The

rest of the epochs are executed with the optimal power limit.

Our online JIT profiling approach consumes strictly less time

and energy compared to offline profiling before running the

job, because the profiling process itself contributes to training

without affecting its accuracy. We show that JIT profiling

incurs negligible overhead in Section 6.5.

4.3 Optimizing the Batch Size

Now we focus on how Zeus determines the batch size bt for

each job recurrence t that optimizes Equation 6. As seen in

Section 4.2, EpochCost(bt;η) is a cheap and deterministic

function that identifies the optimal power limit for any batch

size bt and returns the optimal cost of one epoch. Thus, we

may limit our exploration to choosing the optimal batch size

because whichever batch size we choose, the optimal power

limit will accompany it.

Due to the unpredictable and stochastic nature of DNN

training, picking out the optimal batch size without adequate

exploration is difficult. Hence, a good solution must (1) in-

corporate such nature of DNN training into its exploration

process, and (2) intelligently tradeoff the cost of exploring for
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Input: Batch sizes B

Belief posterior parameters µ̂b and σ̂2
b

Output: Batch size to run b∗

Function Predict(B , µ̂b, σ̂2
b):

1 foreach batch size b ∈ B do

/* Sample from the belief distribution */

2 Sample θ̂b ∼N (µ̂b, σ̂
2
b)

3 end

/* Select the arm with smallest mean cost sample */

4 b∗← argminb θ̂b

Algorithm 1: Gaussian Thompson Sampling: Choosing

the next batch size to run (Predict)

potentially better batch sizes and the gain of exploiting batch

sizes that are already known to be good.

Grid search is suboptimal. We argue that exhaustively go-

ing through all batch sizes and selecting the one with the

smallest cost is still suboptimal due to the stochastic nature of

DNN training. That is, because the cost of a DNN training job

can differ even when executed with the exact same configura-

tions, it must be modeled as a cost distribution with unknown

mean and variance. Although performing several trials for

each batch size may yield a better estimation of the mean cost,

such a strategy leads to high exploration cost because it does

not quickly rule out obviously suboptimal batch sizes.

Multi-Armed Bandit formulation. Zeus aims to explore

the cost of different batch sizes and converge to the optimal

batch size, while not incurring too much exploration cost.

Zeus formulates the problem as a Multi-Armed Bandit

(MAB) with T trials and B arms, where each trial corresponds

to a recurrence of the job and each arm to a batch size in B .

MAB is a good fit to our problem scenario in that it captures

the stochasticity of DNN training by modeling the cost of

each batch size as a random variable. Specifically, we choose

the Gaussian distribution [81] due to its representational flexi-

bility. The objective of the MAB formulation is to minimize

the cumulative cost regret defined as

T

∑
t=1

Regret(bt ;η) (8)

where the regret of choosing bt is defined as

Regret(bt ;η)

= Epochs(bt) ·EpochCost(bt ;η)−min
b,p

Cost(b, p;η).

(9)

Minimizing cumulative cost regret aligns with our objective

in Equation 6.

Thompson Sampling. We adopt the Thompson Sam-

pling [81] policy for the MAB formulation to tradeoff ex-

ploration and exploitation, not only because it is known to

Input: Batch size b and observed cost C

Previous cost observations Cb for b

Belief prior parameters µ̂0 and σ̂2
0

Output: Belief posterior parameters µ̂b and σ̂2
b

Function Observe(b, C, Cb, µ̂0, σ̂2
0):

/* Add the most recent cost observation to history */

1 Cb← Cb∪{C}
/* Compute the variance of the cost */

2 σ̃2←Var (Cb)
/* Compute the belief distribution’s posterior variance */

3 σ̂2
b←

(

1

σ̂2
0

+ |Cb|
σ̃2

)−1

/* Compute the belief distribution’s posterior mean */

4 µ̂b← σ̂2
b

(

µ̂0

σ̂2
0

+ Sum(Cb)
σ̃2

)

Algorithm 2: Gaussian Thompson Sampling: Updating

the belief distribution (Observe)

perform well in practice [17, 81] and had successful adoption

recently [58, 67], but also because its modeling assumptions

fit our problem scenario well.

At a high level, Thompson Sampling is an online procedure

that refines its belief about the mean cost of each arm (batch

size) based on experience. At each recurrence, the belief is

used to pick the arm with the lowest estimated mean cost

(Algorithm 1), and the belief is updated based on the actual

cost observed (Algorithm 2).

Specifically, the cost distribution is modeled as a Gaussian

distribution with unknown mean θb. Then, the belief about θb

is modeled with its conjugate prior distribution, which is also

a Gaussian distribution [24]. That is, θb ∼N (µ̂b, σ̂
2
b). Here

it is important to note that 1/σ̂2
b can be thought as of how

confident the policy is in its belief about that arm, with the

confidence increasing as it accumulates more observations of

the cost of choosing that arm. Then, Thompson Sampling au-

tomatically balances exploration and exploitation by choosing

the arm with the smallest mean cost sample θ̂b ∼N (µ̂b, σ̂
2
b)

(Algorithm 1). With low confidence (high variance), θ̂b will

be dispersed across a wider range of costs, having higher

chances of getting chosen even if some of its initial observa-

tions showed high cost. In contrast, when the arms observed

a lot of cost samples and the confidence is high (low vari-

ance), θ̂b is likely to be centered around the mean observed

cost, allowing the exploitation of arms that are known to be

good. After the actual cost of an arm is observed, the belief

parameters of that arm are updated using the Bayes Rule [81]

(Algorithm 2).

The belief prior parameters µ̂0 and σ̂2
0 reflect prior belief

about the mean cost of using the batch size for training and

the confidence of such belief. Hence, the choice of prior pa-

rameters serve as a way to initialize the arms such that they

reflect prior knowledge about the cost of each arm. If such
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Figure 4: An example of batch sizes chosen by Zeus for a recurring

job. Each point is a recurrence. During pruning, Zeus explores

each batch size 2 times in order to observe the cost variance (Line 2

in Algorithm 2).

information is not available, which is our default assumption,

it is also possible to initialize the arms with a flat prior that

assumes no prior knowledge – in our case, this is a Gaussian

distribution with zero mean and infinite variance.

In contrast to grid search, our formulation using MAB and

Thompson Sampling meets the two requirements mentioned

earlier. That is, MAB inherently incorporates the stochastic

nature of DNN training in that it models cost as a random

variable. Moreover, Thompson Sampling can quickly rule

out batch sizes that are obviously suboptimal because the

probability of a smaller mean cost being sampled from an

arm that observed noticeably large cost is low.

4.4 Extensions for Challenging Scenarios

Handling unknown cost variance. Unlike conventional

Gaussian Thompson Sampling applications, we may not as-

sume that the variances of the cost of each arm are known.

That is, the cost variance (i.e., how much the cost will fluctu-

ate even when training is run with the same batch size) is not

known before any observation. Moreover, the cost variance

depends not only on the batch size, but also on the DNN’s

robustness to the randomness in parameter initialization and

data loading, making it difficult to quantify at the time the

MAB is constructed. Hence, our approach is to learn the cost

variance as we observe cost samples (Line 2 in Algorithm 2).

Handling stragglers during exploration. There may be

cases where an exploratory job does not reach the target metric

within a reasonable amount of cost, especially during the

earlier exploration stage. To handle this, we employ early

stopping and pruning. The intuition is that if a batch size does

not reach the target metric even after incurring an exceedingly

large cost, it is highly unlikely to be the optimal one.

For early stopping, we define a cost threshold β ·mint Ct ,

meaning that when the cost of the current job is to exceed β
times the minimum cost observed so far, we stop the job and

retry with another batch size. Here β is a parameter to account

for the stochastic nature of DL training. By default, we choose

β = 2, with which we should be able to tolerate variations of

TTA between different runs of the same configuration, which

is usually less than the 14% [19].

For pruning, as illustrated in Figure 4, we begin with the

default batch size provided by the user and first try smaller

batch sizes until we meet the minimum batch size or a batch

10 100
Batch Size
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E
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 (J
)
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Figure 5: ETA of each batch size for DeepSpeech2 trained on

LibriSpeech. Plots for rest of the workloads are in the Appendix C.

Input: Set of batch sizes B

Default batch size b0

Belief prior parameters µ̂0 and σ̂2
0

/* Exploration With Pruning */

1 Recurrence t← 0

2 repeat 2 times

3 Explore b0

4 Explore b < b0 until convergence failure

5 Explore b > b0 until convergence failure

6 B ←{b : b converged}
7 b0← b with smallest cost observed

8 t← t + |B|

9 end

/* Thompson Sampling */

10 while t ≤ T do

11 b∗← Predict(B, µ̂b, σ̂
2
b ∀b ∈ B)

12 Run job with batch size b∗ and add cost to Cb

/* Update our belief of the mean cost */

13 µ̂b, σ̂
2
b← Observe(b,Cb, µ̂0, σ̂

2
0)

14 t← t +1

15 end

Algorithm 3: Gaussian Thompson Sampling Batch Size

Optimizer.

size that fails to reach the target metric before the early stop-

ping threshold. The same process is repeated for batch sizes

larger than the default batch size. Then, only the batch sizes

that reached the target metric are kept in the batch size set

we explore. After performing an initial round of pruning, the

default batch size is updated to be the one with the smallest

cost observed, and we perform pruning once more starting

from the new default batch size.

The intuition behind our batch size pruning approach is the

convexity we observe in the BS-ETA curve around the optimal

batch size (See Figure 5). Moreover, pruning allows Zeus to

quickly rule out batch sizes that are noticeably suboptimal

(typically too large, leading to more training epochs and loss

of accuracy [27, 49], or too small, yielding gradients that are

too noisy [80]), thus cutting down the cost of exploration.

The overall process is depicted in Algorithm 3.

Handling concurrent job submissions. Classic multi-

armed bandit scenarios assume that the MAB immediately

observes the cost of pulling an arm. However, in a DNN
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training cluster, recurring jobs may overlap in their execution

when a later job starts before the completion of an earlier job.

In this case, the MAB does not get to observe the cost of the

earlier job at the time it has to decide the batch size for the

later job. For deterministic policies like [8, 56], this leads to

duplication exploration of the same batch size back-to-back,

reducing the efficiency of exploration.

However, Thompson Sampling naturally mitigates this

problem without modification because deciding the next batch

size to explore (Predict) is a random function. That is, be-

cause Thompson Sampling samples the estimated mean cost

from each arm’s belief distribution and returns the arm with

the lowest sampled value, concurrent jobs can run different

batch sizes even if there was no information gained between

the invocations of Predict. This is especially the case during

the early stage of Thompson Sampling when the arms’ belief

distributions have large variances (low confidence), losing

little exploration efficiency.

During the short initial pruning phase, we run concurrent

job submissions with the best-known batch size at that time.

As the best batch size constantly updates throughout the ex-

ploration stage, this strategy fairly distributes the additional

exploration opportunities from concurrent job submissions to

batch sizes that are known to converge. We evaluate Zeus’s ef-

ficacy on handling concurrent job submissions in Section 6.3.

Handling data drift. In production training clusters, the

data on which the model is trained shifts, which is one of

the reasons why re-training is triggered [61, 63]. The impli-

cation of drift in the perspective of the MAB is that the cost

distribution of each arm is non-stationary.

Thompson Sampling allows a simple modification that

allows us to handle non-stationary cost distributions. Since

older cost observations become less and less relevant, we only

operate on a window of N most recent cost observations [10],

and the belief distributions will not take old observations into

account. Unlike exponential decay, windowing also allows the

cost variance of the most recent observations to be estimated

directly. When old history entries are evicted, computing

the new parameters of the arm is also cheap thanks to the

conjugate prior property. This way, Zeus transparently adapts

to data drifts in an online manner, as we show in Section 6.4.

5 Zeus Implementation

Zeus is implemented as a Python library that can be imported

into DNN training scripts. The ZeusDataLoader class in-

tegrates with PyTorch [74]. The class profiles power and

throughput online by slicing epochs in iteration boundaries

and invoking the NVML [2] library for power limit configu-

ration and profiling. We have observed that five seconds of

profiling for each power limit is enough to yield stable results.

With the information, the optimal power limit can be automat-

ically determined and applied. Moreover, ZeusDataLoader

monitors the cost incurred by training and early stops the job

if needed. Listing 1 shows an example training loop integrated

1 from zeus import ZeusDataLoader

2

3 train_loader = ZeusDataLoader(

4 train_set, batch_size, max_epochs, target_metric)

5 eval_loader = ZeusDataLoader(eval_set, batch_size)

6

7 for epoch in train_loader.epochs(): # may early stop

8 for batch in train_loader:

9 # Learn from batch

10 for batch in eval_loader:

11 # Evaluate on batch

12 train_loader.report_metric(validation_metric)

Listing 1: Zeus Integration Example

with Zeus.

Observer Mode. ZeusDataLoader supports Observer

Mode, where it profiles the power consumption and through-

put of each power limit and determines the optimal one, but

keeps the power limit at the maximum. By doing so, with-

out affecting time or energy consumption, ZeusDataLoader

reports how much time and energy the job would have con-

sumed if the power limit were the optimal one, allowing the

user to get an idea of the impact of using Zeus. We believe that

such a feature can encourage Zeus’s adoption by informing

users of its potential savings.

6 Evaluation

We evaluate Zeus’s effectiveness in terms of navigating the

energy-time tradeoff. Our key findings are as follows:

1. Zeus reduces energy consumption by 15.3%–75.8%. It

achieves this by trading off small performance for jobs

that are already throughput-optimal; otherwise, it reduces

training time by up to 60.1% too (§6.2).

2. Zeus quickly converges to optimal configurations (§6.2).

3. Zeus can handle workloads with data drift (§6.4) and

overall incurs low overhead (§6.5).

4. Zeus scales to multi-GPU settings (§6.6) and provides

consistent savings across four generations of GPUs (§6.7).

6.1 Experimental Setup

Testbed Setup. We evaluate Zeus with four generations of

NVIDIA GPUs as specified in Table 2.

Workloads. Table 1 summarizes our workloads. The de-

fault batch size (b0) is chosen from the original model publi-

cation when available; otherwise, it is set to be the maximum

batch size which consistently achieves the target accuracy.

In terms of learning rate, models trained with the

Adadelta [99] optimizer do not require an initial learning

rate. For optimizers that do require an initial learning rate, we

made our best effort in choosing a batch size and learning rate

pair that achieves reasonable accuracies by experimenting

with values from the original publication of the model and

those discovered by popular DL frameworks [95].

After collecting the initial batch size and learning rate pairs,
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Task Dataset Model Optimizer b0 Target Metric

Speech Recognition LibriSpeech [73] DeepSpeech2 [33] AdamW [62] 192 WER = 40.0%

Question Answering SQuAD [79] BERT (QA) [21] AdamW [62] 32 F1 = 84.0

Sentiment Analysis Sentiment140 [26] BERT (SA) [21] AdamW [62] 128 Acc. = 84%

Image Classification ImageNet [20] ResNet-50 [38] Adadelta [99] 256 Acc. = 65%

Image Classification CIFAR-100 [53] ShuffleNet-v2 [65] Adadelta [99] 1024 Acc. = 60%

Recommendation MovieLens-1M [34] NeuMF [39] Adam [51] 1024 NDCG = 0.41

Table 1: Models and datasets used in our evaluation. The provided target metrics is the target for each training job. Here b0 denotes the

default batch size presented in the original work when feasible, otherwise we choose the maximum batch size which can consistently reach

the target. The BERT(QA) and BERT(SA) means fine-tuning BERT on the tasks of question answering and sentiment analysis, respectively.

Node GPU Specification Host Specification

HPE Apollo

6500 Gen10 Plus

A40 × 4

Model A40 PCIe CPU AMD EPYC 7513

VRAM 48GB RAM 512GB DDR4-3200

mArch. Ampere Disk 960GB NVMe SSD

CloudLab [23]

r7525

V100 × 2

Model V100 PCIe CPU AMD EPYC 7542

VRAM 32GB RAM 512GB DDR4-3200

mArch. Volta Disk 2TB 7200rpm HDD

Chameleon

Cloud [48]

RTX6000

Model RTX6000 CPU Xeon Gold 6126

VRAM 24GB RAM 192GB

mArch. Turing Disk 256GB SSD

Chameleon

Cloud [48]

P100 × 2

Model P100 CPU Xeon E5-2670 v3

VRAM 16GB RAM 128GB

mArch. Pascal Disk 1TB HDD

Table 2: Hardware used in the evaluation.

when we scale the batch size, we applied Square Root Scal-

ing [42] for adaptive optimizers such as Adam [51] following

recent theoretical results [30].

Baselines. We compare against the following baselines:

1. Default (b = b0, p = MAXPOWER). This is often the default

configuration used by practitioners, where the GPU power

limit is set to, or rather not changed from, the maximum.

This is the most conservative baseline with no exploration.

2. Grid Search with Pruning. This one tries out one configu-

ration of (b, p) for each recurrence of the job and selects

the best one. We optimize naïve grid search by having it

prune out batch sizes that failed to reach the target metric.

Metric. Our primary metrics are ETA (energy consumption)

and TTA (training time). Ideally, we want to reduce both; but

due to their tradeoff, sometimes it may not be possible to

simultaneously do both.

Defaults. All experiments are done on NVIDIA V100

GPUs, unless otherwise mentioned. By default, we highlight

η = 0.5 to strike a balance between ETA and TTA. Later, we

sweep η from 0 to 1 (§6.7). The early-stopping threshold β is

set to 2, and we also sweep β from 1.5 to 5 (§6.7).

Methodology. Due to resource constraints and environmen-

tal concerns, we cannot afford to repeatedly train all of our

workloads with various configurations end-to-end hundreds

of times sequentially. However, similar to how Zeus decou-

ples the exploration of batch size and power limit, we may

apply the same decoupling in our experimentation. That is,

we instead take a trace-driven approach, where we collect two

kinds of trace data:

1. Training trace. We train all possible combinations of mod-

els and batch sizes until convergence and record the num-

ber of epochs the model took to reach its target accuracy.

We repeat this with four different random seeds for every

combination to capture the stochasticity in DNN training.

2. Power trace. We use our JIT profiler to collect the through-

put and average power consumption of all possible com-

binations of model, batch size, and power limit.

We then replay these traces when we need to train a model

and reconstruct its TTA and ETA values in order to evaluate

the decisions made by Zeus and baselines. Moreover, since

we have access to all the possible choices and their outcomes,

we also know the optimal choice. Therefore, with the traces,

we can evaluate the regret achieved by Zeus and baselines.

Note that Zeus does not directly learn from these traces

(which would be offline-profiling), but instead only learns

from the replay of these traces in an online fashion.

While the aforementioned trace-driven method is used

widely throughout our evaluation, we run Zeus end-to-end for

the evaluation of handling data drift (§6.4) because it is more

expensive to construct the trace for the drifting dataset.

6.2 Zeus Performance

In this section, we evaluate the performance of Zeus in terms

of energy consumption and training time as well as the con-

vergence characteristics of our Multi-Armed Bandit algo-

rithm. Each experiment is run across multiple recurrences

of DNN training jobs. We select the recurrence number to be

2 · |B| · |P |, so that the Grid Search baseline finishes explo-

ration and also has plenty of chances to exploit its choice.

Improvements in ETA. Figure 6a shows the energy con-

sumption (ETA) of the last five recurrences of Zeus and Grid

Search w.r.t. the Default baseline, aiming to compare the fi-

nal point each approach converged to. Zeus reduces energy

consumption (ETA) by up to 15.3%–75.8% w.r.t. the baseline.

This is also comparable to the reduction we found by exhaus-

tively searching through all the configurations in Section 2 as

well as by using Grid Search.
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Figure 6: Zeus reduces energy consumption for all workloads. (a)

energy consumption, (b) training time of each workload, normal-

ized by the Default baseline. Results are computed with the last

five recurrences, capturing the knobs each method converged to.
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Figure 7: Cumulative regret of Zeus vs. Grid Search for (a) Deep-

Speech2 and (b) ResNet-50.

Tradeoff with TTA. Figure 6b shows the time consumption

(TTA) of the last five recurrences of Zeus and Grid Search

w.r.t. the Default baseline. Even though Zeus reduces training

time by up to 60.1%, for some workloads TTA is increased

by 12.8% (Figure 6b). This is due to the tradeoff between

ETA and TTA, which is the central focus of this paper. This is

especially true for workloads with a b0 tuned for minimizing

training time, where there is little room for TTA improvement.

Cumulative regret. While Zeus and Grid Search perform

close to each other, Zeus uses significantly smaller amount

of resources to converge. As a bandit-based solution, the

effectiveness of our algorithm can be quantified via regret,

the difference between the decision selected and the optimal

choice (Equation 9 in Section 4.3).

Figure 7 shows the cumulative regret of Zeus and Grid

Search for DeepSpeech2 and ResNet-50. The optimal con-

figuration is identified separately by an exhaustive parame-

ter sweep. We observe that in both workloads, Zeus is able
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Figure 8: Search paths of (a) Zeus and (b) Grid Search for Deep-

speech2. The heatmap in the background shows the regret of each

(Batch Size, Power Limit) configuration. Darker background de-

notes lower regret and therefore better configuration. The colored

line with shifting color shows the search path, with darker color

being later recurrences.

to achieve better regret from the first job recurrence. Zeus

reaches the plateau in the cumulative regret earlier than Grid

Search, which means it converges to the optimal solution ear-

lier. We observe similar results for other workload as well

(Appendix D). In the worst case, Grid Search results in 72×
more cumulative regret than Zeus until convergence.

Convergence to a Pareto-optimal configuration. Despite

having no information about the application beforehand, Zeus

learns the energy characteristics of it online in a few itera-

tions. Figure 8 shows the search path of Zeus and Grid Search

during training DeepSpeech2. Due to the decoupling in the

optimization of power limit and batch size, Zeus explores the

configuration space more efficiently and converges to the opti-

mal configuration much faster. We observe similar results for

other workloads (see Appendix E). Moreover, in Figure 8b we

observe that Grid Search may not even converge to optimal

configuration. This is due to the stochastic nature of DNN

training, with even the same batch size yielding different en-

ergy and time consumptions. Hence, Grid Search may choose

a suboptimal configuration when a suboptimal configuration

luckily yields good energy and time consumptions.

6.3 Trace-Driven Simulation Using the Alibaba Trace

Here we evaluate how Zeus can save energy and time con-

sumption for DNN training in large clusters. We run trace-
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Figure 9: Zeus reduces energy consumption for all jobs in the

Alibaba cluster trace [94], compared to Grid Search and Default.

(a) Energy consumption with Zeus comparing against baselines,

(b) Training time of each type of workload. Both are normalized

by the Default baseline.

driven simulation using the Alibaba GPU cluster trace [94]

which contains over 1.2 million jobs spanning a period of two

months. The Alibaba GPU cluster trace is suitable for our

evaluation for two reasons. First, the trace identifies groups

of recurring jobs, and each job is annotated with its group ID.

Second, jobs within the same group show overlap in their ex-

ecution, allowing us to evaluate Zeus’s capability of handling

concurrent job submissions with Thompson Sampling.

In order to assign job groups to the workload (Table 1)

that best resembles its runtime, we remove jobs that did not

successfully terminate and run K-Means clustering [36] on

the mean job runtime of each group to form six clusters. Then,

we match the six clusters with our six workloads in the order

of their mean runtime. When running simulation, in order

to capture the intra-cluster runtime variation of each job, we

scale the job runtime with the ratio of the job’s original run-

time to its cluster’s mean runtime. We compare Zeus with

Default and Grid Search and plot the results in Figure 9.

Figure 9a shows the cumulative energy consumption of

training using all three approaches. Zeus outperforms both

baselines for workloads of all types and sizes. Note that there

are scenarios where the Grid Search performs worse than

Default, due to it wasting too much energy and time during

the exploration stage. Thanks to Zeus’s early stopping and

quick online power optimization, its energy and time cost

during the exploration stage is significantly reduced. Across

all the models, Zeus reduces training energy usage by 7%–

52%. Figure 9b shows the training time using Zeus to be

increased by at most 16%, and in many cases even decreased

by up to 33%. Finally, similar to earlier experiments, Zeus
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Figure 10: Energy and time consumption of training BERT with

Zeus on Capriccio and the batch size chosen for each slice.

had significantly lower cumulative regret than Grid Search.

6.4 Handling Data Drift

While there are previous works that attempt to identify and

address data drift in general ML settings [63], existing datasets

are classification tasks based on small feature vectors [12,35],

completely synthetic [25, 44], or private [66].

Therefore, we create and open-source a new sentiment

analysis dataset called Capriccio that is suitable for evaluating

DNN models. Capriccio consists of 1.6 million tweets over

three months from the Sentiment140 [26] dataset, labeled

with sentiment scores and the timestamp of the tweet. We

emulate data drift by capturing a sliding window of 500,000

tweets (roughly the amount of tweets in one month) at a time

and moving the window forward by each day, generating 38

slices. We skip empty dates to avoid having identical slices.

We train BERT [21] on Capriccio with Zeus configured

with a window size of 10, roughly corresponding to a time

frame of two weeks on Twitter. We plot the selected batch

size for each recurrence (slice) and its corresponding ETA

and TTA of training in Figure 10. It can be seen that spikes in

ETA and TTA (signaling that the current batch size may no

longer be optimal) trigger the exploration of a batch size that

is different from the one previously converged to.

6.5 Overhead of JIT Profiling

Measurements with the Deepspeech2 model using the default

batch size b0 show that JIT profiling results in a 0.01% in-

crease in energy consumption and a 0.03% increase in time

consumption. Such a tiny overhead is possible because the

time needed to profile all power limits is very small (less than

one minute) while one epoch of training spans hours (which is

typical for DL workloads). Measurements on ShuffleNet-v2,

which has much shorter epoch duration, show that JIT profil-

ing results in a 0.6% increase in terms of time consumption

and a 2.8% reduction in energy consumption.

6.6 Scaling to Multi-GPU

While the primary focus of this paper is on single-GPU set-

tings, in this section, we show that Zeus can be extended

to single-node multi-GPU training settings by profiling the

power consumption of all GPUs that participate in training.
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Figure 12: Relative cumulative energy consumption of Zeus across

all jobs, w.r.t. the early-stopping threshold β.

Extensions to distributed multi-GPU setups that involve net-

work communication is a potential future work.

Extending to multi-GPU allows us to compare our energy

and time consumption with Pollux [77], a state-of-the-art dis-

tributed cluster scheduler that dynamically tunes the batch size

during DNN training in order to maximize goodput. Training

DeepSpeech2 on LibriSpeech on four NVIDIA A40 GPUs,

Zeus consumes 12% more time but 21% less energy, com-

paring favorably. We especially note that while Pollux does

not take energy into account, Zeus allows the user to select a

different energy-time tradeoff point (e.g., speed up training

but consume more energy) by selecting an appropriate η.

6.7 Sensitivity Analysis and Ablation Studies

Impact of η. To characterize the impact of η as defined in

Equation 2, we perform a sweep of 0≤ η≤ 1 when training

DeepSpeech2 and plot the resulting optimal (TTA, ETA) in

Figure 11. We also plot the corresponding Pareto Front for

reference. We observe that the resulting (TTA, ETA) data

points fall closely to the Pareto Front. Moreover, we plot the

lines along which the C in Equation 2 is a constant, shown as

the dotted lines. As expected, these lines form an envelope

around the Pareto Front. Additional sensitivity analysis for η
can be found in Appendix F.

Impact of early-stopping threshold β. To study impact of

the early-stopping threshold β, we sweep β from 1.5 to 5 and

measure the cumulative ETA across all jobs. We calculate the

difference in ETA relative to our default choice of β = 2.0,

and plot the result of all jobs as well as a geometric mean

across all jobs in Figure 12. The result shows that the default
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w.r.t. GPU models.

β = 2.0 chosen by Zeus achieves the lowest geometric mean

across all jobs. The intuition behind this is that when β is too

low, Zeus prematurely stops exploratory runs, reducing the

effectiveness of exploration. In contrast, when β is too high,

it dilutes the benefit of early stopping which leads to inflated

exploration cost.

Impact of individual components. In order to show the

gains from each component, we show the degradation of re-

moving one component from Zeus: no early stopping (setting

β to infinity), no pruning (keeping a batch size that didn’t

reach the target accuracy), and no JIT profiling (profiling each

power limit in different recurrences). Figure 13 shows the

slowdown relative to Zeus after disabling these components.

We observe that the Zeus benefits mostly from early stopping.

Impact of GPU models. Figure 14 shows the geometric

mean of ETA normalized against Default across all jobs. Zeus

achieves consistent ETA reductions across four generations

of NVIDIA GPUs. See Appendix G for all results.

7 Discussion

Choice of configuration knobs. In this paper, we pick the

batch size and GPU power limit as the configuration knobs

for Zeus to optimize. We choose these two to strike a balance

in the tradeoff between the granularity of control and the size

of the search space. For instance, one can set the frequency

and voltage for individual components on the GPU for more

fine-grained control and potentially higher energy efficiency,

but this would result in prolonged exploration in the bigger

search space. In contrast, we choose the GPU power limit,

which effectively controls both frequency and voltage via

DVFS and reduces the search space.

On the DL job configuration side, we pick the batch size

as the knob for a similar reason. Changing the batch size

has a broader impact on energy consumption of end-to-end

DNN training, because it affects both the training time and the

average power consumption during training. In comparison,

other candidate configuration knobs such as learning rate fall

short because they only affect the training time.

Hyperparameter optimization. Hyperparameter optimiza-

tion is an important workload, where many DL training jobs

(trials) are submitted with specific hyperparameters chosen

from a user-defined search space [9, 59, 60, 98]. If the users
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submit these trials with a specific batch size, they can specify

the feasible batch size set B to only contain that single batch

size. In this case, Zeus can still reduce energy consumption

by searching for the optimal GPU power limit.

Supporting distributed training. Zeus currently only sup-

ports single-node training, but it can easily be extended to

support distributed scenarios. Since the same type of GPU

will have the same time and power consumption characteris-

tics, we can apply the same power limit configuration across

all GPUs to avoid stragglers. The definition of cost can be

extended to sum over the time and energy consumption of all

GPUs participating in training, and all other components in

our solution can remain identical.

Supporting heterogeneous GPUs. Our solution assumes

that the training job runs on the same type of GPU across all

of its recurrences. However, in practice, this may not always

be possible due to varying resource contention or availability.

It is straightforward to add support for heterogeneous GPUs

under our formulation. That is, cost values observed from one

GPU can be translated to values that represent the charac-

teristics of another GPU. As shown in Equation 6, energy-

time cost can be written as the product of Epochs(b) and

EpochCost(b;η). Here, the former term is independent with

the choice of the GPU. Moreover, the latter term can be

quickly profiled on any GPU because it consists of only

AvgPower(b, p) and Throughput(b, p). Thus, we can obtain

cost values that represent the new GPU by quickly profiling

EpochCost(b;η) for each batch size on the new GPU and

multiplying it with Epochs(b) observed from the previous

GPU. These translated cost observations can then be used to

learn a new MAB that specializes on the new GPU.

8 Related Work

DNN training. A large body of recent studies focus on

creating fast kernels for tensor operations [18, 45, 92, 100],

efficiently placing data and/or computation [55,72,78,97], and

optimizing communication [76, 91]. However, most of them

optimize for TTA and are oblivious of their energy impact.

These works can be applied together with Zeus, potentially

accelerating training while making it energy efficient.

Another recent effort in reducing TTA (without considering

energy) in multi-GPU DNN training settings is Pollux [77].

Pollux dynamically changes the batch size during training

based on the Gradient Noise Scale (GNS) [68]. However,

GNS does not theoretically capture the generalization of the

model [68] and can only be efficiently approximated when

there are more than one GPUs participating in training. Zeus,

on the other hand, optimizes and trades off TTA and ETA by

tuning the batch size across job recurrences and does not alter

the model’s convergence characteristics.

Energy measurement for Deep Learning. A recent line

of research has analyzed the energy consumption [75] as well

as the environmental impact [54, 85] for training large DNN

models inside a cluster. On the device-level, benchmarking

efforts have been made to understand the energy efficiency

and performance of training DNN on GPUs and other accel-

erators [93]. Several Python frameworks have been built for

measurement [14, 40] and prediction [5] of energy consump-

tion for DNN training. Zeus takes a similar software-based

approach to measure power consumption via NVML [2], in

order to perform JIT profiling of DNN training jobs.

Energy optimization for Deep Learning. Existing work

has investigated energy-accuracy tradeoff in the context of

DNN inference with new neural network architecture [89]

and algorithm-hardware co-design [86], and training strate-

gies such as warm-start [7] and gradient-matching-based data

subset selection [50]. Other works optimize energy for DNN

training on multiple GPUs with scheduling [47] and task map-

ping [52]. Zeus complements these solutions as it can be

plugged in transparently into these frameworks.

Several works have studied the impact of GPU dynamic fre-

quency and voltage scaling (DVFS) and power configuration

on the energy consumption and performance of DNN train-

ing [11, 52, 87, 90, 101], wherein they focus on the tradeoff

between the transient metric of system throughput and power

consumption. While these work rely on offline modeling and

profiling, Zeus focuses on a more realistic end-to-end metric

of energy-to-accuracy and is fully online.

BatchSizer [71] introduces batch size as a control knob

to optimize for energy efficiency of DNN inference. Zeus

focuses on DNN training, and takes a holistic approach, opti-

mizing both GPU and job configurations together.

9 Conclusion

In this work, we sought to understand and optimize the energy

consumption of DNN training on GPUs. We identified the

tradeoff between energy consumption and training time, and

demonstrated that common practices can lead to inefficient

energy usage. Zeus is an online optimization framework for

recurring DNN training jobs that finds the Pareto frontier

and allows users to navigate the frontier by automatically

tuning the batch size and GPU power limit of their jobs. Zeus

outperforms the state-of-the-art in terms of energy usage for

diverse workloads and real cluster traces by continuously

adapting to dynamic workload changes such as data drift.

We earnestly hope that Zeus will inspire the community to

consider energy as a first-class resource in DNN optimization.
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A Energy Savings Potential on GPUs
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(c) NVIDIA RTX6000.
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(d) NVIDIA P100.

Figure 15: Energy usage normalized against Baseline for DNN

training, measured on (a) NVIDIA A40 GPU, (b) NVIDIA V100

GPU, (c) NVIDIA RTX6000 GPU and (d) NVIDIA P100 GPU.

Figure 15 shows the potential for energy savings on four

different generations of NVIDIA GPUs: Ampere (A40), Volta

(V100), Turing (RTX6000), and Pascal (P100). All four gen-

erations show that there are sufficient potential for energy

savings, motivating Zeus.

B TTA vs. ETA for All Workloads

Figure 16 plots the Pareto Front for all six workloads and

the baseline (default batch size and maximum power limit) is

shown as a red triangle. Note that the axes do not start from

zero in order to zoom into the Pareto Front. Data points were

gathered on an NVIDIA V100 GPU.
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Figure 16: ETA vs. TTA across all workloads, with Pareto Front

and default configuration highlighted. Measured on an NVIDIA

V100 GPU.

C ETA w.r.t. Configurations for All Workloads

Figures 17 and 18 respectively show the ETA value when

batch size and power limit are swept. Especially note the

convexity of all BS-ETA curves, which justifies the design of

our pruning exploration algorithm.

D Cumulative Regret of All Workloads

Figure 19 shows the cumulative regret of Zeus and Grid

Search over job recurrences for all six workloads. In gen-

eral, Zeus converges to a better knob than Grid Search while

being faster.

E Search Paths for All Workloads

Figures 20 and 21 respectively show the search path of Zeus

and Grid Search in the 2D configuration space. Thanks to the

decoupling of batch size and power limit, Zeus is able to more

efficiently navigate the search space and converge to a knob

while consuming less energy and time during exploration.
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Figure 17: ETA w.r.t batch size of different DNN training workload.

The blue shade shows the error margin across repeated runs.
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Figure 18: ETA w.r.t GPU power limit of different DNN training

workload. Measured on an NVIDIA V100 GPU.

F Additional Sensitivity Analysis

Figure 22 compares both the energy consumption and training

time for Zeus against Default. We also calculate and plot the

geometric mean across all jobs. The result shows that with

higher η, Zeus prioritizes reducing energy consumption over

time, leading to higher improvement factor of energy, and

vice versa.

G Performance of Zeus on All GPUs

Figure 23 presents the energy and time consumption of all

workloads on four different generations NVIDIA GPUs: Am-

pere (A40), Volta (V100), Turing (RTX6000), and Pascal
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Figure 19: Cumulative regret of Zeus vs. Grid Search across all

workloads.

(P100). The overall trends hold for all GPUs.
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Figure 20: Search path of Zeus across all workloads.
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Figure 21: Search path of Grid Search across all workloads.
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Figure 22: Impact of priority knob η on ETA and TTA.
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Figure 23: Energy and time consumption of DNN training, nor-

malized against Default for DNN training. Results measured on (a)

NVIDIA A40 GPU, (b) NVIDIA V100 GPU, (c) NVIDIA RTX6000

GPU and (d) NVIDIA P100 GPU.
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Abstract
Remote Procedure Call (RPC) is a widely used abstraction

for cloud computing. The programmer specifies type informa-
tion for each remote procedure, and a compiler generates stub
code linked into each application to marshal and unmarshal
arguments into message buffers. Increasingly, however,
application and service operations teams need a high degree of
visibility and control over the flow of RPCs between services,
leading many installations to use sidecars or service mesh
proxies for manageability and policy flexibility. These sidecars
typically involve inspection and modification of RPC data
that the stub compiler had just carefully assembled, adding
needless overhead. Further, upgrading diverse application
RPC stubs to use advanced hardware capabilities such as
RDMA or DPDK is a long and involved process, and often
incompatible with sidecar policy control.

In this paper, we propose, implement, and evaluate a novel
approach, where RPC marshalling and policy enforcement are
done as a system service rather than as a library linked into
each application. Applications specify type information to the
RPC system as before, while the RPC service executes policy
engines and arbitrates resource use, and then marshals data
customized to the underlying network hardware capabilities.
Our system, mRPC, also supports live upgrades so that both
policy and marshalling code can be updated transparently to ap-
plication code. Compared with using a sidecar, mRPC speeds
up a standard microservice benchmark, DeathStarBench, by
up to 2.5× while having a higher level of policy flexibility and
availability.

1 Introduction
Remote Procedure Call (RPC) is a fundamental building
block of distributed systems in modern datacenters. RPC
allows developers to build networked applications using a
simple and familiar programming model [10], supported
by several popular libraries such as gRPC [26], Thrift [84],
and eRPC [39]. The RPC model has been widely adopted

∗Jingrong Chen and Yongji Wu contributed equally.
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Figure 1: Architectural comparison between current (RPC
library + sidecar) and our proposed (RPC as a managed
service) approaches.

in distributed data stores [19, 41, 83], network file sys-
tems [24, 80], consensus protocols [68], data-analytic
frameworks [2,12,16,25,55,82,94,98], cluster schedulers and
orchestrators [30,50], and machine learning systems [1,65,72].
Google found that roughly 10% of its datacenter CPU cycles
are spent just executing gRPC library code [42]. Because of
its importance, improving RPC performance has long been
a major topic of research [7, 8, 10, 14, 39, 52, 63, 81, 87, 95, 96].

Recently, application and network operations teams have
found a need for rapid and flexible visibility and control over
the flow of RPCs in datacenters. This includes monitoring
and control of the performance of specific types of RPCs [62],
prioritization and rate limiting to meet application-specific
performance and availability goals, dynamic insertion of
advanced diagnostics to track user requests across a network
of microservices [22], and application-specific load balancing
to improve cache effectiveness [6], to name a few.

The typical architecture is to enforce policies in a sidecar—a
separate process that mediates the network traffic of the
application RPC library (Figure 1a). This is often referred to as
a service mesh. A number of commercial products have been
developed to meet the need for sidecar RPC proxies, such as
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Envoy [18], Istio [32], HAProxy [29], Linkerd [53], Nginx [67],
and Consul [15]. Although some policies could theoretically
be supported by a feature-rich RPC runtime linked in with each
application, that can slow deployment—Facebook recently
reported that it can take months to fully roll out changes to
one of its application communication libraries [21]. One use
case that requires rapid deployment is to respond to a new
application security threat, or to diagnose and fix a critical
user-visible failure. Finally, many policies are mandatory
rather than discretionary—the network operations team may
not be able to trust the library code linked into an application.
Example mandatory security policies include access control,
authentication/encryption [15], and prevention of known
exploits in widely used network protocols such as RDMA [79].

Although using a sidecar for policy management is func-
tional and secure, it is also inefficient. The application RPC
library marshals RPC parameters at runtime into a buffer ac-
cording to the type information provided by the programmer.
This buffer is sent through the operating system network stack
and then forwarded back up to the sidecar, which typically
needs to parse and unwrap the network, virtualization, and RPC
headers, often looking inside the packet payload to correctly
enforce the desired policy. It then re-marshals the data for trans-
port. Direct application-level access to network hardware such
as RDMA or DPDK offers high performance but precludes
sidecar policy control. Similarly, network interface cards are
increasingly sophisticated, but it is hard for applications or
sidecars to take advantage of those new features, because mar-
shalling is done too high up in the network stack. Any change to
the marshalling code requires recompiling and rebooting each
application and/or the sidecar, hurting end-to-end availability.
In short, existing solutions can provide good performance, or
flexible and enforceable policy control, but not both.

In this paper, we propose a new approach, called RPC as a
managed service, to address these limitations. Instead of sepa-
rating marshalling and policy enforcement across different do-
mains, we combine them into a single privilege and trusted sys-
tem service (Figure 1b) so that marshalling is done after policy
processing. In our prototype,mRPC for managed RPC, the priv-
ileged RPC service runs at user level communicating with the
application through shared memory regions [4,8,58]. However,
mRPC could also be integrated directly into the operating sys-
tem kernel with a dynamically replaceable kernel module [61].

Our goals are to be fast, support flexible policies, and
provide high availability for applications. To achieve this, we
need to address several challenges. First, we need to decouple
marshalling from the application RPC library. Second, we
need to design a new policy enforcement mechanism to
process RPCs efficiently and securely, without incurring
additional marshalling overheads. Third, we need to provide a
way for operators to specify/change policies and even change
the underlying transport implementation without disrupting
running applications.

We implement mRPC, the first RPC framework that follows

the RPC as a managed service approach. Our results show that
mRPC speeds up DeathStarBench [23] by up to 2.5×, in terms
of mean latency, compared with combining state-of-art RPC
libraries and sidecars, i.e., gRPC and Envoy, using the same
transport mechanism. Larger performance gains are possible
by fully exploiting network hardware capabilities from within
the service. In addition, mRPC allows for live upgrades of
its components while incurring negligible downtime for
applications. Applications do not need to be re-compiled or
rebooted to change policies or marshalling code. mRPC has
three important limitations. First, data structures passed as
RPC arguments must be allocated on a special shared-memory
heap. Second, while we use a language-independent protocol
for specifying RPC type signatures, our prototype implemen-
tation currently only works with applications written in Rust.
Finally, our stub generator is not as fully featured as gRPC.

In this paper, we make the following contributions:

• A novel RPC architecture that decouples mar-
shalling/unmarshalling from RPC libraries to a
centralized system service.

• An RPC mechanism that applies network policies and
observability features with both security and low perfor-
mance overhead, i.e., with minimal data movement and
no redundant (un)marshalling. The mechanism supports
live upgrade of RPC bindings, policies, transport, and
marshalling without disrupting running applications.

• A prototype implementation of mRPC along with an eval-
uation on both synthetic workloads and real applications.

2 Background
In this section, we discuss the current RPC library architecture.
We then discuss the emerging need for manageability and how
manageability is implemented with existing RPC libraries.

2.1 Remote Procedure Call

To use RPC, a developer defines the relevant service interfaces
and message types in a schema file (e.g., gRPC .proto file). A
protocol compiler will translate the schema into program stubs
that are directly linked with the client and server applications.
To issue an RPC at runtime, the application simply calls
the corresponding function provided by the stub; the stub
is responsible for marshalling the request arguments and
interacting with the transport layer (e.g., TCP/IP sockets or
RDMA verbs). The transport layer delivers the packets to
the remote server, where the stub unmarshals the arguments
and dispatches the RPC request to a thread (eventually
replying back to the client). We refer to this approach as
RPC-as-a-library, since all RPC functionality is included in
user-space libraries that are linked with each application. Even
though the first RPC implementation [10] dates back to the
1980s, modern RPC frameworks (e.g., gRPC [26], eRPC [39],
Thrift [84]) still follow this same approach.
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A key design goal for RPC frameworks is efficiency. Google
and Facebook have built their own efficient RPC frameworks,
gRPC and Apache Thrift. Although primarily focused on porta-
bility and interoperability, gRPC includes many efficiency-
related features, such as supporting binary payloads. Academic
researchers have studied various ways to improve RPC effi-
ciency, including optimizing the network stack [45,69,99], soft-
ware hardware co-design [39, 41], and overload control [14].

As network link speeds continue to scale up [77], RPC
overheads are likely to become even more salient in the future.
This has led some researchers to advocate for direct application
access to network hardware [5, 39, 73, 99], e.g., with RDMA
or DPDK. Although low overhead, kernel bypass is largely
incompatible with the need for flexible and enforceable layer
7 policy control, as we discuss next. In practice, multiple
security weaknesses in RDMA hardware have led most cloud
vendors to opt against providing direct access to RDMA by
untrusted applications [48, 49, 58, 79, 95, 101].

2.2 The Need for Manageability

As RPC-based distributed applications scale to large, complex
deployment scenarios, there is an increasing need for improved
manageability of RPC traffic. We classify management needs
into three categories: 1) Observability: Provide detailed
telemetry, which enables developers to diagnose and optimize
application performance. 2) Policy Enforcement: Allow
operators to apply custom policies to RPC applications and
services (e.g., access control, rate limits, encryption). 3)
Upgradability: Support software upgrades (e.g., bug fixes
and new features) while minimizing downtime to applications.

One natural question to ask is: is it possible to add these
properties without changing existing RPC libraries? For
observability and policy enforcement, the state-of-the-art
solution is to use a sidecar (e.g., Envoy [18] or Linkerd [53]).
A sidecar is a standalone process that intercepts every packet
an application sends, reconstructing the application-level data
(i.e., RPC), and applying policies or enabling observability.
However, using a sidecar introduces substantial performance
overhead, due to redundant RPC (un)marshalling. This RPC
(un)marshalling, for example, in gRPC+Envoy, including
HTTP framing and protobuf encoding, accounts for 62-73%
overhead in the end-to-end latency [102]. In our evaluation
(§7), using a sidecar increases the 99th percentile RPC latency
by 180% and decreases the bandwidth by 44%. Figure 1a
shows the (un)marshalling steps invoked as an RPC traverses
from a client to a server and back. Using a sidecar triples the
number of (un)marshalling steps (from 4 to 12). In addition,
the sidecar approach is largely incompatible with the emerging
trend of efficient application-level access to network hardware.
Using sidecars means data buffers have to be copied between
the application and sidecars, reducing the benefits of having
zero-copy kernel-bypass access to the network.

Finally, using sidecars with application RPC libraries does
not completely solve the upgradability issue. While policy

can often be changed dynamically (depending on the feature
set of the sidecar implementation), marshalling and transport
code is harder to change. To fix a bug in the underlying RPC
library, or merely to upgrade the code to take advantage
of new hardware features, we need to recompile the entire
application (and sidecar) with the patched RPC library and
reboot. gRPC has a monthly or two-month release cycle for
bug fixes and new features [27]. Any scheduled downtime has
to be communicated explicitly to the users of the application
or has to be masked using replication; either approach can lead
to complex application life-cycle management issues.

We do not see much hope in continuing to optimize this RPC
library and sidecar approach for two reasons. First, a strong
coupling exists between a traditional RPC library and each
application. This makes upgrading the RPC library without
stopping the application difficult, if not impossible. Second,
there is only weak or no coupling between an RPC library and
a sidecar. This prevents the RPC library and the sidecar from
cross-layer optimization.

Instead, we argue for an alternative architecture in which
RPC is provided as a managed service. By decoupling RPC
logic, e.g., (un)marshalling, transport interface, from the
application, the service can simultaneously provide high
performance, policy flexibility, and zero-downtime upgrades.

3 Overview
Our system, mRPC, realizes the RPC-as-a-managed-service
abstraction while maintaining similar end-to-end semantics
as traditional RPC libraries (e.g., gRPC, Thrift). The goals for
mRPC are to be fast, support flexible policy enforcement, and
provide high availability for applications.

Figure 2 shows a high-level overview of the mRPC
architecture and workflow, breaking it down into three major
phases: initialization, runtime, and management. The mRPC
service runs as a non-root, user-space process with access to
the necessary network devices and a shared-memory region for
each application. In each of the phases, we focus on the view of
a single machine that is running both the RPC client application
and the mRPC service. The RPC server may also run alongside
an mRPC service. In this case, mRPC-specific marshalling
can be used. However, we also support flexible marshalling
to enable mRPC applications to interact with external peers
using well-known formats (e.g., gRPC). In our evaluation, we
focus on cases where both the client and server employ mRPC.

The initialization phase extends from building the applica-
tion to how the application binds to a specific RPC interface.
1 Similar to gRPC, users define a protocol schema. The

mRPC schema compiler uses this to generate stub code to
include in their application. We illustrate this using a key-value
storage service with a single Get function. 2 When the
application is deployed, it connects with the mRPC service
running on the same machine and specifies the protocol(s)
of interest, which are maintained by the generated stub. 3
The mRPC service also uses the protocol schema to generate,
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compile, and dynamically load a protocol-specific library
containing the marshalling and unmarshalling code for that
application’s schemas2. This dynamic binding is a key enabler
for mRPC to act as a long-running service, handling arbitrary
applications (and their RPC schemas). 3

At this point,we enter the runtime phase in which the applica-
tion begins to invoke RPCs. Our approach uses shared memory
between the application and mRPC, containing both control
queues as well as a data buffer. 4 The application protocol
stub produced by the mRPC protocol compiler can be called
like a traditional RPC interface, with the exception that data
structures passed as arguments or as return values must be allo-
cated on a special heap in the shared data buffer. As an example,
we show an excerpt of Rust-like pseudocode for invoking
the Get function. 5 Internally, the stub and mRPC library
manage RPC calls and replies in the control queues along with
allocations and deallocations in the data buffer. 6 The mRPC
service operates over the RPCs through modular engines that
are composed to implement the per-application datapaths
(i.e., sequence of RPC processing logic); each engine is
responsible for one type of task (e.g., application interface, rate
limiting, transport interface). Engines do not contain execution
contexts, but are rather scheduled by runtimes in mRPC that
correspond to kernel-level threads; during their execution,
engines read from input queues, perform work, and enqueue
outputs. External-facing engines (i.e., frontend, transport) use
asynchronous control queues, while all other engines are exe-
cuted synchronously by a runtime. Application control queues
are contained in shared memory with the mRPC service.

This architecture, along with dynamic binding, enables
mRPC to operate over RPCs rather than packets, avoiding
the high overhead of traditional sidecar-based approaches.
Additionally, the modular design of mRPC’s processing logic
enables mRPC to take advantage of fast network hardware

2Note that such libraries may be prefetched and/or cached to optimize the
startup time.

3The dashed box of "Stub" and "libApp" means they are generated code.

(e.g., RDMA and smartNICs) in a manner that is transparent
to the application. A key challenge, which we will address in
§4.2, is how to securely enforce operator policies over RPCs
in shared memory while minimizing data copies.

Finally, mRPC aims to improve the manageability of RPCs
by infrastructure operators. Here, we zoom out to focus on
the processing logic across all applications served by an
mRPC service. 7 Operators may wish to apply a number of
different policies to RPCs made by applications, whether on an
individual basis (e.g., rate limiting, access control) or globally
across applications (e.g., QoS). mRPC allows operators to
add, remove, update, or reconfigure policies at runtime. This
flexibility extends beyond policies to include those responsible
for interacting with the network hardware. A key challenge,
which we will address in §4.3, is in supporting the live upgrade
of mRPC engines without interrupting running applications
(and while managing engines sharing memory queues).

4 Design
In this section, we describe how mRPC provides dynamic
binding, efficient policy and observability support, live
upgrade, and security.

4.1 Dynamic RPC Binding

Applications have different RPC schemas, which ultimately
decide how an RPC is marshalled. In the traditional RPC-
as-a-library approach, a protocol compiler generates the
marshalling code, which is linked into the application. In
our design, the mRPC service is responsible for marshalling,
which means that the application-specific marshalling code
needs to be decoupled from an RPC library and run inside the
mRPC service itself. Failing to ensure this separation would
allow arbitrary code execution by a malicious user.

Applications directly submit the RPC schema (and not
marshalling code) to the mRPC service. The mRPC service
generates the corresponding marshalling code, then compiles
and dynamically loads the library. Thus, we rely on our mRPC
service code generator to produce the correct marshalling code
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for any user-provided RPC schema. For the initial handshake
between an RPC client and an RPC server, the two mRPC
services check that the provided RPC schemas match, and if
not, the client’s connection is rejected.

There are three remaining questions. First, what are
the responsibilities of the in-application user stub and
mRPC library? In mRPC, applications rely on user stubs to
implement the abstraction as specified in their RPC schema.
This means we still need to generate the glue code to maintain
the traditional application programming interface. Our
solution is to provide a separate protocol schema compiler,
which is untrusted and run by application developers, to
generate the user stub code that does not involve marshalling
and transport. The application RPC stub (with the help of
the mRPC library) creates a message buffer that contains
the metadata of the RPC, with typed pointers to the RPC
arguments, on the shared memory heap. The message is placed
on a shared memory queue, which will be processed by the
mRPC service. The receiving side works in a similar way.

Second, does this approach increase RPC connect/bind
time? Implemented naively, this design will increase the RPC
connect/bind time because the mRPC service has to compile
the RPC schema and load the resulting marshalling library
when an RPC client first connects to a corresponding server
(or equivalently when an RPC server binds to the service).
However, this latency is not fundamental to our design, and
we can mitigate it in the following way. The mRPC service
accepts RPC schemas before booting an application, as a form
of prefetching. Given a schema, it compiles and caches the
marshalling code. At the time of RPC connect/bind, the mRPC
service simply performs a cache lookup based on the hash
of the RPC schema. If it exists within the cache, the mRPC
service will load the associated library; otherwise, the mRPC
service will invoke the compiler to generate (and subsequently
cache) the library. This reduces the connect/bind time from
several seconds to several milliseconds.

Third, when new applications arrive, do existing appli-
cations face downtime? The multi-threaded mRPC service is
a single process that serves many RPC applications; however,
the marshalling engines for different RPC applications are
not shared. They are in different memory addresses and can
be (un)loaded independently. We will describe in §4.3 how to
load/unload engines without disrupting running applications.

4.2 Efficient RPC Policy Enforcement and Observability

We have one key idea to allow efficient RPC policy enforce-
ment and observability: senders should marshal once (as
late as possible), while receivers should unmarshal once (as
early as possible). On the sender side, we want to support
policy enforcement and observability directly over RPCs
from the application, and then marshal the RPC into packets.
The receiver side is similar: packets should be unmarshalled
into RPCs, applying policy and observability operations,
and then delivered directly to the application. Compared to

the traditional RPC-as-a-library approach with sidecars, this
eliminates the redundant (un)marshalling steps (see Figure 1).

Data: DMA-capable shared memory heaps. Our design is
centered around a dedicated shared memory heap between each
application and the mRPC service. (Note that this heap is not
shared across applications.) Applications directly create data
structures, which may be used in RPC arguments, in a shared
memory heap with the help of the mRPC library. Each applica-
tion has a separate shared memory region, which provides iso-
lation between (potentially mutually distrusting) applications.
The mRPC library also includes a standard slab allocator for
managing object allocation on this shared memory. If there is
insufficient space within the shared memory, the slab allocator
will request additional shared memory from the mRPC service
and then map it into the application’s address space. The mRPC
service has access to the shared memory heap, allowing it to
execute RPC processing logic over the application’s RPCs, but
also maintains a private memory heap for necessary copies.

Figure 3 shows an example workflow that includes access
control for a key-value store service. Having the data structures
directly in the shared memory allows an application to provide
pointers to data, rather than the data itself, when submitting
RPCs to the mRPC service. We call the message sent from an
application to the mRPC service an RPC descriptor. If there are
multiple RPC arguments, the RPC descriptor points to an array
of pointers (each pointing to a different argument on the heap).

Let us say we have an ACL policy that rejects an RPC if the
key matches a certain string. The mRPC service first copies
the argument (i.e., key), as well as all parental data structures
(i.e., GetReq), onto its private heap. This is to prevent time-of-
use-to-time-of-check (TOCTOU) attacks. Since applications
have access to DMA-capable shared memory at all times, an
application could modify the content in the memory while the
mRPC service is enforcing policies. Copying arguments is
a standard mitigation technique, similar to how OS kernels
prevents TOCTOU attacks by copying system call arguments
from user- to kernel-space. This copying only needs to happen
if the policy behavior is based on the content of the RPC. We
demonstrate in §7.2 that even with such copying, mRPC’s
overhead for an ACL policy is much lower than gRPC + Envoy.
The RPC descriptor is modified so that the pointer to the copied
argument now points to the private heap. On the receiver side,
the TOCTOU attack is not relevant, but we need to take care not
to place RPCs directly in shared memory. If there is a receive-
side policy that depends on RPC argument values, the mRPC
service first receives the RPC data into a private heap; it copies
the RPC data into the shared heap after policy processing. This
prevents the application from reading RPC data that should
have been dropped or modified by the policies. Note that we
can bypass this copy when processing does not depend on RPC
argument values (e.g., rate limits). During ACL policy enforce-
ment, the RPC is dropped if the key argument is contained in a
blocklist. Note that if an RPC is dropped, any further process-
ing logic is never executed (including marshalling operations).
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Finally, at the end of the processing logic, the transport
adapter engine executes. mRPC currently supports two
types of transport: TCP and RDMA. For TCP, mRPC uses
the standard, kernel-provided scatter-gather (iovec) socket
interface. For RDMA, mRPC uses the scatter-gather verb
interface, allowing the NIC to directly interact with buffers
on the shared (or private) memory heaps containing the RPC
metadata and arguments. For both TCP and RDMA, mRPC
provides disjoint memory blocks to the transport layer directly,
eliminating excessive data movements.4

Control: Shared-memory queues. To facilitate efficient
communication between an application and the mRPC service,
we use shared memory control queues. mRPC allocates two
unidirectional queues for sending and receiving requests from
an application to the mRPC service. The requests contain RPC
descriptors, which reference arguments on the shared memory
heap. The mRPC service always copies the RPC descriptors
applications put in the sending queue to prevent TOCTOU
attacks. mRPC provides two options to poll the queues: 1)
busy polling, and 2) eventfd-based adaptive polling. In busy
polling, both the application-side mRPC library and the mRPC
service busy poll on their ends of the queues. In the eventfd
approach, the mRPC library and the mRPC service sends
event notifications after enqueuing to an empty queue. After
receiving a notification, the queue is drained (performing the
necessary work) before subsequently waiting on future events.
The eventfd approach saves CPU cycles when queues are
empty. Other alternative solutions may involve dynamically
scaling up (or down) the number of threads used to busy poll by
the mRPC service; however, we chose the eventfd approach
for its simplicity. In our evaluation, we use busy polling for
RDMA and eventfd-based adaptive polling for TCP.

Memory management. We provide a memory allocator in
the mRPC library for applications to directly allocate RPC
data structures to be sent on a shared memory heap. The
allocator invokes the mRPC service to allocate shared memory
regions on behalf of the application (similar to how a standard

4For RDMA, if the number of disjoint memory blocks exceeds the limit
of NIC’s capability to encapsulate all blocks in one RDMA work request,
mRPC coalesces the data into a memory block before transmission. This
is because sending a single work request (even with a copy) is faster than
sending multiple smaller work requests on our hardware.

heap manager calls mmap or sbrk to allocate memory from an
OS kernel). We need to use a specialized memory allocator for
RPC messages (and their arguments), since RPCs are shared
between three entities: the application, the mRPC service, and
the NIC. A memory block is safe to be reclaimed only when
it will no longer be accessed by any entity.

We adopt a notification-based mechanism for memory
management. On the sender side, the outgoing messages are
managed by the mRPC library within the application. On
the receiver side, the incoming messages are managed by the
mRPC service. When the application no longer accesses a
memory block occupied by outgoing messages, the memory
block will not be reclaimed until the library receives a noti-
fication from mRPC service that the corresponding messages
are already sent successfully through the NIC (similar to how
zero-copy sockets work in Linux). Incoming messages are put
in buffers on a separate read-only shared heap. The receiving
buffers can be reclaimed when the application finishes pro-
cessing (e.g., when the RPC returns). To support reclamation
of receive buffers, the mRPC library notifies the mRPC service
when specific messages are no longer in use by the application.
Notifications for multiple RPC messages are batched to im-
prove performance. If the receiver application code wishes to
preserve or modify the incoming data, it must make an explicit
copy. Although this differs from traditional RPC semantics,
in our implementation of Masstree and DeathStarBench we
found no examples where the extra copy was necessary.

Cross-datapath policy engines. mRPC supports engines that
operate over multiple datapaths, which may span multiple ap-
plications. For instance, any global policy (e.g., QoS) will need
to operate over all datapaths (see §5). For this type of engine,
we instantiate replicas of the engine for each datapath that it
applies to. Replicas can choose to either communicate through
shared state, which requires managing contention across
runtimes, or support runtime-local state that is contention-free.

4.3 Live Upgrades

Although our modular engine design for the mRPC service
is similar to Snap [58] and Click [47], we arrive at very
different designs for upgrades. Click does not support live
upgrades, while Snap executes the upgraded process to run
alongside the old process. The old process serializes the
engine states, transfers them to the new process, and the
new process restarts them. This means that even changing
a single line of code within a single Snap engine requires a
complete restart for all Snap engines. This design philosophy
is fundamentally not compatible with mRPC, as we need
to deal with new applications arriving with different RPC
schemas, and thus our upgrades are more frequent. In addition,
we want to avoid fate sharing for applications: changes to an
application’s datapath should not impact the performance of
other applications. Ultimately, Snap is a network stack that
does not contain application-specific code, where as mRPC
needs to be application-aware for marshalling RPCs.
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We implement engines as plug-in modules that are dynam-
ically loadable libraries. We design a live upgrade method that
supports upgrading, adding, or removing components of the
datapath without disrupting other datapaths.

Upgrading an engine. To upgrade one engine, mRPC first
detaches the engine from its runtime (preventing it from being
scheduled). Next, mRPC destroys and deallocates the old
engine, but maintains the old engine’s state in memory; note
that the engine is detached from its queues and not running
at this time. Afterwards, mRPC loads the new engine and
configures its send and receive queues. The new engine
starts with the old engine’s state. If there is a change in the
data structures of the engine’s state, the upgraded engine is
responsible for transforming the state as necessary (which the
engine developer must implement). Note that this also applies
to any shared state for cross-datapath engines. The last step
is for mRPC to attach the new engine to the runtime.

Changing the datapath. When an operator changes the data-
path to add or remove an engine, this process now involves the
creation (or destruction) of queues and management of in-flight
RPCs. Changes that add an engine are straightforward, since it
only involves detaching and reconfiguring the queues between
engines. Changes that remove an engine are more complex,
as some in-flight RPCs may be maintained in internal buffers;
for example, a rate limiter policy engine maintains an internal
queue to ensure that the output queue meets a configured rate.
Engine developers are responsible for flushing such internal
buffers to the output queues when the engines are removed.

Multi-host upgrades or datapath changes. Some engine
upgrades or datapath changes that involve both the sender and
the receiver hosts need to carefully manage in-flight RPCs
across hosts. For example, if we want to upgrade how mRPC
uses RDMA, both the sender and the receiver have to be up-
graded. In this scenario, the operator has to develop an upgrade
plan that may involve upgrading an existing engine to some
intermediate, backward-compatible engine implementation.
The plan also needs to contain the upgrade sequence, e.g., up-
grading the receiver side before the sender side. Our evaluation
demonstrates such a complex live upgrade,which optimizes the
handling of many small RPC requests over RDMA (see §7.3).

4.4 Security Considerations

We envision two deployment models for mRPC: (1) a cloud
tenant uses mRPC to manage its RPC workloads (similar
to how sidecars are used today); (2) a cloud provider uses
mRPC to manage RPC workloads on behalf of tenants. In both
models, there are two different classes of principals: operators
and applications. Operators are responsible for configuring the
hardware/virtual infrastructure, deploying the mRPC service,
and setting up policies that mRPC will enforce. Applications
run on an operator’s infrastructure, interacting with the mRPC
service to invoke RPCs. Applications trust operators, along
with all privileged software (e.g., OS) and hardware that the

operators provide; both applications and operators trust our
mRPC service and protocol compiler. In both deployment
models, applications are not trusted and may be malicious
(e.g., attempt to circumvent network policies).

In the first deployment model, mRPC service runs on top of a
virtualized network that is dedicated to the tenant. Running ar-
bitrary policy and observability code inside the mRPC service
cannot attack other tenants’ traffic since inter-tenant isolation
is provided by the cloud provider. In the second deployment
model, our current prototype does not support running tenant-
provided policy implementation inside mRPC service. How to
safely integrate tenant-provided policy implementation and a
cloud provider’s own policy implementation is a future work.

From the application point of view, we want to ensure
that mRPC provides equivalent security guarantees as
compared to today’s RPC library and sidecar approach,
which we discuss in terms of: 1) dynamic binding and 2) policy
enforcement. Our dynamic binding approach involves the gen-
eration, compilation, and runtime loading of a shared library
for (un)marshalling application RPCs. Given that the compiled
code is based on the application-provided RPC schema, this
is a possible vector of attack. The mRPC schema compiler is
trusted with a minimal interface: other than providing the RPC
schema, applications have no control on the process of how
the marshalling code is generated. We open source our imple-
mentation of the compiler so that it can be publicly reviewed.

As for all of our RPC processing logic, policies are enforced
over RPCs by operating over their representations in shared
memory control queues and data buffers. With a naive shared
memory implementation, this introduces a vector of attack by
exploiting a time-of-check to time-of-use (TOCTOU) attack;
for instance, the application could modify the RPC message
after policy enforcement but before the transport engine
handles it. In mRPC, we address this by copying data into an
mRPC-private heap prior to executing any policy that operates
over the content of an RPC (as opposed to metadata such as the
length). Similarly, received RPCs cannot be placed in shared
memory until all policies have been enforced, since otherwise
applications could see received RPCs before policies have a
chance to drop (or modify) them. Shared memory regions are
maintained by the mRPC service on a per-application basis
to provide isolation.

5 Advanced Manageability Features
mRPC’s architecture creates an opportunity for advanced man-
ageability features such as cross-application RPC scheduling.
In this section, we present two such features that we developed
on our policy engine framework to demonstrate the broader
utility of our RPC-as-a-managed-service architecture.

Feature 1: Global RPC QoS. mRPC allows centralized RPC
scheduling of cross-application workloads based on a global
view of current outstanding RPCs. For example, mRPC can en-
force a policy that prioritizes RPCs with earliest deadlines [86]
across applications to support latency SLO or prioritizes
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latency-sensitive workloads [101]. One challenge here is that
a naive implementation may attempt to apply the QoS policy
for datapaths spread over multiple runtimes (i.e., execution
thread contexts). This would require the (replicated) policy
engines on each datapath to share the state on outstanding
RPCs, and thus impose synchronization overheads. Therefore,
we adopt a similar strategy as used in the Linux kernel to apply
the QoS policy on a per-runtime basis, which instead can use
runtime-local storage without the need for synchronization. In
our implementation, we support a QoS strategy that prioritizes
small RPCs based on a configurable threshold size.

Feature 2: Avoiding RDMA performance anomalies. It
is well known that RDMA workloads may not fully utilize
the capability of a specific RDMA NIC without fine-tuning,
and that particular traffic patterns can even cause performance
anomalies [40, 49] (e.g., low RDMA throughput, pause frame
storms). Previous work such as ScaleRPC [13] and Flock [63]
have proposed techniques to utilize the RNIC more efficiently.
However, their approaches are library-based and only work
for single applications; therefore, they do not handle scenarios
in which the combination of multiple application workloads
causes poor RDMA performance. mRPC’s architecture
enables us to have a global view of all RDMA requests and
to avoid such performance anomalies.

We implement a global RDMA scheduler inside the
RDMA transport engine, which translates RPC requests into
RDMA messages and sends them to the RDMA NIC. In our
implementation, we focus on addressing the performance
degradation from interspersed small and large scatter-gather
elements (which may be across RPCs as well as applications).
We fuse such elements together with an explicit copy with an
upper bound of 16 KB for the size of the fused element.

6 Implementation
mRPC is implemented in 32K lines of Rust: 3K lines for
the protocol compiler, 6K for the mRPC control plane, 12K
for engine implementations, and 11K for the mRPC library.
The mRPC control plane is part of the mRPC service that
loads/unloads engines.

The mRPC control plane is not live-upgradable. The
mRPC library is linked into applications and is thus also not
live-upgradable. We do not envision the need to frequently
upgrade these components because they only implement
the high-level, stable APIs, such as shared memory queue
communication and (un)loading engines.

Engine interface. Table 1 presents the essential API functions
that all engines must implement. Each engine represents some
asynchronous computation that operates over input and output
queues via doWork, which is similar in nature to Rust’s Future.
mRPC uses a pool of runtime executors to drive the engines by
calling doWork, where each runtime executor corresponds to
a kernel thread. We currently implement a simple scheduling
strategy inspired by Snap [58]: engines can be scheduled to

Operations
doWork(in:[Queue], out:[Queue])

Operate over one or more RPCs available on input queues.
decompose(out:[Queue]) → State

Decompose the engine to its compositional states.
(Optionally output any buffered RPCs)

restore(State) → Engine
Restore the engine from the previously decomposed state.

Table 1: mRPC Engine Interface.

a dedicated or shared runtime on start. In addition, runtimes
with no active engines will be put to slept and release CPU
cycles. The engines also implement APIs to support live
upgrading: decompose and restore. In decompose, the
engine implementation is responsible for destructing the
engine and creating a representation of the final state of the
engine in memory, returning a reference to mRPC. mRPC
invokes restore on the upgraded instance of the engine,
passing in a reference to the final state of the old engine. The
developer is responsible for handling backward compatibility
across engine versions, similar to how application databases
may be upgraded across changes to their schemas.

Transport engines. We abstract reliable network commu-
nication of messages into transport engines, which share
similar design philosophy with Snap [58] and TAS [45]. We
currently implement two transport engines: RDMA and TCP.
Our RDMA transport engine is implemented based on OFED
libibverbs 5.4, while our TCP transport engine is built on
Linux kernel’s TCP socket.

mRPC Library. Modern RPC libraries allow the user to
specify the RPC data types and service interface through a
language-independent schema file (e.g., protobuf for gRPC,
thrift for Apache Thrift). mRPC implements support for
protobuf and adopts similar service definitions as gRPC,
except for gRPC’s streaming API. mRPC also integrates
with Rust’s async/await ecosystem for ease of asynchronous
programming in application development.

To create an RPC service, the developer only needs to
implement the functions declared in the RPC schema. The
dependent RPC data types are automatically generated and
linked with the application by the mRPC schema compiler. The
mRPC library handles all the rest, including task dispatching,
thread management, and error handling. To allow applications
to directly allocate data in shared memory without changing
the programming abstraction, we implement a set of shared
memory data structures that expose the same rich API as
Rust’s standard library. This is done by replacing the memory
allocation of data structures such as Vec and String with the
shared memory heap allocator.

7 Evaluation
We evaluate mRPC using an on-premise testbed of servers
with two 100 Gbps Mellanox Connect-X5 RoCE NICs and
two Intel 10-core Xeon Gold 5215 CPUs (running at 2.5 GHz
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base frequency). The machines are connected via a 100 Gbps
Mellanox SN2100 switch. Unless specified otherwise, we
keep a single in-flight RPC to evaluate latency. To benchmark
goodput and RPC rate, we let each client thread keep 128
concurrent RPCs on TCP and 32 concurrent RPCs on RDMA.

7.1 Microbenchmarks

We first evaluate mRPC’s performance through a set of
microbenchmarks over two machines, one for the client and
the other for the server. The RPC request has a byte-array
argument, and the response is also a byte array. We adjust the
RPC size by changing the array length. RPC responses are an
8-byte array filled with random bytes. We compare mRPC with
two state-of-the-art RPC implementations, eRPC and gRPC
(v1.48.0). We deploy Envoy (v1.20) in HTTP mode to serve as
a sidecar for gRPC. We use mRPC’s TCP and RDMA backends
to compare with gRPC and eRPC, respectively. There is no
existing sidecar that supports RDMA. To evaluate the perfor-
mance of using a sidecar to control eRPC traffic, we implement
a single-thread sidecar proxy using the eRPC interface. We
keep applications running for 15 seconds to measure the result.

Small RPC latency. We evaluate mRPC’s latency by issuing
64-byte RPC requests over a single connection. Table 2
shows the latency for small RPC requests. Note that since
the marshalling of small messages is fast on modern CPUs,
the result in the table remains stable even when the message
size scales up to 1 KB. We use netperf and ib_read_lat to
measure raw round-trip latency.

mRPC achieves median latency of 32.8 µs for TCP and
7.6 µs for RDMA. Relative to netperf (TCP) or a raw RDMA
read, mRPC adds 11.8 or 5.1 µs to the round-trip latency. This
is the cost of the mRPC abstraction on top of the raw transport
interface (e.g., socket, verbs).

We also evaluate latency in the presence of sidecar
proxies. The sidecars do not enforce any policies, so we are
only measuring the base overhead. Our results show that
adding sidecars substantially increases the RPC latency. On
gRPC, adding Envoy sidecars more than triples the median
latency. The result is similar with eRPC. On mRPC, having
a NullPolicy engine (which simply forwards RPCs) in the
mRPC service has almost no effect on latency, increasing the
median latency only by 300 ns.

Comparing the full solution (mRPC with policy versus
gRPC/eRPC with proxy), mRPC speeds up the median latency
by 6.1× (i.e., 33.4 µs against 203.4 µs) and the 99th percentile
tail latency by 5.8×. On RDMA, mRPC speeds up eRPC by
1.3× and 1.4× in terms of median and tail latency (respec-
tively). This is because the communication between the eRPC
app and its proxy goes through the NIC, which triples the cost
in the end-host driver (including the PCIe latency). In contrast,
mRPC’s architecture shortcuts this step with shared memory.

In addition, to separate the performance gain from system
implementation difference, we evaluate the latency of mRPC
with full gRPC-style marshalling (protobuf encoding and

Transport Solution Median Latency (µs) P99 Latency (µs)

TCP

Netperf 21.0 32.0
gRPC 63.0 90.3
mRPC 32.8 38.7

gRPC+Envoy 203.4 251.1
mRPC+NullPolicy 33.4 43.3

mRPC+NullPolicy+HTTP+PB 49.8 61.9

RDMA

RDMA read 2.5 2.8
eRPC 3.6 4.1
mRPC 7.6 8.7

eRPC+Proxy 11.3 15.6
mRPC+NullPolicy 7.9 9.1

Table 2: Microbenchmark [Small RPC latency]: Round-trip
RPC latencies for 64-byte requests and 8-byte responses.

HTTP/2 framing) in the presence of NullPolicy engines as
an ablation study. Under this setting, compared with gRPC
+ Envoy, mRPC speeds up the latency by 4.1× in terms of both
median and tail latency. We also observe that the mRPC frame-
work does not introduce significant overhead. Even with the
cost of protobuf and HTTP/2 encoding, mRPC still achieves
slightly lower latency compared with standalone gRPC. In
mRPC, we can choose a customized marshalling format, be-
cause we know the other side is also an mRPC service. In other
cases, e.g., when interfacing with external traffic or dealing
with endianness differences, we can still apply full-gRPC style
marshalling. When mRPC is configured to use full-gRPC
style marshalling, we only need to pay (un)marshalling costs
between mRPC services. For gRPC + Envoy, in addition to
the (un)marshalling costs between Envoy proxies, the commu-
nication between applications and Envoy proxies also needs
to pay this (un)marshalling cost. In the remaining evaluations,
we will use mRPC’s customized marshalling protocol. More
results using gRPC-style marshalling are shown in §A.1.

Large RPC goodput. The client and server in our goodput
test use a single application thread. The left side of Figure 4
shows the result. From this point on, when we discuss mRPC’s
performance, we focus on the performance of mRPC that has
at least a NullPolicy engine in place to fairly compare with
sidecar-based approaches.

mRPC speeds up gRPC + Envoy and eRPC + Proxy, by
3.1× and 9.3×, respectively, for 8KB RPC requests. mRPC is
especially efficient for large RPCs5, for which (un)marshalling
takes a higher fraction of CPU cycles in the end-to-end RPC
datapath. Having a sidecar substantially hurts RPC goodput
both for TCP and RDMA. In particular, for RDMA, intra-host
roundtrip traffic through the RNIC might contend with
inter-host traffic in the RNIC/PCIe bus, halving the available
bandwidth for inter-host traffic. mRPC even outperforms
gRPC (without Envoy). mRPC is fundamentally more efficient
in terms of marshalling format: mRPC uses iovec and
incurs no data movement. §A.1 shows an ablation study
that demonstrates that even if mRPC uses a full gRPC-style
marshalling engine, mRPC outperforms gRPC + Envoy due
to a reduction in the number of (un)marshalling steps.

CPU overheads. To understand the mRPC CPU overheads,
we measure the per-core goodput. The results are shown on
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Figure 4: Microbenchmark [Large RPC goodput]:
Comparison of goodput for large RPCs. Note that different
solutions demand different amounts of CPU cores, so we also
normalized the goodput to their CPU utilization, as shown
in the right figures. The error bars show the 95% confidence
interval, but they are too small to be visible.
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Figure 5: Microbenchmark [RPC rate and scalability]:
Comparison of small RPC rate and CPU scalability. The bars
show the RPC rate. The error bars show the 95% confidence
interval.

the right side of Figure 4. mRPC speeds up gRPC + Envoy and
eRPC + Proxy, by 3.8× and 9.3×, respectively. This means
mRPC is much more CPU-efficient than gRPC + Envoy and
eRPC + Proxy. eRPC (without a proxy) is quite efficient, but
converges to mRPC’s efficiency as RPC size increases.

RPC rate and scalability. We evaluate mRPC’s small RPC
rate and its multicore scalability. We fix the RPC request size
to 32 bytes and scale the number of client threads. We use
the same number of threads for the server as the client, and
each client connects to one server thread. Figure 5 shows the
RPC rates when scaling from 1 to 8 user threads. All the tested
solutions scale well. mRPC’s RPC rates scale by 5.1× and
7.2×, on TCP and RDMA, from a single thread to 8 threads.
As a reference, gRPC scales by 4.3×, gRPC + Envoy scales by

5Standalone eRPC exhibits relatively lower goodput on RoCE than on
Infiniband. According to the eRPC paper [39], eRPC should achieve 75 Gbps
on Infiniband for 8MB RPCs.

gRPC mRPC
0

25

50

75

100

R
PC

 R
at

e 
(K

rp
s)

49

82

25

80w/o Limit
w/ Limit

(a) Rate Limiting

gRPC mRPC
0

25

50

75

100

R
PC

 R
at

e 
(K

rp
s)

50

84

13

79
w/o ACL
w/ ACL

(b) Access Control

Figure 6: Efficient Support for Network Policies. The RPC
rates with and without policy are compared. The bars of w/o
Limit and w/o ACL for gRPC show its throughput when the
sidecar is bypassed. The error bars show the 95% confidence
interface.

3.9×, and eRPC scales by 6.5×. mRPC achieves 0.43 Mrps on
TCP and 6.5 Mrps on RDMA with 8 threads. gRPC + Envoy
only has 0.09 Mrps, so mRPC outperforms it by 5×. We do
not evaluate eRPC + proxy, because our eRPC proxy is only
single-threaded. When we run eRPC + proxy with a single
thread, it achieves 0.51 Mrps. So even if eRPC + proxy scales
linearly to 8 threads, mRPC still outperforms it.

7.2 Efficient Policy Enforcement

We use two network policies as examples to demonstrate
mRPC’s efficient support for RPC policies: (1) RPC rate
limiting and (2) access control based on RPC arguments. RPC
rate limiting allows an operator to specify how many RPCs
a client can send per second. We implement rate limiting as
an engine using the token bucket algorithm [91]. Our access
control policy inspects RPC arguments and drops RPCs based
on a set of rules specified by network operators. These two
network policies differ greatly from traditional rate limiting
and access control, which only limit network bandwidth and
can only operate on packet headers.

We compare rate limit enforcement using an mRPC policy
versus using Envoy’s rate limiter on gRPC workloads. To
evaluate the performance overheads, we set the limit to infinity
so that the actual RPC rate is never above the limit (allowing
us to observe the overheads). Figure 6a shows the RPC rate
with and without the rate limits. gRPC’s RPC rate drops
immediately from 49K to 25K. This is because having a
sidecar proxy (Envoy) introduces substantial performance
overheads. For mRPC, the RPC rate stays the same at 82K.
This is because having a policy introduces minimal overheads.
The extra policy only adds tens to hundreds of extra CPU
instructions on the RPC datapath.

We evaluate access control on a hotel reservation application
in DeathStarBench [23]. The service handles hotel reservation
RPC requests, which include the customer’s name, the check-
in date, and other arguments. The service then returns a list of
recommended hotel names. We set the access control policy
to filter RPCs based on the customerName argument in the
request. We use a synthetic workload containing 99% valid
and 1% invalid requests. We again compare our mRPC policy
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Figure 7: Live upgrade. In (a), the annotations indicate when
the client of App A and server of A and B are upgraded. In (b),
the annotations denote the specified rate and when the policy
is removed.

against using Envoy to filter gRPC requests. We implement the
Envoy policy using WebAssembly. gRPC’s rate drops from
50K to 13K. This is because of the same sidecar overheads and
now Envoy has to further parse the packets to fetch the RPC
arguments. On mRPC, the performance drop is much smaller,
from 84K to 79K. Note that, on mRPC, the performance over-
head of introducing access control is larger than rate limiting.
For access control, the mRPC service has to copy the relevant
field (i.e., customerName) to the private heap to prevent TOC-
TOU attacks on the sender side and has to copy the RPC from
a private heap to the shared heap on the receiver side.

7.3 Live Upgrade

We demonstrate mRPC’s ability to live upgrade using two
scenarios.

Scenario 1. During our development of mRPC, we realized
that using the RDMA NIC’s scatter-gather list to send multiple
arguments in a single RPC can significantly boost mRPC’s
performance. In this approach, even when an RPC contains
arguments that are scattered in virtual memory, we can send
the RPC using a single RDMA operation (ibv_post_send).
We use these two versions of our RDMA transport engine
to demonstrate that mRPC enables such an upgrade without
affecting running applications. Note that all other evaluations
already include this RDMA feature. This upgrade involves
both the client side’s mRPC service and the server side’s
mRPC service, because it involves how RDMA is used
between machines (i.e., transport adapter engine). gRPC and
eRPC cannot support this type of live upgrade.

We run two applications (App A and App B). Both applica-
tions are sending 32-byte RPCs, and the responses are 8 bytes.
A and B share the mRPC service on the server side. A’s and B’s
RPC clients are on different machines. We keep 8 concurrent
RPCs for B, forcing it to send at a slower rate, while using 32
for A. We first upgrade the server side to accept arguments
as a scatter-gather list, and we then upgrade the client side of
A. Figure 7a shows the RPC rate of A and B. When the server
side upgrades, we observe a negligible effect on A’s and B’s
rate. Neither A nor B needs recompilation or rebooting. When
A’s client side’s mRPC service is upgraded, A’s performance
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Figure 8: DeathStarBench: Mean latency of in-application
processing and network processing of microservices. The
latency of a microservice includes RPC calls to other
microservices. The frontend latency represents complete
end-to-end latency.

increases from 480K to 860K. B’s performance is not affected
at all because B’s client side’s mRPC service is not upgraded.

Scenario 2. Enforcing network policies has performance
overheads, even when they do not have any effect. For example,
enforcing a rate limit of an extremely large throttle rate still
introduces performance overheads just for tracking the current
rate using token buckets. mRPC allows policies to be removed
at runtime, without disrupting running applications.

We use the same rate limiting setup from §7.2 but on top
of RDMA transport. Figure 7b shows the RPC rate. We start
from not having the rate limit engine. We then load the rate
limit engine and set the throttled rate to 500K. The RPC rate
immediately becomes 500K. We then set the throttled rate to
be infinite, and the rate becomes 840K. After we detach the
rate limit engine, the rate becomes 890K.

Takeaways. There are two overall takeaways from these
experiments. First, mRPC allows upgrades to the mRPC
service without disrupting running applications. Second,
live upgrades allow for more flexible management of RPC
services, which can be used to enable immediate performance
improvements (without redeploying applications) or dynamic
configuration of policies.

7.4 Real Applications

We evaluate how the performance benefits of mRPC transform
into end-to-end application-level performance metrics.

DeathStarBench. We use the hotel reservation service from
the DeathStarBench [23] microservice benchmark suite. The
reference benchmark is implemented in Go with gRPC and
Consul [15] (for service discovery). Our mRPC prototype
currently only supports Rust applications, and we thus port the
application code to Rust for comparison. We use the same open-
source services such as memcached [59] and MongoDB [64].

We distribute the HTTP frontend and the microservices on
four servers in our testbed. The monolithic services (mem-
cached, MongoDB) are co-located with the microservices that
depend on them. We use a single thread for each of the microser-
vices and the frontend. Further, we deploy an Envoy proxy as a
sidecar on each of the servers (with no active policy). The pro-
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Median Latency P99 Latency Throughput

eRPC 16.8 µs 21.7 µs 8.7 MOPS
mRPC 22.5 µs 33.1 µs 7.0 MOPS

Table 3: Masstree analytics: Latency and the achieved
throughput for GET operations. MOPS is Million Operations
Per Second.

vided workload generator [23] is used to submit HTTP requests
to the frontend. For a fair comparison, we also implemented a
Rust version of the benchmark with Tonic [93], which is the de
facto implementation of gRPC in Rust. We deploy the mRPC
and Tonic implementations on bare metal, while the reference
Go suite runs in Docker containers with a host network (which
introduces negligible performance overheads compared to us-
ing bare metal [103]). All three solutions are based on TCP. We
issue 20 requests per second for 250 seconds and record the la-
tency of each request, breaking it down into the in-application
processing time and network processing time for each microser-
vice involved. In our evaluation, the dynamic bindings of the
user applications are already cached in mRPC service, so the
time to generate the bindings is not included in the result.

Figure 8 shows the latency breakdown. First, we validate
that our own implementation of DeathStarBench on Rust is
a faithful re-implementation. We can see that the original Go
implementation and our Rust implementation have similar
latency. Moreover, the amount of latency spent in gRPC is
similar. Second, mRPC with a null policy outperforms by
2.5× gRPC with a sidecar proxy in average end-to-end latency.
§A.2 contains more details about the tail latency and the
scenario without a sidecar.

Masstree analytics. We also evaluate the performance of
Masstree [56], an in-memory key-value store, over both mRPC
and eRPC [39] using RDMA. We follow the exact same work-
load setup used in eRPC, which contains 99% I/O-bounded
point GET request and 1% CPU-bounded range SCAN request.
We run the Masstree server on one machine and run the client
on another machine. Both the server and the client use 10
threads, with each client thread using 16 concurrent requests.
The test runs for 60 seconds. The result in Table 3 shows that
eRPC outperforms mRPC, which makes sense since eRPC
is a well-designed library implementation that is focused on
high performance. mRPC enables many other manageability
features in exchange for a slight reduction in performance. In
this case, using mRPC instead of eRPC means that median
latency increases by 34% and throughput reduces by 20%.

7.5 Benefits of Advanced Manageability Features

Next, we demonstrate the performance benefits of having
centralized RPC management, through two advanced manage-
ability features that we developed (see §5). We use synthetic
workloads to test the advanced manageability features.

Latency App B/W App

P95 Latency P99 Latency Bandwidth

w/o QoS 45.1 µs 54.6 µs 22.2 Gbps
w/ QoS 19.5 µs 21.8 µs 22.0 Gbps

Table 4: Global QoS: Performance of latency- and bandwidth-
sensitive applications with and without a global QoS policy.
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Figure 9: RDMA Scheduler: Mean RPC latency with or
without RDMA scheduler. The error bars show the 95%
confidence interval.

Global RPC QoS. We enable our cross-application QoS
policy that reorders requests from multiple applications and
prioritizes small RPC quests. We set up two applications
and pin them to the same mRPC runtime. One application
is latency-sensitive, sending 32-byte RPC requests with a
single RPC in-flight; the other is bandwidth-sensitive, sending
32 KB requests with 64 concurrent RPCs. We measure the tail
latency for the latency-sensitive application and the utilized
bandwidth of the bandwidth-sensitive one.

Table 4 shows the result. Without the QoS policy, the
bandwidth-sensitive application has a high bandwidth
utilization; however, the latency-sensitive application suffers
from a high tail latency. With the QoS policy in place, the
small requests from the latency-sensitive application get
higher priority and are sent first, improving P99 latency
from 54.6 µs to 21.8 µs. Since small RPC requests consume
negligible bandwidth, it barely affects the bandwidth-sensitive
application (less than a 1% bandwidth drop).

RDMA Scheduler. Our RDMA scheduler batches small RPC
requests into (at most) 16KB messages and sends requests us-
ing a single RMDA operation to reduce the load on the RDMA
NIC. Our synthetic workload is based on BytePS [37], which
uses RDMA for distributed deep learning. To synchronize a
tensor to/from a server, BytePS prepends an 8-byte key and ap-
pends a 4-byte length to describe the tensor. The three disjoint
memory blocks are placed in a scatter-gather list and submitted
to the NIC, resulting in a small-large-small message pattern
that triggers a performance anomaly [49]. This message
pattern is quite common in real applications, as programs often
need to describe a large payload with a small piece of metadata.
We emulate BytePS’s RPC request pattern and generate RPCs
from three widely-used models: MobileNet, EfficientNetB0,
and InceptionV3 [31, 89, 90]. Each RPC call consists of an
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8-byte key, a payload of tensor, and a 4-byte length. We use
a single thread to make RPCs. Figure 9 shows the average
RPC latency. The RDMA scheduler provides 30-90% latency
improvement. This improvement differs for different neural
networks, because of different RDMA message patterns.

8 Related Work
Fast RPC implementations. Optimizing RPC has a long
history. Birrell and Nelson’s early RPC design [10] includes
generating bindings via a compiler, interfacing with transport
protocols, and various optimizations (e.g., implicit ACK).
Bershad et al. showed how to use shared-memory queues
to efficiently pass RPC messages between processes on the
same machine [8]. mRPC’s shared-memory region leverages
this idea but extends it to allow for marshalling code to be
applied after policy enforcement. A similar use of shared-
memory queues can be found with recent Linux support for
asynchronous system calls [3] combined with scatter-gather
I/O [54]; unlike traditional system calls, however, mRPC
protocol descriptions can be defined at runtime.

Another line of work uses RDMA to speed network
RPCs [13, 39, 41, 63, 87, 88]. These studies assume direct ap-
plication access to network hardware and are thus susceptible
to RDMA’s security weaknesses [79]. mRPC leverages ideas
from RDMA RPC research but in a way that is compatible with
policy enforcement and observability, by doing so as a service.
Another line of work reduces the cost of marshalling, by using
alternative formats [2,9,11,20,38,66,78,92] or designing hard-
ware accelerators [35,43,76,97]. This work is largely orthogo-
nal to our goal of removing unnecessary marshalling steps but
could be applied to further improve mRPC performance.

Fast network stacks. Building efficient host network stacks
is a popular research topic. MegaPipe [28], mTCP [36],
Arrakis [73], IX [5], eRPC [39], and Demikernel [99] advocate
building the network stack as a user-level library, bypassing
the kernel for performance. In these systems, an application
directly accesses the network interface, but they assume
policy can be enforced by the network hardware and are thus
vulnerable if the hardware has security weaknesses. mRPC
can interpose policy on any RPC. Like mRPC, Snap [58]
and TAS [45] implement the network stack as a service, but
they stop at layer 4 (TCP and UDP) rather than layer 7 (RPC).
Application RPC stubs must marshal data into shared memory
queues to use Snap or TAS. Flexible policy engines are a key
feature of Snap, but because Snap operates at layer 4, it can only
apply layer 7 policies by unmarshalling and re-marshalling
RPC data. A fast network stack like mRPC can also be
implemented directly in the kernel. LITE [95] implements
RDMA operations as system calls inside the kernel to improve
manageability, and Shenango [69] interposes a specialized
kernel packet scheduler for network messages.

Fast network proxies. There is a long line of work on im-
proving the performance of network proxies [33, 34, 44, 46, 47,

51, 57, 60, 70, 71, 74, 75, 85, 100]. Much of this work considers
the general case of a standalone proxy. Our work differs in
two ways. First, our proposed technique is only for RPC traffic
rather than generalized TCP traffic. Second, we co-design the
application library stub and proxy, and thus, both must be co-
located on the same machine for our shared memory queues to
function. In today’s sidecar proxies (our baseline), this assump-
tion holds, but it does not hold for generalized network proxies.

Live upgrades of system software. Being able to update
system software without disrupting or restarting applications
is key to achieving end-to-end high availability. Snap [58]
provides live upgrade of the network stack running as a proxy;
Bento [61] provides similar functionality for kernel-resident
file systems. Relative to these systems, mRPC upgrades are
more fine-grained. For example, Snap targets a maximum
outage during upgrades of 200 milliseconds, by spawning
another instance of itself and moving all connections to the new
process. By contrast, our goal is near instantaneous changes
and upgrades to RPC protocol definitions, policy engines, and
marshalling code. We accomplish this by keeping the control
plane intact and performing updates by loading and unloading
dynamic libraries. eBPF is a Linux kernel extensibility
mechanism that supports dynamic updates [17]; unlike eBPF,
mRPC can dynamically change the execution graph of policy
engines as well as the individual engines themselves.

9 Conclusion

Remote procedure call has become the de facto abstraction
for building distributed applications in datacenters. The
increasing demand for manageability makes today’s RPC
libraries inadequate. Inserting a sidecar proxy into the network
datapath allows for manageability but slows down RPC
substantially due to redundant marshalling and unmarshalling.
We present mRPC, a novel architecture to implement RPC
as a managed service to achieve both high performance and
manageability. mRPC eliminates the redundant marshalling
overhead by applying policy to RPC data before marshalling
and only copying data when necessary for security. This
new architecture enables live upgrade of RPC processing
logic and new RPC scheduling and transport methods
to improve performance. We have performed extensive
evaluations through a set of micro-benchmarks and two real
applications to demonstrate that mRPC enables a unique
combination of high performance, policy flexibility, security,
and application-level availability. Our source code is available
at https://github.com/phoenix-dataplane/phoenix.
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Figure 10: Microbenchmark [Large RPC bandwidth]:
Comparison of large RPC bandwidth where we use HTTP/2
and protobuf (PB) marshalling for mRPC, on TCP transport.
The error bars show the 95% confidence interval, but they are
too small to be visible.
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Figure 11: Microbenchmark [RPC rate and scalability]:
Comparison of small RPC rate and CPU scalability where we
use HTTP/2 and protobuf (PB) marshalling for mRPC, on TCP
transport. The error bars show the 95% confidence interval.

A Appendix

A.1 mRPC with Full gRPC-style Marshalling

As gRPC uses protobuf [78] for encoding and HTTP/2 as
the payload carrier, it has a memory copying and HTTP/2
framing cost. On the other hand, mRPC is agnostic to the
marshalling format. Although mRPC’s default marshalling is
zero-copy and is generally faster than gRPC-style marshalling,
our main goal of the paper is to show that we can eliminate
the redundant (un)marshalling steps while enabling network
policies and observability for RPC traffic.

To isolate the performance benefits of using zero-copy
marshalling and reducing the number of (un)marshalling steps,
we evaluate mRPC with full gRPC-style marshalling (protobuf
+ HTTP/2). We implement an mRPC variant that applies encod-
ing (decoding) code generated by the protobuf compiler and
HTTP/2 framing for inter-host mRPC service communication.

We conduct the same large RPC goodput experiment in §7.1.
The results are presented in Figure 10. We find that mRPC
achieves performance comparable to gRPC after switching to
using protobuf + HTTP/2. With full gRPC marshalling, mRPC
still performs 2.6× and 3.7× as fast as gRPC + Envoy in
terms of goodput and goodput per core. This is because mRPC
reduces the number of (un)marshalling steps. The small RPC
rate and scalability of mRPC with gRPC marshalling is also
shown in Figure 11. Since encoding small RPCs with protobuf
is relatively fast, the trend to the rate and scalability is similar
to Figure 5a.
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Figure 12: DeathStarBench: P99 latency of in-application
processing and network processing of microservices, respec-
tively. gRPC with Envoy and mRPC are compared. A null
policy is applied for mRPC.
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Figure 13: DeathStarBench: Mean latency of gRPC without
proxy and mRPC.
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Figure 14: DeathStarBench: P99 latency of in-application
processing and network processing of microservices, respec-
tively. gRPC without proxy and mRPC are compared.
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A.2 Extended Evaluation for DeathStarBench

We report the P99 latency of DeathStarBench in Figure 12,
comparing gRPC with Envoy and mRPC. The result is similar
to the comparison of median latency in §7.4. mRPC speeds up
gRPC+Envoy by 2.1× in terms of end-to-end P99 tail latency.

We also evaluate gRPC without proxy and mRPC without
any policy enforced. Figure 13 and Figure 14 show the
results for mean latency and P99 tail latency. We observe
that mRPC speeds up gRPC by 1.7× and 1.6×, in terms of
mean latency and P99 tail latency. Communication costs
are substantial in the DeathStarBench applications, and thus
reducing the communication latency can improve end-to-end
application performance. This is consistent with the original
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DeathStarBench paper’s observation [23].
We further compare the memory usage of gRPC and mRPC.

The peak memory consumption of gRPC and mRPC in
DeathStarBench applications is illustrated in Figure 15. For
mRPC, we report the user application side memory usage,
which also includes all the memory pages shared with the
mRPC service. We observe that mRPC does not incur notable
memory overhead compared to gRPC. On the other hand, we
find a small and constant memory footprint of mRPC service
across all machines at around 9 MB.
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Abstract
Remote memory techniques for datacenter applications have
recently gained a great deal of popularity. Existing remote
memory techniques focus on the efficiency of a single ap-
plication setting only. However, when multiple applications
co-run on a remote-memory system, significant interference
could occur, resulting in unexpected slowdowns even if the
same amounts of physical resources are granted to each ap-
plication. This slowdown stems from massive sharing in ap-
plications’ swap data paths. Canvas is a redesigned swap
system that fully isolates swap paths for remote-memory ap-
plications. Canvas allows each application to possess its ded-
icated swap partition, swap cache, prefetcher, and RDMA
bandwidth. Swap isolation lays a foundation for adaptive
optimization techniques based on each application’s own
access patterns and needs. We develop three such tech-
niques: (1) adaptive swap entry allocation, (2) semantics-
aware prefetching, and (3) two-dimensional RDMA schedul-
ing. A thorough evaluation with a set of widely-deployed ap-
plications demonstrates that Canvas minimizes performance
variation and dramatically reduces performance degradation.

1 Introduction
Techniques enabling datacenter applications to use far mem-
ory [36, 39, 8, 62, 73, 91, 104, 90, 19] have gained trac-
tion due to their potential to break servers’ memory capacity
wall, thereby improving performance and resource utiliza-
tion. Existing far-memory techniques can be roughly classi-
fied into two categories: (1) clean-slate techniques [90, 19]
that provide new primitives for developers to manage remote
memory, and (2) swap-based techniques [39, 91, 8, 104, 2]
that piggyback on existing swap mechanisms in the OS ker-
nel. Clean-slate techniques provide greater efficiency by en-
abling user-space far memory accesses, while swap-based
techniques offer transparency, allowing legacy code to run
as is on a far-memory system. This paper focuses on swap
mechanisms as they are more practical and easier to adopt.

A typical swap system in the OS uses a swap partition and
swap cache for applications to swap data between memory
and external storage. The swap partition is a storage-backed
swap space. The swap cache is an intermediate buffer be-
tween the local memory and storage—it caches unmapped
pages that were just swapped in or are about to be swapped

∗ Contributed equally.

out. Upon a page fault, the OS looks up the swap cache;
a cache miss would trigger a demand swap and a number
of prefetching swaps. Swaps are served by RDMA and all
fetched pages are initially placed in the swap cache. The de-
mand page is then mapped to a virtual page and moved out
of the swap cache, completing the fault handling process.
Problems. Current swap systems run multiple applications
over shared swap resources (i.e., swap partition, RDMA,
etc.). This design works for disk-based swapping where disk
access is slow—each application can allow only a tiny num-
ber of pages to be swapped to maintain an acceptable over-
head. This assumption, however, no longer holds under far
memory because an application can place more data in far
memory than local memory and yet still be efficient, thanks
to RDMA’s low latency and high bandwidth.

As such, applications have orders-of-magnitude more
swap requests under far memory than disks. Millions of
swap requests from different applications go through the
same shared data path in a short period of time, leading to se-
vere performance interference. Our experiments show that,
with the same amounts of CPU and local-memory resources,
co-running applications leads up to a 6× slowdown, an over-
head unacceptable for any real-world deployment.
State of the Art. Interference is a known problem in data-
center applications and a large body of work exists on iso-
lation of CPU [64, 16, 25], I/O [40, 96], network band-
width [13, 37, 94, 87, 77, 53] and processing [59]. Most
of these techniques build on Linux’s cgroup mechanism,
which focuses on isolation of traditional resources such as
CPU and memory, not swap resources such as remote mem-
ory usage and RDMA. Prior swap optimizations such as In-
finiswap [39] and Fastswap [8] focus on reducing remote ac-
cess latency, overlooking the impact of swap interference in
realistic settings. Justitia [113] isolates RDMA bandwidth
between applications, but does not eliminate other types of
interference such as locking and swap cache usage.
Contribution #1: Interference Study (§3). We conducted
a systematic study with a set of widely-deployed applica-
tions on Linux 5.5, the latest kernel version compatible with
Mellanox’s latest driver (4.9-3.1.5.0) for our InfiniBand card.
Our results reveal three major performance problems:

• Severe lock contention: Since all applications share a
single swap partition, extensive locking is needed for
swap entry allocation (needed by every swap-out), reduc-
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ing throughput and precluding full utilization of RDMA’s
bandwidth. Our experience shows that in windows of fre-
quent remote accesses, applications can spend 70% of the
windows’ time on swap entry allocation.

• Uncontrolled use of swap resources (e.g., RDMA): The
use of the shared RDMA bandwidth is often dominated
by the pages fetched for applications with many threads
simultaneously performing frequent remote accesses. For
example, aggressively (pre)fetching pages to fulfill one
application’s needs can disproportionally reduce other ap-
plications’ bandwidth usage. Further, even within one
application, prefetching competes for resources with de-
mand swaps, leading to either prolonged fault handling or
delayed prefetching that fails to bring back pages in time.

• Reduced prefetching effectiveness: Applications use the
same prefetcher, prefetching data based on low-level (se-
quential or strided) access patterns across applications.
However, modern applications exhibit far more diverse ac-
cess patterns, making it hard for prefetching to be effec-
tive across the board. For example, co-running Spark and
native applications reduces Leap [73]’s prefetching contri-
bution by 3.19×.

These results highlight two main problems. First, in-
terference is caused by sharing a combination of swap re-
sources including the swap partition/cache, and RDMA
(bandwidth and SRAM on RNIC). Although recent kernel
versions added support [47] for charging prefetched pages
into cgroup, resolving interference requires a holistic ap-
proach that can isolate all these resources. Furthermore,
interference stems not only from resource racing, but also
from fundamental limitations with the current design of the
swap system. For instance, reducing interference between
prefetching and demand swapping requires understanding
whether a prefetching request can come back in time. If not,
it should be dropped to give resources to demand requests,
which are on the critical path. This, in turn, requires a re-
design of the kernel’s fault handling logic.

Second, cloud applications exhibit highly diverse behav-
iors and resource profiles. For example, applications with a
great number of threads are more sensitive to locking than
single-threaded applications. Furthermore, managed appli-
cations such as Spark often make heavy use of reference-
based data structures while native applications are often
dominated by large arrays. The application-agnostic nature
of the swap system makes it hard for a one-size-fits-all policy
(e.g., a global prefetcher) to work well for diverse applica-
tions. Effective per-application policies dictates (1) holistic
swap isolation and (2) understanding application semantics,
which is currently inaccessible in the kernel.

Contribution #2: Holistic Swap Isolation (§4). To solve
the first problem, we develop Canvas, a fully-isolated swap
system, which enables each application to have its dedicated
swap partition, swap cache, and RDMA usage. In doing so,

Canvas can charge each application’s cgroup for the usage
of all kinds of swap resources, preventing certain applica-
tions from aggressively invading others’ resources.
Contribution #3: Isolation-Enabled Adaptive Optimiza-
tions (§5). To solve the second problem, we develop a
set of adaptive optimizations that can tailor their policies
and strategies to application-specific swap behaviors and re-
source needs. Our adaptive optimizations bring a further
boost on top of the isolation-provided benefits, making co-
running applications even outperform their individual runs.

(1) Adaptive Swap Entry Allocation (§5.1) Separating
swap partitions reduces lock contention at swap entry alloca-
tions to a certain degree, but the contention can still be heavy
for multi-threaded applications. For example, Spark creates
many threads to fully utilize cores and these threads need
synchronizations before obtaining swap entries. The syn-
chronization overhead increases dramatically with the num-
ber of cores (§6.4.1), creating a scalability bottleneck. We
develop an adaptive swap entry allocator that dynamically
balances between the degree of lock contention (i.e., time)
and the amount of swap space needed (i.e., space) based on
each application’s memory behaviors.

(2) Adaptive Two-tier Prefetching (§5.2) Current ker-
nel prefetchers build on low-level access patterns (e.g., se-
quential or strided). Although such patterns are useful for
applications with large array usages, many cloud applica-
tions are written in high-level, managed languages such as
Java or Python; their accesses come from multiple threads
or exhibit pointer-chasing behavior as opposed to sequential
or strided patterns. As effective prefetching is paramount
to remote-memory performance, Canvas employs a two-tier
prefetching design. Our kernel-tier prefetcher prefetches
data for each application into its private swap cache based
on low-level patterns. Once this prefetcher cannot effectively
prefetch data, Canvas adaptively forwards the faulty address
up to the application tier via a modified userfaultfd in-
terface, enabling customized prefetching logic at the level of
reference-based or thread-based access patterns.

(3) Adaptive RDMA Scheduling (§5.3) Isolating RDMA
bandwidth alone for each application is insufficient. As there
could be many more prefetching requests than demand swap
requests, naı̈vely sending all to RDMA delays demand re-
quests, increasing fault-handling latency. On the other hand,
naı̈vely delaying prefetching requests (as in FastSwap [8])
reduces their timeliness, making prefetched pages useless.
We built a two-dimensional RDMA scheduler, which sched-
ules packets not only between applications but also between
prefetching and demand requests for each application.
Results. Our evaluation (§6) with a set of 14 widely-
deployed applications (including Spark [109], Cassan-
dra [10], Neo4j [79], Memcached [4], XGBoost [23, 22],
Snappy [38], etc.) demonstrates that Canvas improves the
overall application performance by up to 6.2× (average
3.5×) and reduces applications’ performance variation (i.e.,
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Figure 1: The kernel’s remote-access data path.

standard deviation) by 7×, from an overall of 1.72 to 0.23.
Canvas improves the overall RDMA bandwidth utilization
by 2.8× for co-run applications. Canvas is available at
https://github.com/uclasystem/canvas.

2 Background
This section presents the necessary background in Linux
5.5, which is the latest kernel version compatible with Mel-
lanox’s latest driver for our InfiniBand adapter.

Figure 1 illustrates the kernel’s remote access data path
where remote memory is mapped into the host server as a
swap partition where applications access remote memory via
page faults. The swap partition is split into a set of 4KB swap
entries, each mapping to an actual remote memory cell and
has a unique entry ID. Upon a page fault, the kernel uses
the swap entry ID contained in the corresponding page table
entry (PTE) to locate the swap entry that stores the page.

The first step in handling the fault is to look up the swap
cache, which is a set of radix trees, each containing a number
of cached and unmapped pages for a block (e.g., 64MB) of
swap entries. These pages were either just swapped in due to
demand swapping or prefetching, or are about to be swapped
out. If a page can be found there, it gets mapped to a vir-
tual page and removed from the swap cache. Otherwise, the
kernel needs to perform a demand swap-in.

Before issuing the request, the kernel first does cgroup

accounting to understand if there is enough physical memory
to swap in the page. If there is, the kernel issues an RDMA
read request, which is then pushed into RDMA’s dispatch
queue. As the demand swap occurs, the kernel prefetches
a number of pages that will likely be needed in the future.
This number depends on the swap history at the past few
page faults. For example, if the pages fetched follow a se-
quential or strided pattern, the kernel will use this pattern to
fetch a few more pages. If no pattern is found, the kernel re-
duces the number of prefetched pages until it stops prefetch-
ing completely. Once these demand and prefetched pages
arrive, they are placed into the swap cache. Their swap en-
tries in remote memory are then freed.

If cgroup accounting deems that local memory is insuf-
ficient for the new page, the kernel uses an LRU algorithm
to evict pages. Evicting a page unmaps it and pushes it into
the swap cache. When memory runs low, the kernel releases
existing pages from the swap cache to make room for newly

fetched pages. Clean pages can be removed right away and
dirty pages must be written back. To write back a page, the
swap system must first allocate a swap entry using a free-list-
based allocation algorithm. Finally, an RDMA write request
is generated and the page is written into the entry via RDMA.

In each remote access, extensive locking is needed for
swap entry allocation—shared allocation metadata (e.g., free
list) must be protected when multiple applications/threads
request swap entries simultaneously. Although there are ac-
tive efforts [48, 46] in the Linux community to optimize
swap entry allocation, their performance and scalability is
unsatisfactory for cloud workloads (see Appendix B).

3 Motivating Performance Study
To understand the impact of interference, we conducted a
study with a set of widely-deployed applications including
Apache Spark [109], Neo4j [79], XGBoost [23] (i.e., a pop-
ular ML library), Snappy [38] (i.e., Google’s fast compres-
sor/decompressor), as well as Memcached [4]. Spark and
Neo4j are managed applications running on the JVM, while
the other three are native applications. They cover a spec-
trum of cloud workloads from data storage through analyt-
ics to ML. In addition, they include both batch jobs (such
as Spark) and latency-sensitive jobs (such as Memcached).
Co-running them represents a typical scenario in a mod-
ern datacenter where operators fill left-over cores unused by
latency-sensitive tasks with batch-processing applications to
improve CPU utilization [15]. For example, in a Microsoft
Bing cluster, batch jobs are colocated with latency-sensitive
services on over 90,000 servers [49]. Google also reported
that 60% of machines in their compute cluster co-run at least
five jobs [112].

We ran these programs, individually vs. together, on a
machine with two Xeon(R) Gold 6252 processors, running
Linux 5.5. Another machine with two Xeon(R) CPU E5-
2640 v3 processors and 128GB memory was used for re-
mote memory. Each machine was equipped with a 40
Gbps Mellanox ConnectX-3 InfiniBand adapter and inter-
connected by one Mellanox 100 Gbps InfiniBand switch.
Using cgroup, the same amounts of CPU and local mem-
ory resources were given to each application throughout the
experiments. RDMA bandwidth was not saturated for both
application individual runs and co-runs. The amount of lo-
cal memory configured for each application was 25% of its
working set.
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Figure 2: Slowdowns of co-running applications compared
to running each individually.
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Performance Interference and Degradation. To understand
the overall performance degradation and how it changes with
different applications, we used two managed applications:
Spark and Neo4j. Figure 2 reports each application’s perfor-
mance degradation when co-running with other applications
compared to running alone. The blue/orange bars show the
slowdowns when the three native applications co-run with
Spark/Neo4j. Clearly, co-running applications significantly
reduces each application’s performance. We observed an
overall 3.9/2.2× slowdown when native applications co-run
with Spark/Neo4j. Spark persists a large RDD in memory
and keeps swapping in/out different parts of the RDD, while
Neo4j is a graph database and holds much of its graph data
in local memory and thus does not swap as much as Spark.

Another observation is that the impact of interference dif-
fers significantly for different applications. Applications that
generate high swap throughputs aggressively invade swap
and RDMA resources of other applications. In our experi-
ments, Memcached, XGBoost, and Spark all need frequent
swaps. However, Spark runs many more threads (>90 ap-
plication and runtime threads) than Memcached (4) and XG-
Boost (16), resulting in a much higher swap throughput. As
such, Spark takes disproportionally more resources, leading
to severe degradation for Memcached and XGBoost.
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Figure 3: Prefetching contribution of Leap: the percentage
of page faults served by Leap-prefetched pages (%).

Reduced Prefetching Effectiveness. Sharing the same
prefetching policy reduces the prefetching effectiveness
when multiple applications co-run. Figure 3 reports prefetch-
ing contribution—the percentage of page faults served by
prefetched pages—the higher the better; if a prefetched page
is never used, prefetching it would only incur overhead. We
used Leap [73] as our prefetcher. The left six bars report such
percentages for the applications running individually. When
applications co-run, the rightmost three bars report the aver-
age percentages across applications. As shown, co-running
dramatically reduces the contribution.

Note that Leap [73] uses a majority-vote algorithm to
identify patterns across multiple applications. However,
when applications that exhibit drastically different behaviors
co-run, Leap cannot adapt its prefetching mechanism and
policy to each application. Furthermore, Leap is an aggres-
sive prefetcher—even if Leap does not find any pattern, it
always prefetches a number of contiguous pages. However,
aggressive prefetching for applications such as Spark with

garbage collection (GC) is ineffective—e.g., prefetching for
a GC thread has zero benefit and only incurs overhead. De-
tailed evaluation of prefetching can be found in §6.4.
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Figure 4: Swap entry allocation throughput when applica-
tions run individually (a) and together (b).
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Figure 5: RDMA swap-in bandwidth when applications run
individually (a) and together (b).

Lock Contention. We observed severe lock contention in the
swap system when applications co-run, particularly at swap
entry allocation associated with each swap-out.

We experimented with Spark (Logistic Regression), XG-
Boost, and Snappy. Our results show that in windows of
frequent remote accesses, co-running applications can spend
up to 70% of the window time on obtaining swap entries.
Lock contention leads to significantly reduced swap-entry al-
location throughput, reported in Figure 4. The total lines in
Figure 4(a) and (b) show the total throughput (i.e., the sum
of each application’s allocation throughput). The co-running
throughput (b) is drastically reduced compared to the indi-
vidual run’s throughput (a) (i.e., ∼450Kps to ∼200Kps).
Reduced RDMA Utilization. Figure 5 compares the RDMA
read bandwidth (for swap-ins) when applications run indi-
vidually and together. Similarly, the total line represents
the sum of each application’s RDMA bandwidth. The total
RDMA utilization is constantly below ∼1000MBps in Fig-
ure 5(b), which is 3.28× lower than that in Figure 5(a) due to
various issues (e.g., locking, reduced prefetching, etc.). The
RDMA write bandwidth degrades by an overall of 2.80×.
Demand v.s. Prefetching Interference. Optimizations such
as Fastswap [8] improve swap performance by dividing the
RDMA queue pairs (QP) into sync and async. The high-
priority synchronous QP is used for demand swaps, while
the low priority async QP is used for prefetching requests.
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Figure 6: Latency of prefetching and on-demand swapping.

This separation reduces head-of-line blocking incurred by
prefetching. However, when applications co-run, this design
adds a delay for prefetching. Figure 6 depicts the CDF of
the latency of RDMA packets from demand and prefetch-
ing requests, when the four applications co-run on Leap. As
shown, 99% of the on-demand requests are served within
40µs. However, the latency of 36.9% of prefetching requests
is longer than 512µs and it can reach up to 52ms! Long la-
tency renders prefetched pages useless because prefetching
is meant to load pages to be used soon. Our profiling shows
that among the prefetched pages that are actually accessed
by the application, 90% are accessed within 70µs, indicat-
ing that ∼70% of the pages prefetched return too late. A late
prefetch of a page would subsequently block a demand re-
quest of the page when it is accessed by the application. This
problem motivates our two-dimensional RDMA scheduling
(§5.3).
Takeaway. The root cause of performance degradation is
that multiple applications, whose resource needs and swap
behaviors are widely apart, all run on a global swap system
with the same allocator and prefetcher. Table 1 summarizes
these problems, their performance impact, and our solutions.

4 Swap System Isolation
Canvas extends cgroup for users to specify size constraints
for swap partition, swap cache, and RDMA bandwidth. We
discuss the kernel support to enforce these new constraints,
laying a foundation for adaptive optimizations in §5.
Swap Partition Isolation. In Linux, remote memory is man-
aged via a swap partition interface, shared by all applica-
tions. If there are multiple available swap partitions, they are
used in a sequential manner according to their priorities. As
a result, data of different applications are mixed and stored
in arbitrary locations.

Canvas separates remote memory of each cgroup to iso-
late capacity and performance. The user creates a cgroup to
set a size limit of remote memory for an application. Canvas
allocates remote memory in a demand-driven manner—upon
a pressure in local memory, Canvas allocates remote mem-
ory and registers it as a RDMA buffer. Canvas enables per-
cgroup swap partitions by creating a swap partition inter-
face and attaching it to each cgroup. For each cgroup, a

separate swap-entry manager is used for allocating and free-
ing swap entries. Swap entry allocation can now be charged
to the cgroup, which controls how much remote memory
each application can use. Our adaptive swap entry allocation
algorithm is discussed in §5.1.

Canvas explicitly enables a private swap cache for each
cgroup (a default value of 32MB), whose size is charged to
the memory budget specified in the cgroup. As a result, the
size of an application’s swap cache changes in response to
its own memory usage, without affecting other applications.

For each demand swap-in, Canvas first checks the
mapcount of the page, which indicates how many processes
this page has been mapped to before. If the page belongs
only to one process, it is placed in its private swap cache.
Otherwise, it has to be placed in a global swap cache (dis-
cussed shortly). To release pages (e.g., when the applica-
tion’s working set increases, pushing the boundary of the
swap cache), Canvas scans the swap cache’s page list, re-
leasing a batch of pages to shrink the cache.
RDMA Bandwidth Isolation. For each cgroup, Canvas iso-
lates RDMA bandwidth with a set of virtual RDMA queue
pairs (VQPs) and a centralized packet scheduler. Users can
set the swap-in/swap-out RDMA bandwidth of a cgroup

with our extended interface. Our RDMA scheduler works
in two dimensions. The first dimension schedules pack-
ets across applications, while the second dimension sched-
ules on a per-application basis—each cgroup has its sub-
scheduler that schedules packets that belong to the cgroup

between demand swapping and prefetching.
VQPs are high-level interfaces, implemented with lock-

free linked lists. Each cgroup pushes its requests to the
head of its VQP, while the scheduler pops requests from
their tails. At the low level, our scheduler maintains three
physical queue pairs (PQP) per core, for demand swap-in,
prefetching, and swap-out, respectively. The scheduler polls
all VQPs and forwards packets to the corresponding PQPs,
using a two-dimensional scheduling algorithm (see §5.3).
Handling of Shared Pages. Processes can share pages due to
shared libraries or memory regions. These pages cannot go
to any private swap cache. Canvas maintains a global swap
partition and cache for shared pages. When a page is evicted
and ummapped, Canvas checks its mapcount and adds it to
the global swap cache if the page is shared between different
processes. All pages in the global swap cache will be even-
tually swapped out to the global partition using the original
lock-based allocation algorithm. Conversely, pages swapped
in (and prefetched) from the global swap partition are all
placed into the global swap cache. For typical cloud ap-
plications such as Spark, Cassandra and Neo4j, the number
of shared pages is much smaller than process-private pages,
using locks in a normal way would not incur a large over-
head. We cannot charge applications’ cgroups for pages
in the global swap cache, because which process(es) share
these pages is unknown before they get mapped into pro-
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Problem Description Performance Impact Canvas’s Solution

Unlimited use of swap Apps generating higher swap thruput Holistic isolation of swap system
and RDMA resources use disproportionately more resources RDMA isolation and scheduling (§4, §5.3)

Lock conten. at swap entry alloc. Reduced swap-out thruput (1) Swap parti. isolation (§4); (2) adaptive entry alloc. (§5.1)

Single low-level prefetcher Increased fault-handling latency Two-tier adaptive prefetching (§5.2)

prefetching v.s. demand interfere Increased fault-handling latency Two-dimensional RDMA scheduling (§5.3)

Table 1: Summary of major issues and Canvas’s solution.

cesses’ address spaces. Canvas allows users to create a spe-
cial cgroup, named cgroup-shared, to limit the size of
the global swap cache/partition.

One limitation of our cgroup-based approach is that
cgroup can only partition resources statically while appli-
cations’ resource usage may change from time to time and
static partitioning could lead to resource underutilization.
However, the focus of this paper is to ensure isolation and
future work could incorporate max-min fair allocation to im-
prove resource utilization.

5 Isolation-Enabled Swap Optimizations
On top of the isolated swap system, we develop three opti-
mizations, which dynamically adapt their strategies to each
application’s resource patterns and semantics.

5.1 Adaptive Swap Entry Allocation

As discussed in §3, swap entry allocation suffers from severe
lock contention under frequent remote accesses—allocation
is needed at every swap-out. To further motivate, we use
a simple experiment by running Memcached alone on re-
mote memory with different core numbers. As the number
of cores increases, the average entry allocation time grows
super-linearly—it grows from 10µs under 16 cores quickly
to 130µs under 48 cores due to increased lock contention
(see Figure 16). Creating a per-application swap partition
mitigates the problem to a certain degree. However, applica-
tions like Spark run more than 90 threads; frequent swaps in
these threads can still incur significant locking overhead.

To further reduce contention, we develop a novel swap en-
try allocator that adapts allocation strategies in response to
each application’s own memory access/usage. Our first idea
is to enable a one-to-one mapping between pages and swap
entries. At the first time a page is swapped out, we allocate
a new swap entry using the original (lock-protected) algo-
rithm. Once the entry is allocated, Canvas writes the entry
ID into the page metadata (i.e., struct page). This ID re-
mains on the page throughout its life span. As a result, sub-
sequent swap-outs of the page can write data directly into the
entry corresponding to this ID. We pay the locking overhead
only once for each page at its first swap-out.

This approach requires a swap entry to be reserved for
each page. For example, if the local memory size is S and
the remote memory allocation is 3S, with one-to-one map-
ping the remote memory allocation would be 4S (i.e., each

page residing in local memory also has a remote page, result-
ing in a 33% overhead). However, this overhead may not be
necessary. For example, modern applications exhibit strong
epochal behaviors. Under the original allocator, swap entries
for pages accessed in one epoch can be reused for those in
another epoch. Under this approach, however, all pages in
all epochs must have their dedicated swap entries through-
out the execution, which can lead to an order-of-magnitude
increase in remote memory usage.

Our key insight is: we should trade off space for time if
an application has much available swap space, but time for
space when its space limit is about to be reached. As such,
when the remote memory usage is about to reach the limit
specified in cgroup (i.e., 75% in our experiments), Canvas
starts removing reservations to save space. The next ques-
tion is which pages we should consider first as our candi-
dates for reservation removal. Our idea is that we should first
consider “hot pages” that always stay in local memory and
are rarely swapped. This is because hot pages (i.e., data on
such pages are frequently accessed) are likely to stay in local
memory for a long time; hence, locking overhead is less rele-
vant for them. On the contrary, “cold” pages whose accesses
are spotty are more likely to be swapped in/out and hence
swap efficiency is critical. Here “hot” and “cold” pages are
relatively defined as they are specific to execution stages—a
cold page swapped out in a previous stage can be swapped
in and become hot in a new stage.

To this end, we develop an adaptive allocator. Canvas
starts an execution by reserving swap entries for all pages to
minimize lock contention. Reservation removal begins when
remote-memory pressure is detected. Canvas adaptively re-
moves reservations for hot pages. We detect hot pages for
each application by periodically scanning the application’s
LRU active list—pages recently accessed are close to the
head of the active list. Each scan identifies a set of pages
from the head of the list; a page is considered “hot” if it ap-
pears in a consecutive number of sets recently identified.

Removing the reservation for a hot page can be done by
(1) removing the entry ID from the page metadata and (2)
freeing its reserved swap entry in remote memory, adding
the entry back to the free list. Once a hot page becomes cold
and gets evicted, it does not have a reservation any more,
and hence, it goes through the original (lock-protected) al-
location algorithm to obtain an entry. In this case, the page
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receives a new swap entry and remembers this new ID in its
metadata.
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Figure 7: FSM describing our page management when
remote-memory pressure is detected.

Figure 7 shows the page state machine, which describes
the page handling logic. A cold page (to be evicted) can be
in one of the two states: state 2 and state 5. A page comes
to state 2 if it is (1) a brand new page that has never been
swapped out or (2) previously a hot page but has not been
accessed for long. Once it reaches state 2, the page does not
have a reserved swap entry ID and hence, swapping out this
page goes through the normal allocation path. In the case of
swap-in (state 5), the swap entry ID is already remembered
on the page. The next swap-out will directly use this entry
and be lock-free. If the page becomes hot (from state 5 to 3),
Canvas removes the entry ID and releases the entry reserva-
tion. The entry is then added back to the free list.
Performance Analysis. To understand the performance of
the adaptive entry allocation algorithm, let us consider the
following two scenarios. In the first scenario, the application
performs uniformly random accesses. As a result, Canvas
cannot clearly distinguish hot/cold pages, and thus randomly
cancels their reservations. However, due to the random pro-
cess, when a page is swapped out, it has a certain probability
of still possessing a reserved swap entry (depending on the
ratio of remaining reservations) and hence Canvas can still
improve the allocation performance.

In the second scenario, the application follows a repetitive
pattern of accessing a page a few times (making it hot) and
then moving on to accessing another page; it will not come
back to the page in a long while. Under our allocation algo-
rithm, every page will be identified as a hot page, leading to
the cancellation of its reservation. However, each page will
be swapped out when it is cold enough; at each swap-out,
the page has to go through the original allocation algorithm.
This is the worst-case scenario, and even in this case, Canvas
has the same (worst-case) performance as the original Linux
allocator, which allocates an entry at each swap-out.

Some of the recent patches submitted to the Linux com-
munity also attempt to reduce lock contention for swap entry
allocation. A detailed description of how Canvas differs from
these patches can be found in Appendix B.

5.2 Two-tier Adaptive Prefetching
Problems with Current Prefetchers. Current prefetchers
all focus on low-level (streaming or strided) access pat-

terns. While such patterns exist widely in native array-
based programs, applications written in high-level languages
such as Python and Java are dominated by reference-based
data structures—operations over such data structures involve
large amounts of pointer chasing, making it hard for current
prefetchers to identify clear patterns.

Furthermore, cloud applications such as Spark are heav-
ily multi-threaded. Modern language runtimes, such as the
JVM, run an additional set of auxiliary threads, e.g., for GC
or JIT compilation. How these user-level threads map to ker-
nel threads is often implemented differently in different run-
times. Consequently, kernel prefetchers such as Leap [73]
cannot distinguish patterns from different threads.

To develop an adaptive prefetcher, Canvas employs a two-
tier design, illustrated in Figure 8. At the low (kernel) tier,
Canvas uses an existing kernel prefetcher that prefetches data
for each application into its own private swap cache (un-
less data comes from the global swap partition). A ker-
nel prefetcher is extremely efficient and can already cover a
range of (array-based) applications. For applications whose
accesses are too complex for the kernel prefetcher to handle,
we forward the addresses up to the application level, letting
the application/runtime analyze semantic access patterns at
the level of threads, references, arrays, etc.
Prefetching Logic. In Canvas, we adopt the sync/async sep-
aration design in Fastswap [8], which prevents head-of-line
blocking. As stated earlier, we use three PQPs per core, one
for swap-out, one for (sync) demand swap-in, and one for
(async) prefetching. Canvas polls for completions of crit-
ical (demand) operations, while configuring interrupt com-
pletions for asynchronous prefetches.

Canvas determines whether to use an application-tier
prefetcher based on how successful kernel-tier prefetching
is. If the number of pages prefetched for an application is
lower than a threshold at the most recent N (=3 in our evalua-
tion) faults consecutively, Canvas starts forwarding the fault-
ing addresses up to the application-tier prefetcher (discussed
shortly) although the kernel-tier prefetcher is still used as the
first-line prefetcher.

Canvas stops forwarding whenever the kernel-tier
prefetcher becomes effective again. Our key insight is: the
kernel-tier prefetcher is efficient without needing additional
compute resources (as it uses the same core as the faulting
thread), while the application-tier prefetcher needs extra
compute resources to run. As such, we disable application-
tier prefetchers as long as the kernel-tier prefetcher is
effective. To pass a faulting address to the application, we
modify the kernel’s userfaultfd interface, allowing appli-
cations to handle faults at the user space. Our modification
makes the kernel forward the faulting address only if the
kernel’s prefetcher continuously fails to prefetch pages.
Runtime Support for Application-tier Prefetching. A ma-
jor challenge is how to develop application-tier prefetchers.
On the one hand, application-tier prefetchers should conduct
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Figure 8: Canvas’s two-tier prefetcher: App A is an array-
based program while B is a modern web application that uses
reference-based data structures. The low-tier prefetcher suc-
cessfully prefetches pages for A, but not for B. Hence, Can-
vas forwards the addresses up to B’s high-tier prefetcher.

prefetching based on application semantics, of which the
kernel is unaware. On the other hand, application developers
may not be familiar with a low-level activity like prefetch-
ing; understanding memory access patterns and developing
prefetchers can be a daunting task for them.

Our insight is: applications that benefit from application-
tier prefetching are mostly written in high-level languages
and run on a managed runtime such as the JVM. Inspired
by previous work on using language runtime to solve mem-
ory efficiency problems for data analytics applications [81,
78, 82, 80, 72], Canvas currently supports application-tier
prefetching for the JVM as a platform. However its support
could be easily extended to other managed runtimes for high-
level languages like Go and C#. Leveraging language run-
time solves both problems discussed above—it has access to
semantic information such as how objects are connected and
the number of application threads; furthermore, the burden
of developing an application-tier prefetcher is shifted from
application developers to runtime developers. Thus, it is not
necessary to supply a custom application-tier prefetcher per
application, but define it once for each language runtime.

In this work, we develop an application-tier prefetcher in
Oracle’s OpenJDK as a proof-of-concept. It works for all
(Java, Scala, Python, etc.) programs that run on the JVM.
Our JVM-based prefetcher considers two semantic patterns:
(1) reference-based (i.e., accessing an object brings in pages
containing objects referenced by this object) and (2) thread-
based (i.e., accesses from different application threads are
separately analyzed to find patterns).

For (1), we modify the JVM to add support that can
quickly find, from a faulting address, the object in which
the address falls. We use write barrier, a piece of code in-
strumented by the JVM at each object field write, as well
as the garbage collector to record references between pages.
For example, for each write of the form a.f=b, if the ob-
jects referenced by a and b are on different page groups, we
record an edge on a summary graph where each node repre-
sents a consecutive group of pages and each edge represents
references between groups. During prefetching, we traverse

the graph from the node that represents the accessed page
and prefetch pages that can be reached within 3 hops. The
traversal does not follow cycles and its overhead is negligi-
ble. This approach is suitable for applications that store a
large amount of data in memory, such as Spark and Cassan-
dra.

For (2), we leverage the JVM’s user-kernel thread map.
For each faulting address, Canvas additionally forwards the
thread information (i.e., pid) to the JVM, which consults the
map to filter out non-application (e.g., GC, compilation, etc.)
threads and segregate addresses based on Java threads (as
opposed to kernel threads). Segregated addresses allow us
to analyze (sequential/strided) patterns on a per-thread basis
(using Leap’s majority-vote algorithm [73]). Once patterns
are found, the prefetcher sends the prefetching requests to
the kernel via async prefetch.

For native programs that directly use kernel threads (e.g.,
pthread), the thread information is straightforward and im-
mediately visible to Canvas. We can easily segregate ad-
dresses accessed from different threads and analyze patterns
based upon addresses from each individual thread.
Policy. To improve effectiveness, the JVM uses a search tree
to record information about large arrays. Upon the allocation
of an array whose size exceeds a threshold (i.e., 1MB in our
experiments), the JVM records its starting address and size
into the tree. The JVM runs a daemon prefetching thread.
Once receiving a sequence of faulting addresses, we deter-
mine which semantic pattern to use based on how many ap-
plication threads are running and whether the faulting ad-
dresses fall into a large array. If there are many threads and
the faulting addresses fall into arrays, the JVM uses (2) to
find per-thread patterns. If either condition does not hold,
the JVM uses (1) to prefetch based on references. For native
applications, we only enable (2), as we observed that our na-
tive programs do not use many deep data structures.

5.3 Two-Dimensional RDMA Scheduling

To provide predictable performance for applications sharing
RDMA resources, our RDMA scheduling algorithm should
provide four properties: (1) weighted fair bandwidth shar-
ing [18, 30] across applications; (2) high overall utilization;
(3) treating demand and prefetching requests with different
priorities; and (4) timely handling of prefetching requests.

Canvas performs two-dimensional scheduling by extend-
ing existing techniques. Canvas uses max-min fair schedul-
ing to assign bandwidth across applications, and priority-
based scheduling with timeliness to schedule prefetching and
demand requests within each application. Although these
scheduling techniques are not new themselves, Canvas com-
bines them in a unique way to solve the interference problem.
Canvas maintains three PQPs on each core, respectively,
for swap-outs, demand swap-ins, and prefetching swap-ins.
Swap-outs are only subject to fair scheduling while swap-ins
are subject to both fair and priority-based scheduling.
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Vertical: Fair Scheduling. Under max-min fairness, each
application receives a fair share of bandwidth. If there is ex-
tra bandwidth, we give it to the applications in the reverse
order of their bandwidth demand until bandwidth is satu-
rated. The high overall utilization of bandwidth is achieved
by redistributing unconsumed bandwidth proportionally to
the weights of unsatisfied applications. Canvas implements
weighted fair queuing with virtual clock [84, 30, 110].
Horizontal: Priority Scheduling with Timeliness. Within
each cgroup, Canvas schedules demand requests with a
higher priority than prefetching requests. However, this
could lead to long latency for prefetching requests. To
bound the latency of prefetching, our scheduler employs a
history-based heuristic algorithm to identify and drop out-
dated prefetching requests. In particular, Canvas maintains
the timeliness distribution of prefetched pages per cgroup.
Timeliness is a metric that measures the time between a page
being prefetched and accessed. We attach a timestamp to
each request when pushing it into a VQP. The scheduler
maintains packets statistics on-the-fly to estimate the round-
trip latency and arrival time of each prefetching request. Re-
quests are dropped if the estimated arrival time exceeds the
estimated timeliness threshold.

Special care must be taken to drop prefetching requests.
Before issuing a prefetching request, the kernel creates a
page in the swap cache and sets up its corresponding PTE.
The page is left in a locked state until its data comes back.
However, a thread that accesses an address falling into the
page may find this locked page in the swap cache and block
on it. Dropping prefetching requests may cause the thread to
hang. To solve the problem, we detect threads that block on
prefetching requests for too long and generate new demand
requests for them.

We rely on a per-entry timestamp to efficiently detect
threads that block on prefetching requests. In Canvas, we
attach a timestamp field to the swap entry metadata. Can-
vas’s scheduler records the timestamp every time it enqueues
a prefetching request into VQP. If another thread faults on
the same page later, it will retrieve the same swap entry
from the PTE. If the swap entry contains a timestamp, the
faulting thread knows that a prefetching request has already
been issued. Next, the faulting thread calculates the time
elapsed since the timestamp, and compares it with a time-
out threshold (maintained by the RDMA scheduler based on
page-fetching latencies). If it exceeds the timeout threshold,
the faulting thread drops the prefetching request. The drop
operation is elaborated below:

Before issuing each (demand or prefetching) request, the
kernel first allocates a physical page in the swap cache and
locks the page until the request returns. Upon the return of
the data, the data is written into the page; the page is un-
locked and mapped into the page table. In order to safely
drop a request, we add another field valid in the swap en-
try metadata, indicating whether the prefetching request on

the go is valid. Once a faulting thread identifies a delayed
prefetching request (by using the timestamp as discussed
above), it sets the valid field in the swap entry to false and
then creates a new physical page in the swap cache. The
thread goes ahead and issues another (demand) I/O request
based on this new page. When the delayed prefetching re-
quest returns, it checks the valid field and discards itself once
it sees the false value. The field is then set back to true.

When a demand request is issued, Canvas clears the times-
tamp field in its corresponding swap entry. If a thread faults
on the same page, it will block on the request instead of is-
suing a new one due to the empty timestamp (indicating that
the request on the go is a demand one).

6 Evaluation
It took us 17 months to implement Canvas in Linux 5.5. The
application-tier prefetcher was implemented in OpenJDK 12.

Application Workload Dataset Size / (|E|, |V |)
Managed
Cassandra 5M read, 5M insert YCSB[26] 10M records
Neo4j PageRank Baidu[5] (17M, 2M)
Spark PageRank (SPR) Wikipedia[5] (57M, 1.5M)

KMeans (SKM) Wikipedia[5] 188M points
Logistic Regression (SLR) Wikipedia[5] 188M points
Skewed Groupby (SSG) synthetic 256K records
Triangle Counting (GTC) synthetic (1.5M, 384K)

MLlib Bayes Classifiers (MBC) KDD [3] 1.5M instances
GraphX Connected Components (GCC) Wikipedia[5] (188M, 9M)

PageRank (GPR) Wikipedia[5] (188M, 9M)
Single Src. Shortest Path (GSP) synthetic 2M vertices

Native
XGBoost Binary Classification HIGGS[12] 22M instances
Snappy Compression enwik9 [1] 16GB
Memcached 45M gets, 5M sets YCSB[26] 10M records

Table 2: Programs and their workloads.

Setup. We included a variety of cloud applications in our
experiments, including managed (Java) applications such as
Spark [109], Cassandra [10] (a NoSQL database), Neo4j [79]
(a graph database), as well as three native applications:
XGBoost [23], Snappy [38], and Memcached [4]. Spark,
Cassandra, Neo4j, Memcached, and XGBoost are multi-
threaded while Snappy is single-threaded. The Spark appli-
cations span popular libraries such as GraphX and MLlib.

We co-ran different combinations of programs. The
same application in different combinations receives the same
amount of local (CPU and memory) resources. To sim-
plify performance analysis, we let each combination of ap-
plications co-run contain one managed (Spark, Cassandra,
or Neo4j) application and the three native programs, which
consume less resources. These experiments were conducted
on two machines, one used to execute applications and a sec-
ond to provide remote memory. The configurations of these
machines was reported earlier in §3. We carefully config-
ured Linux with the following configuration to achieve the
best performance for Linux: (1) SSD-like swap model, (2)
per-VMA prefetching policy, and (3) cluster-based swap en-
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try allocation. We disabled hyper-threads, CPU C-states, dy-
namic CPU frequency scaling, transparent huge pages, and
the kernel’s mitigation for speculation attacks.

For each combination, we limited the amounts of CPU re-
sources for the managed application, XGBoost, Memcached,
and Snappy to be 24, 16, 4, and 1 core(s). For local memory,
we used two ratios: 50% and 25%, meaning each application
has 50/25% of its working set locally. When using Canvas,
we additionally limited the sizes of swap partitions in such a
way that for each application the total size of its swap par-
tition and assigned local memory is slightly larger than its
working set. In doing so, each application has just enough
(local and remote) memory to run and reservation cancella-
tion (§5.1) is triggered in all executions.

The swap cache size for each application starts at 32MB
and changes dynamically. The global swap cache size (con-
figured by cgroup-share) was also set to 32MB. Canvas
uses max-min fair scheduling to assign bandwidth across ap-
plications, and their initial weights are proportional to their
swap partition assignments. We ran each application 10
times. Their average execution times (with error bars) are
reported in all experiments throughput this section.
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Figure 9: Performance of different swap systems.

6.1 Basic Swap Systems

We used Fastswap [8] as our underlying swap system, with
a small amount of code changes to port Fastswap (originally
built against Linux 4.11) to Linux 5.5. We first compared the
performance of each individual application running on ba-
sic swap systems including Infiniswap [39], Infiniswap with
Leap [73], the original Fastswap [8], and Canvas’s ported
Fastswap (without isolation and optimizations). We could
not run LegoOS [91] as it does not support network-related
system calls, which are required for applications such as
Spark. LegoOS implements swaps with RPCs as opposed to
paging, but our idea (i.e., isolation and adaptive swapping) is
applicable to this approach as well.

We ran Infiniswap and Leap on Linux 4.4, and Fastswap
on Linux 4.11. The results are reported in Figure 9. Infin-
iswap hung on XGBoost and Spark, and its corresponding
bars are thus not reported in Figure 9. Since Canvas-swap
was built off Fastswap, they have similar performance.

6.2 Overall Performance

Next, we demonstrate the overall performance when appli-
cations co-run together under Canvas. Each experiment ran
the same set of three native programs with one managed ap-
plication: Spark-LR, Spark-KM, Cassandra, or Neo4j. The
results for the 25% and 50% local memory configurations
are reported in Figure 10(a) and (b), respectively.

The four bars in each group represent an application’s per-
formance when running alone on Linux 5.5, co-running with
other applications on Linux 5.5, co-running on the original
Fastswap, and co-running on Canvas (with all optimizations
enabled). Across all experiments, Canvas improves applica-
tions’ co-run performance by up to 6.2× (average 3.5×) and
up to 3.8× (average 1.9×) under the two memory configura-
tions. Canvas enables Spark and Neo4j to even outperform
their individual runs due to the optimizations that could also
improve single-application performance.

6.3 Isolation Reduces Degradation and Variation

This experiment measures the effectiveness of isolation
alone. We used a variant of Canvas with the isolated swap
system and RDMA bandwidth (i.e., vertical scheduling be-
tween applications) but without our swap-entry optimization,
two-tier prefetcher, and horizontal RDMA scheduling.
Degradation Reduction. We ran the same set of experiments
under 25% local memory. As shown in Figure 11, isolation
reduces the running time by up to 5.2×, with an average of
2.5×. Isolation is particularly useful for applications that do
not have many threads but need to frequently access remote
memory, such as Memcached, which has 4 threads and can-
not compete for resources with managed applications such as
Spark and Cassandra, which have more than 90 (application
and runtime) threads. As such, its performance is improved
by 3.3× with dedicated swap resources. Isolation improves
the average RDMA utilization by 2.8× from 692MB/s to
1908MB/s, making the peak bandwidth reach 4494MB/s.

Table 3: Performance variations of three native applications
when co-running with each of the 11 managed applications
under 25% local memory (Canvas / Linux 5.5 / Fastswap).

Program Mean Min Max σ

Snappy 1.07 1.28 1.23 1.03 1.10 1.08 1.23 1.69 1.46 0.07 0.20 0.14
Memcached 1.45 3.24 3.76 1.30 1.48 2.05 1.91 6.05 8.17 0.20 1.82 2.14
XGBoost 1.05 3.17 2.81 1.01 1.38 1.91 1.13 6.13 4.76 0.04 1.59 1.11
Overall 1.21 2.56 2.60 1.01 1.10 1.08 1.91 6.13 8.17 0.23 1.64 1.72

Variation Reduction. One significant impact of interference
is performance variation—the same application has drasti-
cally different performance when co-running with different
applications (as shown in Figure 2). To demonstrate our
benefits, we co-ran the three native applications with each
of the eleven managed applications listed in Table 2, which
cover a wide spectrum of computation and memory access
behaviors. Table 3 reports various statistics of their perfor-
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Figure 10: Performance of each program under 25% and 50% local memory when the three native programs, Snappy (S),
Memcached (M), and XGBoost (X), co-run with a managed application. Canvas ran with all optimizations enabled.
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Figure 11: Performance of native applications co-run with different managed applications under 25% local memory; for Canvas,
only isolation was enabled (i.e., without adaptive optimizations).
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Figure 12: Benefit of adaptive swap entry allocation. Com-
pared are the times of the application running individually
on Linux 5.5, co-running on Canvas with adaptive entry al-
location disabled, and enabled.

mance including the mean, minimum, maximum, and stan-
dard deviation of their slowdowns (compared to their indi-
vidual runs). Clearly, the performance of the three programs
is much more stable (indicated by a small σ) under Canvas
than Linux—variations are reduced by 7× overall.

6.4 Effectiveness of Adaptive Optimizations

This subsection evaluates the benefit of each swap optimiza-
tion on top of the isolated swap system by turning it on/off.

6.4.1 Adaptive Swap Entry Allocator

Isolation already reduces lock contention at swap entry allo-
cation because each process has its own swap entry manager.
However, for multi-threaded applications such as Spark and

Cassandra, their processing threads still have to go through
the locking process. In this subsection, we focus on managed
applications due to their extensive use of threads. Figure 12
shows the performance of Spark LR, Spark KM, Cassandra,
and Neo4j when they each co-run with the other three na-
tive programs. On average, our adaptive allocation enables
an additional boost of 1.50× for Spark LR, 1.77× for Spark
KM, 1.31× for Cassandra, and 1.28× for Neo4j.

Table 4: Swap-out throughput w/ and w/o adaptive swap-
entry allocation when native programs co-run with Spark.

Thruput (KPages/s) Linux 5.5 Canvas w/o adap. alloc. Canvas w/

Avg. Spark apps 98 164 295
Avg. all apps 185 309 468

Table 4 reports the swap-out throughput when the native
applications co-run with Spark. As shown, isolation im-
proves the throughput by 1.67× while adaptive allocation
provides an additional boost of 1.51×. This benefit is ob-
tained after applying all optimizations in Linux 5.5.
Effectiveness of Entry Reservation. We compared our adap-
tive allocation algorithm with the original allocator in Linux
5.5 by running Memcached with varying (8 – 48) cores under
25% local memory. As shown in Figure 13(a), for Canvas,
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Figure 13: Entry allocation comparison between the allo-
cation algorithm in Canvas and Linux 5.5 for Memcached
under 25% local memory. The Y-axis in (b) is log-scaled.

(1) the swap-out rate increases with the core number (show-
ing good scalability) and (2) the swap entry allocation rate
remains low. This is due to Canvas’s entry reservation al-
gorithm that effectively reuses a significant number of swap
entries for page swap-outs. On the contrary, in Linux 5.5,
the swap-out rate (which is the same as its entry allocation
rate) decreases when more cores are used. This is because
each entry allocation takes significantly longer, reducing the
swap-out throughput. A comparison of per-entry allocation
time can be seen in Figure 13(b). We additionally com-
pared the allocation algorithm between Canvas, Linux 5.5,
and Linux 5.14; these results are reported in Appendix B.
6.4.2 Prefetching Effectiveness

Our baseline is the kernel’s default prefetcher on the isolated
swap system with adaptive swap allocator enabled. Since
application-tier prefetching is designed primarily for high-
level languages, here we focus on managed programs.
Time. We compare the running time for three Spark ap-
plications LR, KM, TC, and Neo4j, between the kernel’s
prefetcher over Canvas’s isolated swap system and Canvas’s
two-tier prefetcher, when each managed application co-runs
with the three native applications under the 25% local mem-
ory configuration. Application-tier prefetching brings 33%,
17%, 19%, and 8% additional performance benefits on top
of the kernel prefetching with the isolated swap system. All
the four managed applications benefit from the thread-level
pattern analysis while the managed applications have seen
5-9% contributions from using the reference-based pattern.
The thread-level pattern analysis we added for native pro-
grams brings a 5% and 11% improvement for Memcached
and XGBoost.

We have also run Leap [73], a prefetcher that aggressively
prefetches a number of contiguous pages if it cannot find any
pattern. This approach may work for native applications be-
cause these applications access arrays; hence, the contigu-
ous pages aggressively prefetched are likely to be useful for
array accesses. However, it works poorly for high-level lan-
guage applications such as Spark and Neo4j, which use deep
data structures and run graph-traversal GC tasks (which ex-
hibit neither sequential nor strided patterns). Aggressively

prefetching useless pages wastes the RDMA bandwidth and
the swap cache. Leap slows down our managed applications
by 1.4×, compared to the kernel’s default prefetcher.

Table 5: Prefetching contribution and accuracy when differ-
ent Spark and Neo4j co-run with native applications.

Contribution Spark-LR Spark-KM Spark-TC Neo4j

Leap 23.4% 25.8% 42.2% 67.0%
Kernel 63.3% 68.0% 65.9% 41.1%
Canvas Two-tier 79.2% 79.3% 75.3% 45.0%

Accuracy Spark-LR Spark-KM Spark-TC Neo4j

Leap 16.8% 17.2% 35.9% 6.1%
Kernel 95.6% 96.4% 93.9% 80.4%
Canvas Two-tier 94.3% 94.8% 94.9% 87.1%

Prefetching Contribution and Accuracy. Table 5 compares
prefetching contribution and accuracy for the four managed
applications when each of them co-runs with the same three
native applications. Contribution is defined as a ratio be-
tween the number of page faults hitting on the swap cache
and the total number of page faults (including both cache
hits and demand swap-ins). Accuracy is defined as a ratio
between the number of page faults hitting on the swap cache
and the total number of prefetches. Clearly, contribution has
a strong correlation with performance while accuracy mea-
sures the pattern recognition ability of a prefetcher. For ex-
ample, for a conservative prefetcher that prefetches pages
only if a pattern can be clearly identified, it can have a high
accuracy (i.e., prefetched pages are all useful) but a low con-
tribution (i.e., the number of prefetches is small).

Here we report prefetching contribution and accuracy for
three prefetchers: Leap (on our isolated swap system), the
kernel prefetcher (also on our isolated swap system), and
Canvas’s two-tier prefetcher. Among the three prefetchers,
for all but Neo4j, Leap has the lowest accuracy and contri-
bution because it is an aggressive prefetcher. Leap keeps
prefetching pages even when it cannot detect any patterns,
which greatly reduces the prefetching accuracy. Second, due
to the limited swap cache, the useless pages prefetched can
cause previously prefetched pages to be released before they
are accessed, hurting contribution. The kernel prefetcher
and Canvas have comparable accuracy because the kernel
prefetcher is much more conservative than Leap. It stops
prefetching when no clear pattern can be observed. However,
Linux has lower contribution than our two-tier prefetcher
since Canvas prefetches more useful pages using semantics.
6.4.3 RDMA Scheduling

We evaluate our two-dimensional RDMA scheduling. For
the vertical dimension, we use the weighted min-max ratio
(WMMR) min(xi/wi)

max(xi/wi)
[96] as our bandwidth fairness metric

(the closer to 1, the better), where xi is the bandwidth con-
sumption of the application i, andwi is its weight. We set the
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weight proportionally to the average bandwidth of each ap-
plication when running individually. Our vertical scheduling
achieves an overall of 0.88 WMMR.

The horizontal dimension (i.e., priority scheduling with
timeliness) is our focus here because interference between
prefetching and demand swapping is a unique challenge we
overcome in this work. We ran GraphX Connected Compo-
nents (GraphX-CC) with the three native applications. Fig-
ure 14 compares the latency of sync vs. async swap-in re-
quests with and without the horizontal scheduling of RDMA.
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Figure 14: Horizontal scheduling effectiveness for GraphX-
CC: (a) prefetching latency reduced, and (b) prefetching con-
tribution and accuracy improved.

As shown, our scheduler does not incur overhead for the
synchronous, demand requests but reduces the (90th per-
centile) latency of the asynchronous prefetching requests by
∼5%. Note that these results were obtained with Canvas’s
two-tier prefetcher enabled, which already generates precise
prefetching requests. With the Leap prefetcher, the (90th per-
centile) latency reduction can be as high as 9×. To under-
stand how the latency reduction improves prefetching effec-
tiveness, we have also compared the prefetching contribution
and accuracy with and without the horizontal scheduling, as
shown in Figure 14(b). Due to the high timeliness require-
ment of prefetching requests, even 5% latency reduction can
lead to noticeable improvements in prefetching—e.g., the
contribution/accuracy of GraphX-CC increases by 10.7%
and 5.5% on top of the two-tier prefetcher—which ulti-
mately translate to a 7-12% overall improvement.

7 Related Work
Remote Memory. The past few years have seen a prolif-
eration of remote-memory systems that built on the ker-
nel’s swap mechanisms (including recent works such as Le-
goOS [91], Infiniswap [39], Fastswap [8], and Semeru [104]
as well as earlier attempts [32, 6, 31, 34, 28, 45, 61, 105]).
Remote memory is part of a general trend of resource disag-
gregation in datacenters [43, 21, 36, 14, 11, 66, 65, 58, 7, 9,
83, 95], which holds the promise of improving resource uti-
lization and simplifying new hardware adoption. Under dis-
aggregated memory, application data are stored on memory
servers, making swap interference a more serious problem.

Resource Isolation. Interference exists in a wide variety of
settings [29, 69, 111] and resource isolation is crucial for
delivering reliable performance for user workloads. There
is a large body of work on isolation of various kinds of
resources including compute time [64, 16, 25], processor
caches [35, 57, 106], memory bandwidth [67, 68, 71, 50,
107], I/O bandwidth [40, 96, 70, 74, 97, 103, 108], net-
work bandwidth [13, 41, 37, 94, 87, 77, 53], congestion con-
trol [27, 44], as well as CPU involved in network process-
ing [59]. Techniques such as IX [17] and MTCP [52] isolate
data-plane and application processing at the core granularity.
Prefetching. Prefetching has been extensively studied, in
the design of hardware cache [101, 42, 114, 100, 76], com-
pilers [98, 63, 89, 86, 60, 33], as well as operating sys-
tems [102, 73]. Detecting spatial patterns [75] is a common
way to prefetch data. For example, various hardware tech-
niques [93, 54, 51] have been developed to identify patterns
(i.e., sequential or stride) in addresses accessed. Leap [73]
is a kernel prefetcher designed specifically for applications
using remote memory. Swap interference can reduce the ef-
fectiveness of any existing prefetchers, let alone that none
of them consider complex (semantic) patterns. Early work
such as [85, 20] proposes application-level prefetching for
efficient file operations on slow disks. Our prefetcher is,
however, designed for a new setting where applications trig-
ger page faults frequently and read pages from fast remote
memory, with much tighter latency budgets.
RDMA Optimizations. There is a body of recent work on
RDMA scheduling [88, 92] and scalability improvement [99,
24, 56, 55, 113]. These techniques focus more on scalability
when RDMA NICs are shared among multiple clients.

8 Conclusion
We observed swap resources must be isolated when multiple
applications use remote memory simultaneously. As such,
Canvas isolates swap cache, swap partition, and RDMA
bandwidth to prevent applications from invading each other’s
resources. Now that resource accounting is done separately
for applications, Canvas offers three optimizations that adapt
kernel operations such as swap-entry allocation, prefetching,
and RDMA scheduling to each application’s resource usage,
providing additional performance boosts.
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A Extended Motivation
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Figure 15: Percentage of time spent on swap entry allocation
when applications run individually (a) and together (b).

Figure 15 compares the percentage of time spent on swap
entry allocation between individual runs and co-runs under
Linux 5.5. As shown, each application, when co-run with
other applications, spend significantly more time on allocat-
ing swap entries due to the increased locking time.

B Recent Kernel Development
As an optimization in Linux 5.5, the kernel keeps swap en-
tries for clean pages—when clean pages are evicted, they
do not need to be written back if their swap entries are not
released for other allocations. Once a page becomes dirty,
its swap entry must be immediately released. Clearly, this
approach works for read-intensive applications where most
pages are clean, but not for write-intensive workloads such
as Spark. We tried various entry-keeping thresholds (i.e.,
entry keeping starts when the percentage of available swap
entries exceeds this threshold) between 25% and 75%, and
saw only marginal performance differences (<5%) across
our programs.

We have closely followed the kernel development since
the release of Linux 5.5 and found two recent patches re-
lated to our approach. These two patches, submitted by Intel
and merged into the kernel at 5.8, also attempt to optimize
locking overhead at swap entry allocation. The idea of the
first patch [48] is using fine-grained locking—dividing swap
entries into clusters and assigning each core a random clus-
ter upon an allocation request. The second patch [46] per-
forms batch entry allocation by scanning more swap entries
while holding the lock to make each batch larger. Note that
our adaptive allocation algorithm solves a much bigger prob-
lem than these patches—Canvas avoids allocating entries for
most swap-outs, while these patches reduce the overhead of
locking for each allocation. As such, Canvas is completely
lock-free for reserved entries while these patches must still
go through the allocation path, requiring locking if multiple
cores are assigned the same cluster (i.e., core collision).

In fact, the probability of collision increases quickly with
the number of cores. As shown below in Figure 16, the allo-
cation performance of these patches degrades super-linearly
when the number of cores exceeds 24. Another major draw-
back is that none of these patches build on isolated swap par-
titions. Lack of swap partition isolation makes applications
search for swap entries globally, which can still result in in-
terference—applications such as Spark can quickly saturate
these clusters with all its executor threads, making other ap-
plications wait before they can obtain the locks. By reserving
entries, our algorithm significantly reduces the number of en-
try allocation requests (due to entry reusing) and the cost of
each allocation (due to reduced lock contention).
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Figure 16: Entry allocation comparison between Canvas and
the allocation algorithm when Memcached runs on Linux
5.14 on RAMDisk.

Comparison with Linux 5.5 and Linux 5.14. As the ker-
nel is fast evolving and our latest InfiniBand driver is only
compatible with Linux 5.5, we compared the swap-entry al-
location performance between Canvas, Linux 5.5, and the
latest Linux 5.14 over RAMDisk, by running Memcached
with varying (8 – 48) cores.

As Figure 16(a) shows, our adaptive entry reservation al-
gorithm reduces the allocation rate by several orders of mag-
nitude compared to Linux 5.14. Note that the allocation rate
under Linux 5.5 drops as the number cores increases because
each allocation takes much longer and hence the swap-out
throughput (i.e., allocation throughput) reduces (i.e., the ap-
plication runs slower).

Figure 16(b) compares our algorithm with Linux 5.5 and
Linux 5.14 on per-entry allocation time. As shown, the
optimization in [48, 46] is unscalable—as the number of
cores increases, the per-entry allocation cost increases signif-
icantly. In fact, the allocation cost grows superlinearly after
24 cores due to core collision. On the contrary, Canvas’s per-
entry allocation cost remains low and stable. With 48 cores,
our algorithm outperforms Linux 5.14’s entry allocator (that
uses [48, 46]) by 13×.
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Abstract
Remote memory techniques are gaining traction in datacen-
ters because they can significantly improve memory utiliza-
tion. A popular approach is to use kernel-level, page-based
memory swapping to deliver remote memory as it is transpar-
ent, enabling existing applications to benefit without modifi-
cations. Unfortunately, current implementations suffer from
high software overheads, resulting in significantly worse tail
latency and throughput relative to local memory.

Hermit is a redesigned swap system that overcomes
this limitation through a novel technique called adaptive,
feedback-directed asynchrony. It takes non-urgent but time-
consuming operations (e.g., swap-out, cgroup charge, I/O
deduplication, etc.) off the fault-handling path and executes
them asynchronously. Different from prior work such as
Fastswap, Hermit collects runtime feedback and uses it to
direct how asynchrony should be performed—i.e., whether
asynchronous operations should be enabled, the level of
asynchrony, and how asynchronous operations should be
scheduled. We implemented Hermit in Linux 5.14. An eval-
uation with a set of latency-critical applications shows that
Hermit delivers low-latency remote memory. For example, it
reduces the 99th percentile latency of Memcached by 99.7%
from 36 ms to 91 µs. Running Hermit over batch applica-
tions improves their overall throughput by 1.24× on average.
These results are achieved without changing a single line of
user code.

1 Introduction
Techniques enabling datacenter applications to use remote
memory [10, 17, 28, 29, 36, 43, 52, 53, 57] have gained trac-
tion due to their potential to break servers’ memory capacity
wall, thereby significantly improving datacenters’ resource
utilization. Compared to clean-slate techniques [17, 52] that
provide new primitives for developers to efficiently manage
remote memory, swap-based techniques [3, 10, 29, 53, 57,
58] that piggyback on existing paging/swap mechanisms in
the OS kernel are more practical as they offer transparency,
allowing legacy code to run as is on a far-memory system.

The main drawback of swap-based remote access is the
overhead incurred by the kernel’s paging system. For ex-

∗Part of the work was done when Yifan Qiao interned at Alibaba Group.
⋄Corresponding authors.

ample, when running Memcached using Fastswap [10], the
current state-of-the-art swapping system for Linux, a remote
access takes an average of 14 µs, of which only 9 µs are spent
on network (RDMA) operations—the software-induced over-
head is above 50%! This large fault-handling overhead sig-
nificantly increases operation latency, precluding the use of
remote memory with latency-critical applications.

In addition, long remote-access time can further block sub-
sequent instructions dependent on these accesses, leading to
substantial reductions in application throughput. For exam-
ple, the performance of garbage collection in a managed lan-
guage runtime is highly sensitive to memory access latency
due to its pointer-chasing nature. Reductions in GC perfor-
mance can lead to delayed object creations, dramatically re-
ducing the application’s overall throughput [42, 57, 58].

The underlying reason for such high overhead is a mis-
match in the design of today’s swap-based paging systems,
which originally targeted slow, disk-based storage, and mod-
ern datacenter networks (e.g., 100-400 GbE) that can deliver
pages much faster. For example, through profiling, we reveal
the following performance bottlenecks that persist in Linux
(§3):

• Page reclamation blocks the critical path: To make
room to fault in new pages, the OS must reclaim memory
by swapping out cold pages. Linux is designed to handle
this asynchronously by swapping out pages in a separate
thread. However, when Linux fails to keep up with the
demand for new pages, the page fault handler must block
and wait for reclamation to finish.

• Duplication checks are too conservative: Linux is de-
signed to never make duplicate I/O requests for the same
page. Although this occasionally prevents wasted band-
width, it comes at a high cost in terms of synchronization
overhead, such as during swap cache lookup and insertion.

• Opportunities for batching are not exploited: Batching
can be an effective optimization when it does not harm
page fault handling latency. For example, when Linux
performs page reclamation, it first selects a set of victim
pages and then swaps out each page individually. A bet-
ter strategy would be to process victim pages in batches,
reducing the cost of TLB shootdowns, I/O writes, and
cgroup accounting.

State of the Art. The conventional wisdom is that soft-
ware overheads can be overcome by bypassing the ker-

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    181



nel [48, 52, 63]. This approach typically requires application-
level modifications or the use of custom APIs, making it im-
practical to deploy transparently across all applications. Our
aim is to answer the following question instead: Can we elim-
inate performance bottlenecks in the kernel directly, allow-
ing the benefits of fast remote memory to be exposed to all
applications transparently?

Recent work, such as Fastswap [10] and InfiniSwap [29],
has made some progress in optimizing the kernel’s swap
subsystem, such as the use of RDMA to deliver remote
pages more efficiently. Fastswap, the current state-of-the-art,
also modifies the Linux Kernel to offload page reclamation
to a dedicated core and executes it asynchronously. This
increases swap-out efficiency, and reduces the time that a
page fault handler must block waiting for reclamation to fin-
ish. However, Fastswap leaves other opportunities for asyn-
chrony on the table. In addition, a single, dedicated core
is insufficient to accommodate changes in demand for swap-
out throughput under time-varying memory pressure, limit-
ing the conditions where Fastswap can perform well (§3).
Insights. This work builds on three insights, all centering
around asynchrony. First, asynchrony can be used to reduce
the latency of page fault handling. For example, during a
page fault, the kernel first looks for the page in the swap
cache. If the page is present, it will be mapped at the fault-
ing address and the kernel does not need to issue a fetch.
However, this check is protected by a lock, which incurs a
non-trivial overhead. Instead, fetching a page via RDMA,
even if the page is already in the swap cache, is extremely
fast: its only penalty is slightly wasted network bandwidth
(i.e., bandwidth is rarely saturated). By always issuing the
fetch asynchronously and overlapping it with the check, we
can reduce the fault-handling latency.

Second, only page faults handlings are latency critical, so
it is safe to aggressively optimize all other operations for
throughput via batching. For instance, when TLB shoot-
downs are batched, it reduces the number of interrupts that
have to be sent across cores. As another example, RDMA
writes of multiple swapped-out dirty pages can be batched
into a single transfer. These opportunities are only possible
because such operations are conducted asynchronously; oth-
erwise, batching would delay critical swap-in operations.

Third, to achieve optimal performance, the use of asyn-
chrony (e.g., number of cores) must be adjusted dynami-
cally. For example, it is critical that swap-out throughput
is perfectly balanced with swap-in throughput. If swap-out
throughput is too low, the page fault handler will block and
delay the application. If it is too high, it will leave a substan-
tial portion of local memory underutilized, impacting appli-
cation performance. This is especially challenging because
the swapping rate depends on the workload, its inputs, and
even the different phases within its execution.
Hermit. This paper presents Hermit, a new paging/swap
system that exploits these (previously-unknown) opportuni-

ties for asynchrony. Hermit employs feedback-directed asyn-
chrony as the major principle in the paging system design,
simultaneously enabling full code transparency (i.e., any
legacy code can run as is), low remote access latency, and
high application throughput. Hermit employs different types
of asynchrony to tackle the three bottlenecks (i.e., blocked
swap-ins, conservative checks, lack of batching), as elabo-
rated below:

First, page reclamation is moved into a set of reclaim
threads, which eagerly evict (least-recently used) pages and
aggressively batch expensive operations involved in each
swap-out (§4.2). In particular, Hermit batches page unmap-
ping, TLB shootdown, RDMA writes, polling, and cgroup

uncharging in swap-out threads, reducing the amounts of
computation involved in swap-outs and improving their
throughput (§4.4).

Second, Hermit opportunistically bypasses the swap-in
duplication check and issues I/O read requests eagerly, de-
laying such checks to the synchronous PTE update stage.
Since only one thread can successfully update the PTE, all
other competing threads will eventually release their dupli-
cate pages, guaranteeing safety (§4.3).

Third, inspired by optimistic locking [4], Hermit makes
page I/O fully asynchronous during swap-in to further re-
duce latency. We split the swap-in procedure into two com-
ponents: one that can still successfully run and is reversible
even if there are concurrent updates, and a second that may
either abort or create irreversible side effects in the presence
of concurrent updates. Hermit moves the first component out
of the critical section to overlap it with the page I/O (details
are in Figure 4). Hermit checks the validity before the crit-
ical section finishes (i.e., whether concurrent updates have
occurred) and if they have, reverts the speculatively executed
operations.

Finally, we create a feedback control system for each type
of asynchronous operation, using execution profiles to adjust
whether and how asynchrony should be applied. In particu-
lar, we use (1) page turnaround (i.e., time between a page’s
swap-in and previous swap-out), (2) page-in/-reclamation
throughput, and (3) conflict rates (i.e., how often concur-
rent updates occur), as metrics to adjust our asynchrony in
dealing with reclamation timing, reclamation intensity, ea-
ger swap-in, conservative checks, respectively. Hermit pro-
files and collects these signals throughout the execution to
dynamically adapt to the application’s changing behaviors.
Results. Hermit was implemented in Linux 5.14 (released
August 2021). We have carefully inspected all relevant ker-
nel patches made since then and confirmed that none of them
are directly related to Hermit.

We evaluated Hermit with a set of real-world applications
including both latency critical (Memcached, SocialNet, and
Gdnsd) and batch processing applications (Apache Spark,
XGBoost, and Apache Cassandra). Our evaluation on Mem-
cached demonstrates that Hermit outperforms Fastswap [10]
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Figure 1: The life cycle of a remote memory page fault in Linux swap.

by 99.7% in latency, reducing the 99th percentile latency
from 36 ms to 91 µs. For batch processing applications, Her-
mit improves throughput by up to 1.87× with a geometric
mean of 1.24×. Hermit also scales much better with the num-
ber of cores than Fastswap. These results demonstrate that
low tail latency and high throughput can be achieved at the
same time without bypassing kernel, making Hermit a practi-
cal solution for enabling remote memory. Hermit is available
at https://github.com/uclasystem/hermit.

2 Background

Today’s datacenter applications expose high load variability
and diurnal patterns [13, 14, 47]. Despite low average load,
operators have to provision resources for peak demand to
avoid violating service-level agreements. Memory is an es-
pecially challenging resource because it is uncompressable,
meaning that running out of it causes tasks to be killed,
which can be very disruptive to overall performance [56].
This is a major contributing factor to low memory utilization
in today’s datacenters [41, 56].

Remote memory offers a promising solution to improving
memory utilization. Its key idea is to break the hardware
boundary and unstrand the idle memory of remote machines
through fast datacenter networking. Existing systems have
demonstrated the feasibility of utilizing remote memory with
good performance [10, 17, 52]. Among different approaches
to realizing remote memory, the kernel-based approach of-
fers a unique advantage of transparency. It enables existing
applications to run as is over remote memory using commod-
ity hardware. This is very attractive to datacenter operators
as it significantly lowers the bar for adoption.

The kernel-based approach achieves transparency through
paging, an idea that dates back to the 1960s. Originally, pag-
ing was designed to extend the addressable memory space
with a slow but large secondary storage (usually a mechani-
cal disk). Under memory pressure, the kernel pages out cold
pages to disk and marks them as absent from memory. Later,
if a process accesses any of those pages, the memory manage-
ment unit (MMU) raises a page fault exception which trans-
parently traps the control flow into the kernel to page in the
data and update the corresponding page table entry (PTE).

Linux implements paging in its swap subsystem, which is
often used as the last resort for preventing out-of-memory
(OOM) killing. Swap can serve as a temporary mechanism
that buys operators time to solve memory pressure, e.g., by
migrating or killing processes. The architecture of the pag-
ing/swap subsystem has remained relatively stable since its
inception. However, in the context of remote memory, fast
network-attached memory (4 µs, 12 GB/s) can be used as a
secondary storage device as opposed to a slower disk (10 ms,
200 MB/s). Due to this huge performance gap, the legacy
swap system is a bottleneck in accessing remote memory.
For example, when running Memcached on Fastswap (i.e.,
the state-of-the-art swap system) with a high local memory
ratio (70%), we see a 4× throughput drop.

3 Understanding Existing Swap Systems

3.1 The Life Cycle of Remote Memory Access

The legacy design of Linux swap imposes high overheads
on accessing remote memory. To better understand the root
cause of its inefficiencies, we conducted a performance study
by running Memcached on Fastswap [10] (the state-of-the-
art swap system). Figure 1 shows the stages of a remote
memory access and breaks down their costs. We discuss each
stage in more detail as follows:

1⃝ Lookup swap cache. The swap cache serves as a cen-
tralized component that prevents race conditions. It tracks
the information of swapped-in pages and ongoing swap-out
requests. First, the faulting page may have been fetched by
another process or the OS prefetcher. By looking up the swap
cache, Linux detects this and jumps to stage 6⃝. Second, it
is possible that the faulting page is being swapped out by an-
other process. In this case, naïvely fetching the remote page
will see the stale copy. With the swap cache, Linux detects
the race and cancels the ongoing swap-out. Looking up the
swap cache takes an average of 0.6 µs.

2⃝ Deduplicate swap-ins. At the same time, there can be
multiple threads swapping in the same page. Linux guaran-
tees that only one thread can succeed by synchronizing with
lock primitives. The remaining threads will be busy waiting
until the page gets fetched. This design saves I/O bandwidth
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but impacts latency and hurts scalability. This stage takes an
average of 2.8 µs.
3⃝ cgroup accounting. Before fetching the page, Linux

must ensure that the current process has sufficient free mem-
ory by performing cgroup accounting. For the lucky pro-
cess with enough memory, it jumps to stage 5⃝ directly. The
accounting stage takes an average of 0.4 µs. Otherwise,
Linux must go through stage 4⃝ to reclaim pages to make
room, as elaborated below.
4⃝ Direct page reclamation. Linux iteratively reclaims

pages until the size of the available local memory is above
the low-water mark. Linux swaps out a single page for each
iteration. Swap-out is expensive as it involves operations
such as TLB shootdown, PTE unmapping, etc. This stage
exists only when the local memory runs low, but it is also
the longest one that takes an average of 1180 µs. To re-
duce direct reclamation, Fastswap performs this stage asyn-
chronously with a dedicated core.
5⃝ Fetch and prefetch page. Linux issues an I/O request

to fetch the faulted page. Meanwhile, it may issue multiple
prefetching requests. This stage takes an average of 9.1 µs.
6⃝ Update metadata. Finally, Linux updates kernel meta-

data, including page table entries (PTEs), swap entries, and
page reverse mapping (rmap). This stage takes 0.9 µs.

3.2 Root Causes of Inefficiencies
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Figure 2: 99th percentile latency with respect to offered load of
Memcached on Fastswap under 70% local memory.

To understand the bottleneck imposed by Fastswap’s sin-
gle, dedicated reclamation core, we ran several experiments
with Memcached. Figure 2 shows Memcached’s 99th per-
centile latency with respect to its offered load when running
with 70% local memory. The baseline for comparison is
Memcached running locally (100% local memory without
swapping), which is the rightmost curve and achieves >4.4
Mops load throughput with good tail latency. Memcached on
Fastswap (the blue curve), however, can only offer ≈1 Mops
load before the dedicated core gets saturated and its latency
increases dramatically. The reason is that Fastswap’s single
dedicated core cannot keep up with the increasing demand
for page reclamation. We then modified Fastswap’s origi-
nal implementation to offload page reclamation onto multi-
ple cores, denoted as Fastswap∗ in the figure, as a naïve
strawman approach.

Using more dedicated cores can indeed help reduce the
direct reclamation ratio, as shown in Figure 3. With 4 ded-
icated cores, Fastswap∗ is able to eliminate direct page
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Figure 3: Direct page reclamation ratio of Memcached on Fastswap
under 70% local memory.

reclamation, thus providing the highest throughput among
all Fastswap variants. However, Fastswap uses static core
provisioning, which is insufficient in practice due to the
phased behaviors and shifts in load that occur within dat-
acenter applications. First, the number of required dedi-
cated cores depends on the application’s working set, the
available local memory, and the swap-in intensity, making
it impossible for a statically determined number to work uni-
versally for different applications or even different phases
of the same application. Second, over-provisioning dedi-
cated cores does not always lead to greater end-to-end per-
formance; in many cases, using more cores only shifts the
bottleneck from page reclamation to the application itself,
as more dedicated cores for reclamation imply fewer avail-
able cores for application threads. As shown in Figure 2,
increasing the number of dedicated cores in Fastswap from 1
to 4 (Fastswap∗-4 cores) improves performance, but fur-
ther allocating cores degrades performance (Fastswap∗-8

cores). Furthermore, although Fastswap∗-4 cores elim-
inates direct page reclamation (i.e., reducing latency), it still
loses ∼45% performance (i.e., reducing throughput). The
performance loss is due to three major kinds of inefficiencies
induced by Linux swap, as elaborated below.
Swap-out blocks swap-in. As explained earlier, Mem-
cached experiences high memory access latency when run-
ning short of local memory, as it has to reclaim pages. Page
reclamation is expensive as it requires finding victim pages
and unmapping them, followed by a number of expensive
operations for consistency such as TLB shootdown. This sig-
nificantly impacts its tail latency, leading to violations of the
service-level agreement (SLA).

Fastswap tackles this issue by allocating a dedicated core
to reclaim pages asynchronously in the background. How-
ever, as discussed earlier, it is nearly impossible to statically
identify the optimal number of cores due to load variability.
Unoptimized for fast I/O. Linux swap was designed for
slow secondary storage like hard-disk drives whose perfor-
mance is two to three orders of magnitude lower than to-
day’s remote memory in both bandwidth and latency. Since
disk bandwidth is often the bottleneck, Linux applies aggres-
sive optimizations in its page fault handling path to reduce
I/O traffic (stage 2⃝). While they were effective in the era
of slow disks, these optimizations become irrelevant in the
context of remote memory whose bandwidth is close to the
bandwidth of main memory. Even worse, the outdated op-
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timization generates an adversarial performance impact; it
prolongs remote memory access latency, hurting scalability
(e.g., due to synchronization). For latency-critical applica-
tions like Memcached, prolonged remote memory accesses
can significantly increase the time for serving incoming re-
quests, imposing super-linear effects on tail latency. Mod-
eled by queueing theory [24], for instance, 10% longer ser-
vice time can potentially double the 99th percentile latency,
leading to vast SLA violations.

Additionally, since the disk latency (ms-scale) is signifi-
cantly higher than the CPU time in page fault handling (µs-
scale), Linux adopts a serial-execution model for simplicity.
As shown in Figure 1, the I/O read stage is executed sepa-
rately from other stages; after issuing the I/O read request,
Linux either busy waits for the I/O response or re-schedules
the faulting thread (which hurts latency of fast I/O requests),
relinquishing the opportunity of overlapping the waiting pe-
riod with other stages.

Unoptimized for CPU overhead. Linux swap is a mech-
anism aimed at avoiding OOM killing. Inherently, treating
swapping as a rare event, it was designed to optimize for
responsiveness, not for CPU efficiency. For example, dur-
ing page reclamation (stage 4⃝), Linux swaps out only one
page at a time, under the assumption that by releasing the
space more timely it can unblock the OOM process sooner.
Unfortunately, this amplifies the CPU usage as it must in-
voke expensive operations such as TLB shootdown for every
reclaimed page. While overhead is acceptable when swap-
ping is rare, it grows significantly in the scenario of remote
memory (which is swapping-intensive). In the case of Mem-
cached, 12.6% of the total CPU time is spent on reclaim-
ing pages, not on application tasks. To make matters worse,
Linux swap heavily relies on locks to synchronize page recla-
mation and scales poorly. Hence, the overhead will further
increase with the number of concurrent swapping operations.

Key takeaway. Linux swap imposes high overheads to re-
mote memory access primarily due to the above three issues.
Fastswap, the state-of-the-art swap system, partially tackles
the first issue, but neglects the last two. For the first issue,
Fastswap uses statically provisioned cores to run swap-out
tasks; as shown in Figure 2, static core provisioning cannot
adapt to dynamic load changes, leading to either insufficient
or wasted CPU resources.

4 Hermit Design

4.1 Design Overview

To overcome the aforementioned inefficiencies, we devel-
oped Hermit, a new swap system based on the principle of
feedback-directed asynchrony. Our key insight is that asyn-
chrony should be used aggressively (to overlap nonurgent
and urgent operations to reduce latency), but this must be
done in a controlled manner—whenever asynchrony cannot

bring benefits, we should switch back to the conventional
synchronous design. Figure 4 illustrates Hermit’s design.

First, Hermit optimizes tail latency of accessing remote
memory by moving page reclamation from the critical path
into the background (§4.2). Instead of following the design
of Fastswap, which statically reserves a certain number of
dedicated cores, Hermit relies on a reclaim scheduler to dy-
namically schedule reclaim threads. The scheduler leverages
feedback from cgroup counters to determine the right tim-
ing and the appropriate number of cores for reclamation.

Second, the swap-in path of Hermit was designed with
fast remote memory in mind (§4.3)—for remote memory,
it is reasonable to trade off network usage for end-to-end
performance as modern datacenter network offers abundant
bandwidth (100-400 Gbps). In the common case, Hermit de-
tects idle network bandwidth and opportunistically bypasses
swap-in duplication checks (stage 2⃝ in §3) to improve scala-
bility and reduce latency. This bypassing has a consequence:
in the (rare) case that multiple threads are fetching the same
page at the same time, they will all transfer the same page
over the network. Note that this will not lead to correctness
issues because only one copy will be mapped by the PTE in
the last stage, and any other requests will abort and release
their page. However, it may potentially waste some network
bandwidth when duplicate pages are requested. Therefore,
instead of bypassing blindly, we use the conflict rate (in the
last stage) as a control signal to determine whether it is ben-
eficial to enable bypassing. To further optimize the critical-
path latency, Hermit also overlaps the I/O read stage with
other swap-in operations (e.g., cgroup accounting, meta-
data updating, etc.).

Finally, we structured Hermit to operate in a swap-
intensive environment to match the reality of using remote
memory (§4.4). Hermit carefully optimizes the CPU usage
of page reclamation so that more CPU resources are avail-
able for applications. Enabled by Hermit’s reclaim scheduler,
which reduces the “urgency” of reclamation tasks, Hermit
opportunistically handles reclamation requests in batches to
amortize the overhead. In addition, Hermit bypasses the ex-
pensive reverse mapping operation when swapping out a pri-
vate page (which is common). As a result, Hermit not only
reduces the remote access latency but also significantly im-
proves the application’s throughput.

4.2 Reclaim Scheduling

In Linux swap, the direct page reclamation in the swap-in
path significantly impacts the tail latency of accessing the
remote memory. To reduce tail latency, Hermit moves recla-
mation off the critical path into background threads; the re-
claim scheduler monitors the free memory size and proac-
tively starts reclamation before memory exhaustion. The
scheduler uses the application’s swap throughput as a feed-
back signal to auto-tune the number of reclaim threads.
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Figure 4: The life cycle of a remote memory page fault in Hermit.

Designing such a scheduler is challenging because it must
determine both the right timing and the appropriate amount
of CPU resources for reclamation. (1) As for the timing, if
the scheduler starts reclamation too early, a substantial por-
tion of local memory would be underutilized, impacting ap-
plication performance; on the flip side, if the scheduler starts
reclamation too late, the application would exhaust the local
memory and suffer from direct reclamation. (2) As for CPU
resources, under-provisioning cores for reclamation (i.e., the
case of Fastswap) make it unable to keep up with the local
memory consumption rate, leading to memory exhaustion,
while over-provisioning cores is also undesired as it contends
with the application and reduces its performance.

Dynamically 
adjusted

Local Memory Usage

# 
C

or
es

 fo
r 

R
ec

la
m

at
io

n Max # Cores

High-Water 
Mark

Limit0
1

Low-Water 
Mark

Figure 5: Adaptive reclaim scheduler.

Figure 4 shows the design of the reclaim scheduler, which
leverages counters from cgroup to schedule reclamation.
Since the timing for reclamation is critical to performance,
our reclaim scheduler has to be very reactive to free memory
size changes (in µs-level). Instead of using a dedicated core
to poll the memory usage which waste CPU cycles, Hermit
adopts a decentralized reclaim scheduler; it inlines the sched-
uler code into the cgroup charging, an indispensable step
for swap-ins. This design enables us to discover any sudden
change in the free memory size with only a few CPU cycles.

Hermit’s scheduling policy follows the conventional wis-
dom of random early detection [26] to gradually increase its
asynchronous reclaim throughput. Specifically, Hermit starts
asynchronous reclamation when application’s memory bud-
get is running low, but Hermit will only enable a small num-
ber of reclaim threads first and gradually increase the num-
ber of reclaim threads after observing constantly increasing
memory usage. The intention of the design is to handle a
burst of swap-ins within the memory limit with as few re-

claim threads as possible, and thus minimizing asynchronous
reclamation’s interference to the application.

On the other hand, when the application is about to run
out of memory, Hermit must unleash the full power of asyn-
chronous reclaim threads to match the reclaim throughput
to swap-in throughput to avoid direct reclamation, offering
the application maximum swap performance. Figure 5 de-
picts Hermit’s adaptive scheduling policy, which determines
the number of cores for page reclamation given the applica-
tion’s current local memory usage. The curve can be divided
into three phases, marked by the low-water mark and the
high-water mark to differentiate the urgency of asynchronous
reclamation.

When the application does not swap intensively and its lo-
cal memory usage is below the low-water mark, the number
of reclamation cores is zero, indicating that the asynchronous
page reclamation is disabled now to let application threads
have all CPU cores. When the application’s local memory
usage is between the low-water mark and the high-water
mark, it indicates that the application is under memory pres-
sure, and the scheduler will assign one core for asynchronous
reclamation to relieve the memory pressure with minimal
compute to minimize its interference to application’s threads.

Finally, when the application hits the high-water mark, it
indicates that the application is about to run out of memory.
Page reclamation is an urgent task now to prevent the appli-
cation from triggering direct page reclamation. As such, the
reclaim scheduler must assign more cores for reclamation
to match the reclaim throughput with application’s swap-in
throughput. As Figure 5 shows, during this phase, the num-
ber of cores assigned for reclamation is proportional to the
local memory usage, reaching the maximum value when the
local memory usage equals the memory limit.

Hermit leverages the kernel’s runtime statistics to auto-
tune the low and high memory watermarks, as elaborated
below.
High memory watermark. Hermit dynamically adjusts
the high memory watermark based on the application’s cur-
rent swap intensity. We define swap intensity as the overall
swap-in throughput divided by the per-core page reclama-
tion throughput, representing the number of cores needed
for reclamation to match the swap-in speed. Intuitively,
when the swap intensity increases, we should lower the high-
water mark to start ramping up reclamation earlier; and
when the swap intensity decreases, we should raise the high-
water mark accordingly. Hermit sets the high-water mark as
MEM _LIMIT − α · SWAP_INTENSITY , where α = 128

works well in practice.
Low memory watermark. Initially, Hermit sets the low-
water mark to be the same as the high-water mark. Then
it gradually probes its optimal value based on the average
page turnaround time (APT), defined as the average dura-
tion for swapped-out pages to remain untouched. When
APT does not increase, Hermit attempts to lower the low-
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water mark, as now it can potentially start reclamation ear-
lier without impacting the application performance. How-
ever, when APT increases, Hermit immediately raises back
the low-water mark to revert the negative impact on the ap-
plication performance.

4.3 Adapt Swap-in to Fast Remote Memory

As shown in Figure 4, Hermit re-architects the swap-in path
for the fast remote memory with two main innovations.
Eager swap-in. Hermit opportunistically bypasses the
swap-in duplication check to minimize latency. As such, it is
now possible that multiple threads issue swap-in requests for
the same page. To ensure that only one of them will succeed,
Hermit synchronizes them in the final stage (updating PTE)
using a fine-grained lock. All other failed threads will release
their swapped-in pages—CPU cycles consumed by them are
wasted and considered as penalty. Hermit collects the con-
flict rate and the penalty as feedback to reassess whether it
is still beneficial to enable eager swap-in and disable it if it
impacts performance.
Asynchronous I/O. Hermit further shortens the critical
path of swap-ins by overlapping the I/O read with other op-
erations, for example, cgroup charging. If later the cgroup
check shows no memory, Hermit discards the I/O read re-
sponse and updates the failure counter. Hermit falls back
into synchronous I/O when the failure ratio is high. This hap-
pens very rarely in practice thanks to Hermit’s asynchronous
reclamation (§4.2).

4.4 CPU-Efficient Page Reclamation
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Figure 6: Hermit’s asynchronous page reclamation path.

As shown in Figure 6, Hermit carefully optimizes the CPU
overheads of page reclamation to minimize its performance
impact to applications.
Batched reclamation. As illustrated in §3, Linux’s page
reclamation is mainly designed for slow disk devices where
swapping occurs infrequently—it trades off CPU efficiency
for responsiveness by only swapping out one page at a time.
However, Hermit overcomes the responsiveness loss with its
asynchronous reclamation design, which relaxes the respon-
siveness requirement of page reclamation, thereby creating
opportunities for batching. As depicted in Figure 6, Hermit
batches expensive operations, including TLB shootdowns,
I/O writes, and cgroup accountings—to amortize their over-
heads in the asynchronous page reclamation path.

Reverse mapping elimination. To avoid race conditions
during reclamation, Linux has to ensure that the page is im-
mutable before writing it back to remote memory. Linux
achieves this goal by using rmap (reverse page mapping) to
identify and unmap all the virtual pages mapped to the re-
claimed physical page. rmap walk is expensive as it involves
several memory accesses and lock synchronizations. A key
observation in Hermit is that most reclaimed pages are pri-
vate pages (i.e., only referenced by one virtual page). For
private pages, Hermit eliminates the expensive rmap walk by
inlining the virtual page address into the physical page meta-
data in Linux. This approach trades a tiny portion of local
memory (0.2% in the worst case) for better performance.

5 Implementation
We implemented Hermit atop Linux 5.14, the latest release
when we started the project. We have been carefully exam-
ining every new release to ensure that no patch is directly
related to our techniques. We added or modified 9704 lines
of kernel code, mainly re-implementing Linux’s swap-in and
swap-out code paths.

We built our RDMA-based swap backend atop Fastswap’s
implementation. The original Fastswap uses Linux’s
frontswap interface which only supports blocking I/O. We
extended it with an asynchronous I/O interface to enable
asynchronous batched I/O writes during page reclamation.

For the swap-in path, we stored the feedback signals
swap_stats, used by Hermit to decide whether to by-
pass the swap-in deduplication, in Linux’s process context
mm_struct. swap_stats contains two atomic counters
representing the numbers of successful and aborted swap-
ins respectively. The page fault handler reads and updates
swap_stats when swapping in the page.

For the swap-out path, we implemented per-cgroup re-
claim threads as Linux kernel threads. We stored the feed-
back signals swap_ctrl, used by Hermit to decide the
swap-out timing, in Linux’s memory cgroup mem_cgroup.
swap_ctrl contains two counters representing the total
number of charged pages and reclaimed pages. Hermit up-
dates swap_ctrl during cgroup charging and page recla-
mation. The reclaim scheduler reads swap_ctrl periodi-
cally (per 128 charges in our implementation) to calculate
the swap intensity for updating the high-water mark. We
use Linux’s existing mechanism of tracking the page re-fault
distance to calculate the average page turnaround (APT) for
updating the low-water mark. Hermit batches 32 pages per
NUMA node for its asynchronous page reclamation to keep
low amortized overheads while ensuring most reclamations
can finish timely (within 1 ms). To batch reclamation while
ensuring consistency, we carefully ordered the operations
(see Figure 6). Hermit first selects and unmaps a batch of
pages, and then issues a single TLB flush before writing all
dirty pages to remote memory. After which, Hermit rechecks
each page to ensure it remains untouched and free it. Other-
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wise, the page must have been faulted on and re-mapped into
the process’ page table, so Hermit skips freeing this page
and returns it back to the application. To bypass the rmap

walk, we stored the virtual address of private pages using a
global array. We did not directly embed the virtual address
into Linux’s per-page metadata to avoid breaking its cache
alignment.

6 Evaluation
Our evaluation seeks to answer the following questions:

1. Can Hermit maintain low tail latency (§6.2) and high
throughput (§6.3) while delivering remote memory?

2. How does Hermit’s performance compare to standard
Linux and Fastswap [10]? (§6.2-§6.3)

3. What contributes to Hermit’s better performance?
(§6.4)

Setup. We ran experiments in a cluster with one CPU
server and one memory server, connected by a 100 GbE net-
work. Each server equips a 24-core AMD 7402P CPU and
128 GB memory. Both Hermit and Fastswap ran on Ubuntu
20.04 with Linux 5.14. For latency-critical applications, we
generated load from another server, which connects to the
CPU server via a 25 GbE network. We followed common
practices to tune these servers for low latency [47], including
disabling CPU frequency scaling, machine-check exceptions,
and transparent hugepages. We also disabled OS security
mitigations as recent CPUs have fixed these vulnerabilities.
We enabled hyperthreading as it improves the performance
of remote memory systems.
Methodology. We compared Hermit with the ideal system
that only uses local memory and the state-of-the-art kernel-
based remote memory system, Fastswap [10]. To enable a
fair comparison, we also ported Fastswap to Linux 5.14, the
same kernel version that Hermit uses.

6.1 Real-world Applications

We used six real-world datacenter applications for evaluation,
as shown in Table 1.

Category Application Dataset Size

Memcached [7] Facebook’s USR [14] like 32M KVs
Latency- SocialNet [27] Socfb-Penn94 [51] 41.5K nodes,
Critical 1.4M edges

Gdnsd [1] Custom 75M sites

Batch
Spark [62] Wikipedia EN [8] 188M points

XGBoost [21] HIGGS [15] 21M instances
Cassandra [9] YCSB [22] 20M records

Table 1: Applications used in the evaluation.

Latency-critical applications. Memcached [7] is a popu-
lar in-memory key-value store. It only performs a hash table
lookup for each request, leading to a small per-request mem-
ory footprint. It has low compute intensity and poor spatial
locality. We followed Facebook’s USR distribution to gener-
ate load with 99.8% GET and 0.2% PUT [14]. SocialNet (a

part of the DeathStarBench [27]) is a twitter-like interactive
web application built with microservices. It has a fan-out
pattern in which each client request is served by multiple
microservice instances. This leads to a larger per-request
memory footprint than Memcached. It has medium com-
pute intensity and poor spatial locality. We rewrote Death-
StarBench’s python-based load generator using C++ to in-
crease its throughput. Gdnsd is an authoritative-only DNS
server. It performs a tree lookup for each DNS query. It has
a small per-request memory footprint and low compute inten-
sity. Different from previous applications, Gdnsd has good
spatial locality. We generated queries with random domain
names for evaluation. For all three applications, we gener-
ated requests with keys followed Zipf distribution using the
skewness parameter s = 0.99, to be consistent with the stan-
dard YCSB benchmark suite [22].

Batch applications. Apache Spark [62] is a big data ana-
lytics engine. We used the logistic regression model from its
official example suite for evaluation, in which Spark trains
the model iteratively by scanning the dataset to update the
model parameters. It has high compute intensity and a large
memory footprint. XGBoost is a gradient boosting library
for machine learning. We ran binary classification for eval-
uation. It initializes a group of decision trees and trains
them iteratively by splitting the tree leaves with input data.
It has dynamic parallelism and a medium memory footprint.
Apache Cassandra [9] is a large-scale NoSQL database. It
uses a storage structure similar to a log-structured merge tree,
which has medium compute intensity and good spatial local-
ity. Different from other batch applications, it also periodi-
cally persists in-memory data to disk. We used YCSB [22]
as its workload for evaluation. Both Spark and Cassandra
are Java-based and run atop OpenJDK-11. Java’s garbage
collection makes them more memory intensive. XGBoost is
a native C++ application.

6.2 Tail Latency of Latency-Critical Applications

To better quantify the tail latency overhead introduced
by Hermit, we use low-latency applications enabled by
Shenango (a recent datacenter library OS) [47], for evalu-
ation. With Shenango’s low-latency threading runtime and
network stack, these applications achieve sub-millisecond
tail latency, making it an extremely challenging case for
swap systems. We also rerun the same applications with their
vanilla (Linux-based) versions. The results (in Appendix A)
show similar trends but with higher tail latency for all sys-
tems, including the ideal local-only case. This stems from
the higher overhead of the kernel’s threading and network
stack. Following previous studies [34, 49, 63], we primarily
focus on applications’ 99th percentile latency in our evalua-
tion. The results of other percentiles (including median and
99.9th) can be found in Appendix C.

We first ran applications with a fixed load (50% of load ca-
pacity measured with only using local memory) and varying
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Figure 7: Hermit significantly outperforms Fastswap and Linux in terms of 99% latency under the same fixed load and varying local memory
ratio. Hermit enables applications to operate in a more challenging regime of less local memory while still maintaining < 500 µs 99% latency.
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Figure 8: Hermit achieves significantly lower 99% latency than Fastswap and Linux under the same fixed local memory ratio and varying
load. For Memcached and Gdnsd, Hermit achieves 99% latency close to the ideal local-only case. SocialNet is more challenging due to its
higher per-request memory footprint, but Hermit still achieves 74% load capacity of the ideal case.

local memory ratios. We measured the application perfor-
mance on Linux, Fastswap, Hermit, and the ideal setup that
only uses local memory (see Figure 7). The original Linux
does not have an RDMA-based swap backend. To enable
a fair comparison, we extended it to use Fastswap’s RDMA
backend. On Figure 7, the X-axis shows the ratio of the local
memory provisioned; the Y-axis shows the 99th percentile
latency achieved by Linux, Fastswap, Hermit, and the ideal
setup.

Intuitively, both Fastswap and Hermit achieve ideal perfor-
mance when only using local memory. When we decrease
the local memory ratio, latency increases as remote accesses
become more frequent. However, Hermit’s latency increases
slower than Fastswap, revealing it is more tolerant to remote
accesses. This is because Hermit’s overhead of accessing
remote memory is lower, thanks to its shorter swap-in path
and its reclaim scheduler that eliminates direct reclamation
(§6.4.1). As Hermit adaptively changes the number of re-
claim threads to match the reclamation rate with the swap-in
rate, it can result in competition for CPU resources if the lo-
cal memory ratio is small enough. Eventually, both systems
encounter a “hockey-stick” when they cannot handle the ex-
cessive remote memory accesses. Compared to Fastswap,
Hermit enables applications to operate in a more challenging
regime of less local memory while still maintaining < 500 µs
99th percentile latency.

Specifically, the low compute intensity of Memcached and
Gdnsd aligns with Hermit’s optimizations well; they only re-

quire a few CPU cores for serving load, leaving the rest of the
cores for reclamation. Moreover, thanks to their small per-
request memory footprints, they only require a small num-
ber of reclaim threads. For Memcached, Hermit has to rely
on more than four reclaim threads to keep up with frequent
swap-ins when Memcached runs under < 60% local memory
ratio. The CPU contention gets more severe when local mem-
ory gets smaller, and the system reaches 70% CPU utiliza-
tion under 58% local memory ratio. Afterward, Hermit’s re-
claim threads can heavily interfere and block Memcached’s
threads, thus ramping up the tail latency. Similarly, Gdnsd
on Hermit used ∼72% CPU cycles when running under 56%
local memory ratio, and the system can no longer maintain
low 99th percentile latency afterward. Fastswap’s single ded-
icated core fails to keep up with the increasing page reclama-
tion demand when local memory ratio is lower than 76% and
82% for Memcached and Gdnsd, respectively, which ramps
up their 99th percentile latency. To conclude, Hermit pushes
the operating regime in terms of local memory ratio from
75% (i.e., Fastswap) to 55% for Memcached, and from 80%
to 55% for Gdnsd. Gdnsd has a slightly better result due to
its better spatial locality. SocialNet is a more challenging ap-
plication that has a higher compute intensity and a larger per-
request memory footprint. It requires more reclaim threads
which compete with application threads more heavily under
low local memory ratios. The system used 70% of its CPU
resources under 65% local memory ratio, and saturated all
CPU cores under 60% local memory ratio. Hermit pushes its
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regime from 75% local memory ratio to 65%. In summary,
Hermit enables applications to store an average of 20% more
working set in remote memory without breaking the tail la-
tency target, thereby harnessing stranded memory resources
more efficiently.

Next, we fixed the local memory ratio to 70% and mea-
sured the tail latency of applications with varying load (see
Figure 8). Under low load, both Fastswap and Hermit en-
counter higher latency than the local-only case due to addi-
tional remote memory accesses. Hermit delivers lower la-
tency than Fastswap due to the cheaper remote accesses it of-
fers. For Memcached and Gdnsd whose per-request memory
footprint is smaller, Hermit reduces 99th percentile latency
by 3–9 µs, whereas for SocialNet, Hermit reduces latency
by 43–86 µs.

Under high load, the latency gap becomes wider be-
cause of the CPU contention between application and asyn-
chronous reclaim threads. In this case, application threads
access remote memory intensively, therefore triggering mem-
ory reclamation frequently. The asynchronous reclaim
threads impact application performance by contending CPU
resources. Hermit experiences lower performance degrada-
tion because of its asynchronous and more CPU-efficient de-
sign of memory reclamation (§6.4.2). By eliminating block-
ing induced by direct reclamation and shifting more CPU
resources from reclamation to application, Hermit handles
higher load than Fastswap under the same local memory ratio
while still maintaining < 500 µs 99th percentile latency. Her-
mit improves the load capacity by 3.2× (from 1.1 Mops to
3.5 Mops) for Memcached, and 1.7× (from 4.0 Mops to 6.8
Mops) for Gdnsd. Notably, compared to the ideal local-only
case, Hermit enables these applications to enjoy the benefit
of remote memory with only an average of 20% decrease in
their load capacity. It is more challenging to handle Social-
Net well due to its larger per-request memory footprint and
higher compute intensity. As a result, the number of reclaim
threads needed increases quickly with the load, deteriorating
the contention with application threads. Even though, Her-
mit still improves SocialNet’s capacity by 1.5× (from 0.75
Mops to 1.15 Mops).

6.3 Throughput of Batch Applications

In this section, we evaluate the throughput of batch applica-
tions under varying local memory ratios (see Figure 9). Her-
mit outperforms both Fastswap and Linux. It only requires
45%–70% local memory to achieve at least 80% of the ideal
throughput for all applications. In contrast, Fastswap (i.e.
the better baseline) has to use an average of 20% more lo-
cal memory to achieve the same throughput. Even under
the extremely challenging case of 20% local memory, Her-
mit is still able to preserve 40%–60% of applications’ ideal
throughput. This leads to 1.23×–1.87× improvement over
Fastswap.

When Spark runs atop Fastswap, its throughput drops sig-
nificantly when running with < 40% local memory. Our
profiling reveals that swapping becomes extremely frequent
in this case, triggering the scalability bottleneck in kernel’s
page reclamation path. Hermit does not suffer from the same
issue due to two reasons. First, Hermit significantly reduces
the direct reclamation ratio by performing reclamation asyn-
chronously and timely. Therefore, it confines reclamation
into a small number of reclaim threads rather than all the
application threads (in direct reclamation). Second, Her-
mit’s CPU-efficient reclamation design reduces the number
of threads needed, further alleviating the scalability issue.
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Figure 9: We measured the throughput of batch applications
achieved by different swap systems normalized to the ideal local-
only setup. Hermit outperforms other baselines. The number in the
parenthesis shows the ideal execution time.

6.4 Design Drill-Down

We now evaluate specific aspects of Hermit’s design to under-
stand their individual contributions to overall performance.

6.4.1 Remote Memory Access Latency

Hermit reduces remote memory access latency by shorten-
ing the critical path of swap-ins. Figure 10 breaks down the
improvements brought by specific optimizations, including
bypassing deduplication and using asynchronous I/O. The re-
sults are measured using Memcached. Without Hermit’s opti-
mizations, the original Linux spends 2.8 µs on swap-in dedu-
plication. Hermit eliminates this overhead entirely by oppor-
tunistically bypassing the deduplication, see Figure 11. After
enabling asynchronous I/O, Hermit further overlaps I/O read
with other swap-in operations (e.g., cgroup accounting and
metadata updating), reducing the swap-in latency by another
0.9 µs. With both optimizations turned on, Hermit reduces
the page fault handling latency by 35%, from 13.8 µs to 10.2
µs. The RDMA backend spends 9 µs on performing a 4KiB-
page I/O. This indicates that Hermit reduces the overhead of
the swap system by a factor of four, from 4.8 µs to only 1.2
µs.

6.4.2 Page Reclamation Efficiency

To demonstrate Hermit’s improvements on page reclamation
efficiency, we ran Memcached and measured the per-thread
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Figure 10: Hermit reduces the remote memory access latency in
Memcached from 13.8 µs to 10.2 µs with two optimizations, i.e.,
bypassing deduplication and using asynchronous I/O.
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Figure 11: Hermit entirely eliminates direct reclamation for Mem-
cached, thanks to its asynchronous reclamation design. Fastswap
fails to serve > 2.4 Mops load due to CPU congestion.
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Figure 12: Eliminating reverse mappings and enabling more batch-
ing makes reclamation 2.9× more efficient.

reclamation throughput, see Figure 12. As shown by the left-
most bar, the original Linux achieves 77K pages/s reclama-
tion throughput. Hermit’s rmap elimination optimization ef-
fectively improves the throughput by 37%, as most of pages
are private in Memcached. Batching TLB shootdowns and
cgroup accountings amoritizes their overheads and brings
an additional 27% and 3% improvement, respectively. Fi-
nally, Hermit batches I/O writes for dirty pages and overlaps
them with the page release phase. This significantly reduces
the time wasted on polling for the write completion, generat-
ing a 75% further improvement. Our further profiling reveals
that Hermit reduces the per-page overhead of rmap by 59%
from 1.70 µs to 0.69 µs, TLB shootdown by 92% from 2.45
µs to 0.20 µs, and I/O writes by 88% from 6.47 µs to 0.76
µs. To summarize, Hermit improves the single-thread page
reclamation throughput from 77K pages/s to 221K pages/s,
making reclamation 2.9× more efficient.

6.4.3 Effectiveness of Feedback-directed Asynchrony

To demonstrate the importance of Hermit’s feedback-
directed asynchrony, we modified Hermit’s reclaim sched-
uler to use Fastswap’s static scheduling policy. The new ver-
sion Hermit∗ uses a fixed number of reclaim threads and
starts reclamation only when the free local memory size falls
below 8 MiB. Figure 13 shows the results of Memcached.
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Figure 13: Hermit’s feedback-directed asynchrony is indispensable
for achieving superior performance. Hermit considerably outper-
forms all Hermit∗s—the modified versions that adopt Fastswap’s
static scheduling policy for reclamation.

Hermit consistently outperforms all variants of Hermit∗,
regardless of the number of reclaim threads statically config-
ured. Our further profiling reveals that the memory pressure
during Memcached’s execution varies over time. In most
cases, it only requires ≤2 reclaim threads to mitigate the pres-
sure. However, upon sudden bursts of requests, it needs up
to 4 threads to fully keep up with the demand. Hermit’s re-
claim scheduler dynamically adjusts the number of reclaim
threads to adapt to the changes in demand, thereby achieving
superior performance to its static counterparts.

6.4.4 Breaking Down End-to-End Speedup
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Figure 14: All three of Hermit’s optimizations work in tandem to
improve Memcached’s latency and throughput. Results are mea-
sured with 70% local memory.

We evaluated the individual contribution of each of the
three optimizations (§6.4.1-§6.4.3) to the overall application
performance.

For latency-critical applications, we used Memcached as
the representative. We re-ran Memcached with the same con-
figuration as Figure 8 (a) with optimizations enabled incre-
mentally. Figure 14 reports the results. Linux even fails
to handle low load of 0.5 Mops under 70% local memory,
as it frequently triggers direct reclamation which can easily
prolong Memcached’s 99th percentile latency by hundreds
of microseconds. Fastswap outperforms Linux by offload-
ing reclamation to a dedicated core. However, the applica-
tion quickly saturates the core’s reclamation capacity once
the load reaches 1.1 Mops, and starts to trigger direct recla-
mation again (see Figure 11). This prevents Fastswap from
maintaining low 99th percentile latency afterward.

With the reclaim scheduler (§4.2), Hermit can handle a
much higher load, 2.5 Mops, before the latency starts to
spike. This is because Hermit’s reclaim scheduler proac-
tively and timely starts asynchronous reclamation, eliminat-

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    191



ing the blocking caused by direct reclamation. Optimizations
in the reclamation path (§4.4) reduce the amount of CPU re-
sources required. This alleviates the contention between re-
claim threads and application threads, adding 0.4 Mops to
the load capacity. Finally, optimizations in the swap-in path
(§4.3) make remote memory accesses faster and reduce the
per-request processing time, thereby enabling Memcached
to achieve higher load with the same amount of compute.
Putting them all together, Hermit helps Memcached reach
3.5 Mops using 70% local memory while maintaining 99th

percentile latency under 250 µs.
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Figure 15: All three of Hermit’s optimizations collectively improve
Spark’s throughput. The Y-axis shows the execution time normal-
ized to the ideal local-only time (68.4s). Results are measured under
20% local memory.

For batch applications, we used Spark as the representa-
tive and re-ran it under 20% local memory with the same con-
figuration as Figure 9(a). Figure 15 breaks down the perfor-
mance improvements. Our reclaim scheduler again improves
the application throughput by a large margin (31%) due to
the following reasons. First, batch applications usually fol-
low the epochal hypothesis [46], whose compute and mem-
ory behaviors vary during an epoch but repeat across epochs.
Asynchronous reclamation unleashes the hidden parallelism
by speculatively reclaiming pages, making it possible for re-
claim threads to efficiently harness idle compute resources in
each epoch. Second, Linux swap frequently triggers massive
direct reclamations instantaneously, causing severe lock con-
tentions between page faults handlings (swap-in) and recla-
mation. Hermit avoids the burst of reclamation and greatly
alleviates the contention by reclaiming asynchronously and
proactively. Further, optimizations on the page reclamation
path and the swap-in path collectively improve the swap ef-
ficiency: they yield an additional 10% and 4% throughput
improvement, respectively.

6.4.5 Resource Consumption of Swap Operations
Network Bandwidth. Hermit performs swap operations
eagerly to improve performance. It opportunistically by-
passes swap-in deduplication to reduce swap-in latency
(§4.3) and proactively schedules asynchronous reclaim
threads to avoid direct reclamation (§4.2). These optimiza-
tions offer performance benefits potentially at the cost of ad-
ditional network usage. For example, Hermit might swap in
the same page several times in the presence of concurrent
page faults. To confirm that Hermit does not incur excessive
network traffic, we measure the network bandwidth used for

swap-ins and swap-outs, and compare it with Fastswap’s us-
age.

Figure 16 shows the results when running Memcached.
The X-axis shows the offered load while the Y-axis shows
the average network bandwidth. The error bar quantifies
the bandwidth fluctuation during the application’s execu-
tion. With higher offered load, both Fastswap and Hermit
use more network bandwidth as Memcached swaps memory
more frequently. The bandwidth usage in swap-outs is lower
than in swap-in as clean pages do not need to be written back
during reclamation.

For swap-in, Hermit incurs similar network bandwidth us-
age compared to Fastswap. This is consistent with our fur-
ther investigation which reveals that the conflict rate (i.e. the
ratio of concurrent page faults that swap in the same page) is
less than 0.07%. Therefore, Hermit’s swap-in optimization
barely introduces any extra network overhead in practice.

For swap-out, we break down the total bandwidth con-
sumption into the usage of asynchronous swap-out and
direct swap-out. Hermit is able to constantly perform
asynchronous reclamation without using additional network
bandwidth compared to Fastswap. This makes sense as Her-
mit’s optimizations to reclamation timing and efficiency do
not inflate the number of reclaimed pages.
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Figure 16: Hermit’s optimizations do not incur additional network
usage during swap-ins/-outs compared to Fastswap.
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Figure 17: Hermit saves ∼30% CPU cycles under varying load
compared with Fastswap, which is the key enabler to achieve low
99th percentile latency under high load.

CPU Cycles. We also profiled the CPU usage of applica-
tions running on Fastswap and Hermit, revealing that Her-
mit can serve much higher load with the same amount of
CPU resources. Figure 17 depicts the total CPU usage of
Memcached and Hermit’s reclaim threads under 70% local
memory ratio and varying load. When increasing load, both
Fastswap and Hermit use more CPU cycles as Memcached
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swaps more frequently. We observed that Memcached fails
to use > 70% CPU cycles due to its internal lock contention
on hot slabs under skewed workloads. Even though Her-
mit can spawn more reclaim threads than Fastswap (when
needed), it uses 20%–30% fewer CPU resources overall,
thanks to its feedback-directed asynchrony and more effec-
tive use of batching. Therefore, Hermit is able to offer 32%
higher load capacity for Memcached compared to Fastswap.

7 Related Work
Resource Disaggregation. Datacenters today suffer from
poor average resource utilization due to overprovisioning
[41, 56]. Resource disaggregation, an idea that dates back
to 1990s [12, 23, 31, 45, 61], has gained renewed inter-
est, thanks to the high performance of modern datacenter
networks [16, 19, 28]. Its key idea is to break the server
boundary and unstrand idle resources of remote servers over
the network. Existing systems have demonstrated the fea-
sibility of disaggregating various types of resources, includ-
ing storage [32, 35, 37], accelerators [6, 20], and memory
[10, 43, 52, 57]. Some other systems focus on improving the
reliability of disaggregated datacenters [33, 64]. We focus on
memory disaggregation (i.e., remote memory) in this paper.
Kernel-based Remote Memory. To provide transparency
to existing applications, the kernel-based approach leverages
OS paging to access and manage remote memory. Most
kernel-based systems build upon Linux, including Hermit.
Infiniswap [29] is an early work that integrates Linux’s
swap subsystem with an RDMA-based block device backend.
Later, Fastswap [10] leverages the lightweight frontswap
interface of Linux to reduce overhead and offloads page
reclamation to a dedicated core. Leap [43] improves Linux’s
prefetcher to achieve a higher local memory hit ratio. Can-
vas [59] isolates swap paths for co-running applications.
The ongoing advances of Linux’s virtual memory subsys-
tem from the kernel community also benefit Linux-based re-
mote memory. These include, but are not limited to multi-
generational LRU [55], speculative page faults [4], maple-
tree-based VMAs [2], and DAMON-based proactive page
reclamation [5]. Finally, LegoOS [53] makes larger changes
to both the kernel and hardware with the goal of achieving
better performance through a clean-slate approach.
Library-based Remote Memory. Library-based ap-
proaches bypasses the OS to reduce kernel overhead and
overcome the granularity restrictions imposed by paging.
They trade application transparency for performance;
application developers often have to modify their code to
use new remote memory APIs. FaRM [25] and KVDirect
[38] expose remote memory with an external key-value
store interface which mismatches with the construction
of existing applications. Distributed shared memory (e.g.,
[40, 44]), on the other hand, provides an object-oriented
interface that is more user-friendly. AIFM [52] proposes a
higher-level abstraction of remote-able data structure, but

but it still requires effort to port applications. Semeru [57],
Mako [42], and MemLiner [58] are JVM-based remote
memory runtimes, offering transparency to Java applications
by co-designing the JVM with the kernel.

Hardware-accelerated Remote Memory. Another type
of work proposes novel hardware designs, thereby unlock-
ing new opportunities for optimizing remote memory. While
Hermit focuses on the software layer, it could benefit from
advances to the underlying hardware. PBerry [18] and Kona
[17] overcome the granularity restriction of paging and en-
able cache-line-level remote memory access. Clio [30],
StRoM [54], and RMC [11] reduce the expensive network
traffic by offloading tasks into the customized hardware of
the memory server. Finally, the emerging CXL bus [39] may
lower the performance cost of accessing remote memory by
delivering lower latency and near-local-DRAM throughput.

Multi-tiered Memory System. Recent research has fo-
cused on overcoming DRAM’s capacity wall through
the use of slower memory/storage devices—such as com-
pressed memory, non-volatile memory (NVM), NVMe SSD,
etc. Two examples of such systems are TMO [60] and
HeMem [50], which transparently offload main memory to
slower tiers. TMO focuses on developing a policy for deter-
mining which data to offload and how much, whereas Hermit
aims at building an efficient offloading mechanism. HeMem
targets improving throughput for batch applications. There-
fore, it treats page offloading as a time-insensitive operation
and performs it in the background. In contrast, Hermit opti-
mizes for both batch and latency-critical applications by con-
ducting page reclamation timely and proactively.

8 Conclusion

In this paper, we presented Hermit, a re-architected swap sys-
tem that is based on adaptive, feedback-directed asynchrony.
Our evaluation shows that Hermit significantly outperforms
Fastswap (the state-of-the-art swap system) in real data cen-
ter applications; it reduces the 99th percentile tail latency by
99.7% and improves the throughput by 1.24× on average.
Hermit defies the conventional wisdom about kernel-based
remote memory, demonstrating that it is possible to achieve
both full transparency and high performance simultaneously.
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A Tail Latency of Linux-Based Applications
In this section, we evaluate Hermit using the vanilla Linux-
based Memcached as opposed to the Shenango-enhanced
Memcached (§6.2). Figure 18(a) shows 99th percentile la-
tency with fixed load (1 Mops) and varying local memory
ratios. Figure 18(b) shows latency with a fixed local mem-
ory ratio (70%) and varying load. Hermit still significantly
outperforms other baseline systems. The results show a sim-
ilar trend to the results of Shenango-enhanced Memcached.
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Figure 18: For the vanilla Linux-based Memcached, Hermit still
significantly outperforms other baseline systems.

B CPU Usage of Other Applications
This section reports and compares the CPU usage of Social-
Net and Gdnsd running on Fastswap and Hermit under the
same setting as in Figure 8. Figure 19 shows the results.
Thanks to its efficient swap design, Hermit consistently uses
10%–40% fewer CPU cycles than Fastswap, even though it
invokes more reclaim threads.

C Tail Latency in Other Percentiles
This section reports the median and 99.9th percentile latency
of all three latency-critical applications. Figure 20 depicts
the results when running applications with a fixed load and
varying local memory ratios. The results exhibit a similar
trend to Figure 7. All three systems sustain low median
latency when local memory is not too scarce, while Her-
mit slightly outperforms Fastswap and Linux. When local
memory continues to decrease, applications have to spend
more CPU cycles on frequent remote memory accesses. The
CPU congestion consequently ramps up the median latency.
Thanks to the CPU-efficient swap design, Hermit’s median
latency increases slower than Fastswap, allowing applica-
tions to serve higher load, particularly when local memory
is scarce. With regards to 99.9th percentile latency, Hermit
again significantly outperforms Fastswap and Linux. It en-
ables applications to put on average 20% more working set
in remote memory without violating the tail latency agree-
ment.

Next, we repeated the experiment shown in Figure 8 by
fixing the local memory ratio to 70% and measured the me-
dian and 99.9th percentile latency of applications with vary-

ing load (see Figure 21). Hermit is able to deliver low me-
dian latency close to the ideal setup and much lower tail
latency. Since 99.9th percentile latency is more susceptible
to direct page reclamation, Fastswap experiences significant
performance degradation once its single dedicated core gets
saturated. Hermit, in contrast, is able to offer high load (>
60% compared to the ideal all-local setup) and maintain low
99.9th percentile latency under 70% local memory ratio.
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Figure 19: For SocialNet and Gdnsd, Hermit still saves 10%–40% CPU cycles under varying load compared with Fastswap, which is the key
enabler it can achieve low tail latency under high load.
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Figure 20: Hermit still significantly outperforms Fastswap and Linux in terms of median and 99.9% latency under the same load and varying
local memory ratio.
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Figure 21: Hermit also achieves significantly lower median and 99.9% latency than Fastswap and Linux under 70% local memory ratio and
varying load. As we used a closed-loop load generator for SocialNet, it reaches the maximum load capacity before its median latency spikes.
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Abstract
People have shown that in-network computation (INC) sig-
nificantly boosts performance in many application scenarios
include distributed training, MapReduce, agreement, and net-
work monitoring. However, existing INC programming is
unfriendly to the normal application developers, demanding
tedious network engineering details like flow control, packet
organization, chip-specific programming language, and ASIC
architecture with many limitations. We propose a general
INC-enabled RPC system, NetRPC. NetRPC provides a set of
familiar and lightweight interfaces for software developers
to describe an INC application using a traditional RPC pro-
gramming model. NetRPC also proposes a general-purpose
INC implementation together with a set of optimization tech-
niques to guarantee the efficiency of various types of INC
applications running on a shared INC data plane. We conduct
extensive experiments on different types of applications on
the real testbed. Results show that using only about 5% or
even fewer human-written lines of code, NetRPC can achieve
performance similar to the state-of-the-art INC solutions.

1 Introduction

The recent programmable switches like Barefoot Tofino [16]
and Cisco Silicon One [5] can execute user-specified stateful
packet processing at line rate. The evolution has sparked a
surge of proposals to offload application functions into the
network. The trend is called in-network computation (INC).

INC has been widely applied in various applications includ-
ing distributed ML training [11, 22, 29, 31, 37], cache [19, 25],
agreement [6,18,40], and network monitoring [12,17,26,27].
The tremendous bandwidth and low latency on switches lead
to huge performance gains. For example, ATP [22] accelerates
distributed training throughput by 38% ∼ 66%; P4xos [6] re-
duces the end-to-end delay by more than 90%; NetCache [19]
improves throughput by 3-10 times compared with a host-only
software solution. However, developing INC applications in-
volves too much arcane knowledge in networking that is far

from application programmers’ (we refer to them as users in
this paper) expertise and willingness to learn.

First, the INC program centers on individual packets. Users
need to handle network functions such as packet parsing, flow
table installation, forwarding, routing, reliable transmission,
and congestion control as part of the application.

Second, users need to learn chip-specific languages like P4
[3] and NPL [28]. Even the high-level programming models
like Lyra [7] and C3 [20] still focus on packet processing
and require too much network knowledge (e.g., transmission
windows and protocol fields) for software engineers.

Third, users need to understand low-level chip design de-
tails and limitations. Familiar data types and operations like
floating points are missing, and users have to design approx-
imations [13, 22, 31] manually. Even harder, users need to
place their program on a pipeline of stages with isolated mem-
ory and deal with limitations, like once-only memory access
per stage and a limited number of tables and rule entries.

Last but not least, users need to statically decide switch
memory layout, table/register arrangement, etc., as the switch
hardware can only modify them at boot time. Therefore, users
need to reset the switch to start/remove an INC application,
causing minute-level service interruption.

As a result, existing projects use INC only as a single appli-
cation accelerator instead of a shared infrastructure. Even a
simple application involves thousands of lines of code on both
switches and hosts (Table 4 in Section 6). The development
and operation difficulties prevent wide INC adoption.

In comparison, traditional software uses two abstraction
layers to decouple application code from network details:
1) a Socket layer providing connection/session management,
resource sharing, reliable communication, and byte stream
abstraction; and 2) a remote procedure call (RPC) layer pro-
viding high-level data types and call interfaces. In the popular
gRPC framework [10], users write a language-independent in-
terface definition language (IDL) (e.g., protobuf [9]) specify-
ing types of parameters and return values, and the gRPC com-
piler generates client and server stubs that users can integrate
into application code. The stubs automatically marshal/un-
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marshal arguments and handle underlying Socket connections.
RPCs prove to be a powerful interface to build modern dis-
tributed systems. Unfortunately, neither layer exists in INC,
leaving tedious network details to user applications.

We propose NetRPC to add both missing layers — an
INCLayer and an RPCLayer — to bridge application pro-
gramming and network packet processing, allowing users to
leverage INC features to develop a diverse set of distributed
applications using the familiar RPC interfaces.

The RPCLayer provides a high-level RPC interface. It is
built on gRPC with two extensions: INC-enabled data types
(IEDTs) and a NetFilter. IEDTs include basic types like inte-
gers and floating points, and collections like arrays and maps.
Users define RPC services using the same protobuf language,
just replacing vanilla gRPC types with IEDTs to allow NetRPC
to recognize and process these data fields. In addition, users
provide a NetFilter to specify the computation with INC, in
terms of five reliable INC primitives (RIPs). RIPs implement
high-level operations on IEDTs such as arithmetics, read-
ing/writing a map/array of arbitrary size, and synchronization
primitives. RIPs also guarantee reliability, i.e., under various
network conditions, RIPs eventually complete as long as the
client/server processes survive.

RPCLayer also provides automatic data parallelism for calls
with large arguments. NetRPC breaks up a call into subtasks,
executes these subtasks concurrently, and sends out multiple
concurrent flows. We offer it as a built-in feature to save
programmers from handcrafting concurrent flows or co-flows
to fully utilize the 100+ Gbps links in INC switches.

Analogous to the Socket, the INCLayer handles all flows
from the RPCLayer. In addition to the basic guarantees of
the Socket-like connection, reliable transport and congestion
control, the INCLayer implements the RIPs using a set of
protocols involving both the INC switches and the end-hosts.

We build NetRPC as a general INC-enabled RPC system.
This is different from existing INC projects that only need to
find one workaround for the switch hardware limitations as
they target only a single application. The first design trade-
off we need to make is between generality (i.e., how pro-
grammable the network is) and simplicity (i.e., how easy it is
to program it). Instead of building yet another general INC
language, NetRPC chooses to provide only the necessary set
of network-independent primitives and the simple NetFilter

specification. Observing INC projects in the past ten years, we
find only a handful successful types (Section 3.1). We design
the primitives so that users can easily develop applications of
all these types and enjoy the INC performance boosts.

New challenges for NetRPC include, from low level to high
level: 1) efficiently managing the switch memory and pipeline
stages to support the high-level array and map types; 2) hiding
the switch hardware limitations from high-level programs; 3)
supporting reliable transmission for different INC scenarios;
4) running multiple INC applications concurrently on a shared
data plane; and 5) allowing users to define INC operations for

their applications in the familiar gRPC abstraction.
We have many innovative designs to solve the above chal-

lenges. 1) Using a fallback mechanism, the end-host agents
can take over all cases that the INC switches fail to handle;
2) Using an INC-compatible transport protocol, we can cor-
rectly handle packet retransmission and congestion control,
maintaining both correctness and throughput; 3) Adapting a
novel memory management scheme, we map from keys to
unified 32-bit logical addresses that further map to switch
physical addresses, allowing us to optimize the switch mem-
ory management much like normal caches; 4) By providing
only a limited interface NetFilter, we abstract all obscure
hardware limitations into a single high-level limitation (i.e.,
the primitives NetFilter supports).

We implement NetRPC using a testbed with two Barefoot
Tofino [16] switches and eight machines. Using four non-
trivial applications (Paxos, network monitoring, distributed
training, and MapReduce) as examples, we show that 1) we
reduce the line of code (LoC) on the end host to about 1/20, us-
ing less than two dozen network-related LoC per application;
2) NetRPC code is completely the same as vanilla gRPC code;
and 3) we can offer the same or even better INC speedup.

In summary, our contributions include:
1) As a programming interface, NetRPC is the first frame-

work to integrate INC acceleration into the RPC framework,
reducing the bar of INC adoption in software.

2) As an INC system, NetRPC proposes a set of INC primi-
tives applicable to different INC application types and innova-
tive design elements to efficiently implement them, including
reliable transport, memory management, and synchronization,
as well as enabling a multi-application INC data plane.

3) Using four common INC application types on a real
testbed, we demonstrate that we can offer the same INC per-
formance boost with far fewer lines of code.

2 Related Work

Most existing INC applications make a network-software co-
design. Even with the “network programming languages”,
users still have to handle many network engineering details.

Network-software co-design of INC. People have recently
demonstrated many promising INC-accelerated applications,
such as NetCache [19] and distCache [25] for caching,
P4xos [6], NetChain [18] and NetLock [40] for agreement,
SwitchML [31], SHARP [11], and ATP [22] for distributed
ML training, and ElasticSketch [38], SilkRoad [26] and
Sonata [12] for network monitoring. These solutions are simi-
larly constructed as the network-software co-design — user
interfaces, customized protocols, switch programs, rule instal-
lation, and endpoint agents — to achieve full-stack optimiza-
tion and higher switch resource efficiency.

Chip-specific Programming Languages. People have pro-
posed several chip-specific programming languages [3, 28,
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32, 33] to support data plane customization. Existing pro-
gramming languages are tightly coupled with corresponding
ASICs. For example, Trident-4 [28] only supports NPL, while
P4 programs can run on Tofino and Silicon One. P4 [3], ar-
guably the most popular one for recent INC solutions, follows
a reconfigurable match table (RMT) architecture. P4 pro-
grams first define packet headers and corresponding parsers
and then process extracted header fields in a pipeline. Pro-
grammers must specify the actions on header fields, persistent
switch registers at each pipeline stage, and drive actions by
match-action tables. Also, users must define a deparser to
reconstruct the packet for forwarding.
High-level network programming abstractions. There have
been efforts to simplify the INC programming. E.g., Lyra [7]
offers a one-big-pipeline abstraction that allows program-
mers to express their intent with simple statements; NCL [20]
imports a window-based abstraction over packets as the ba-
sic processing units. µP4 [34] provides a lightweight logi-
cal architecture that abstracts away the structure of the un-
derlying hardware pipelines for better program composition.
NetVRM [42] allows developers to virtualize switch memory
with a few modifications to existing P4 code. Chipmunk [8]
adopts a domain-specific program synthesis technique to gen-
erate faster packet-processing code at the cost of longer com-
pilation time. However, these high-level abstractions still re-
volve around networking details, such as (de)packetization,
connection maintenance, and protocol stacks. The semantic
gap between the software and network programming model
is still a significant obstacle for ordinary software developers.

3 Design Overview

We design NetRPC to allow software developers to enjoy the
performance benefits of INC without tedious network pro-
gramming. We want NetRPC to be general enough to support
typical INC application scenarios.

3.1 INC Application Types
INC accelerates applications primarily in two ways: opti-
mizing bandwidth usage (reducing the number of bytes to
servers) or reducing latency (removing the server from the
round trip). People have proposed many INC applications.
Table 3.1 summarizes the four types of applications.

The first two types handle large data sets with optimiz-
ing bandwidth as the main goal: (1) synchronous aggrega-
tion (SyncAtgr) for distributed machine learning (ML) train-
ing; (2) asynchronous aggregation (AsyncAtgr) for general
MapReduce-type applications. The difference between these
two types is that SyncAtgr aggregates only a fixed-sized array
(e.g., the gradient updates) and works in iterations, i.e., we
can proceed only after all clients send the updates. In contrast,
AsyncAtgr aggregates over an arbitrary number of keys as
they come in and allows accessing results at any time.

The other two types only use small data, with the main goal
to optimize latency by avoiding sending packets to the server:
(3) key-value cache (KeyValue) that require frequent queries
and responses; and (4) Voting (Agreement) that involve count-
ing votes from different clients until reaching a threshold.
Unlike (1) and (2), each request is small, but the challenge is
how to achieve a latency smaller than client-to-server RTT by
not involving the server at all.

3.2 Challenges and Solution Overview

Providing a reliable data stream for general INC appli-
cation types. Different from traditional networks, there are
side effects when packets go through an INC switch, such as
updating a map. Thus, when a packet goes through a switch
twice in retransmission, the computation is no longer idem-
potent, violating the computation correctness. Prior solutions
are application-specific, e.g., ATP [22] requires explicit server
ACKs. It works in SyncAtgr, but not in the other three types
because involving the server defeats latency optimization. We
design an efficient and general retransmission mechanism that
maintains the per-flow state on the switch using only a few
bits in switch memory. We also design an effective flow and
congestion control protocol (Section 5.1).

Making “normal path” efficient: Supporting memory-
efficient arrays and maps on INC switches. Arrays and
maps are core data structures in many applications, and INC
significantly accelerates operations on them with parallel ele-
ment processing. E.g., training applications use arrays to store
the aggregated gradients, and monitoring applications keep
the aggregates in a map, one key per metric. In both cases,
the switch can add up all values in parallel. Existing systems
either require pre-determined encoding of keys (e.g., knowing
all the keys at compile time) or waste precious switch memory
and packet header space to store the long keys. We leverage
the host agents to generate a two-level mapping from keys of
arbitrary lengths to a unified 32-bit logical address space and
then map it to the switch physical memory. We also design a
cache management algorithm running on the server agent to
improve switch memory utilization efficiency (Section 5.2.2).

Making “corner cases” correct: Hiding switch hardware
limitations from the upper-level program. We still need
to handle switch hardware limitations. Our key idea is to
use all host agents as a fallback mechanism. The host agents
emulate all switch operations in software and thus can always
provide correct INC results to the RPCLayer regardless of the
switch’s ability or resource. NetRPC supports two kinds of
fallbacks: 1) arithmetic overflows that may happen in floating-
point computation and accumulations (Section 5.2.1); and 2)
insufficient memory on the switch (Section 5.2.2).

Supporting multi-application data plane. Prior arts sup-
port only a single application, and the life span of the
switch program does not exceed that of the application. How-
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Table 1: Four Common INC Application Scenarios and Primitives They Need
Type Applications and Existing Systems IEDT Primitives

SyncAgtr Distributed ML training (ATP [22], SHARP [11], SwitchML [31]) Array Map.get, Map.addTo, Map.clear, CntFwd
AsyncAgtr MapReduce (ASK [2], NetAccel [23], Cheetah [36]) Map Map.get, Map.addTo, Stream.modify
KeyValue Cache (NetCache [19], DistCache [25]), Monitoring (ElasticSketch [38]) Map Map.get, Map.addTo

Agreement Synchronization (P4xos [6], NetChain [18], NetLock [40]) Integer Map.get, Map.addTo, Map.clear, CntFwd
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Figure 1: NetRPC system architecture.

ever, the RPC servers are long-running daemons, and server
start/stop/restart events are common. It is prohibitively expen-
sive to reset the switch on such events. We solve the problem
with three designs: 1) letting all applications share the same
set of RIPs; 2) sharing the same set of switch memory blocks
among applications by partitioning the key spaces among
them; 3) providing three choices of memory eviction behav-
iors to fit different applications (Section 5.2.2).
Interface INCLayer primitives with RPCLayer without
breaking protobuf abstraction. Users need to tell NetRPC
what to process in INC and how to process them. We need to
add the INC specification to protobuf language, but we decide
not to change the language to keep the learning curve low
for users. Thus, we design the NetFilter as a configuration
instead of a program. We only allow users to specify a fixed
set of RIPs with at most one instance for each kind as a filter to
process arguments and return values. The limitation simplifies
NetRPC design yet still allows implementing all four common
types of INC applications (Section 4).

The NetRPC contains a controller, host agents, and switch
programs as in Figure 1. The system-wide controller is a
dedicated process that handles registration and name lookups
at initialization, while at runtime, it manages configurations
on both switches and host agents. The host agents run on
each client/server. Each host agent maintains a fixed number
of connections (configurable) with the switch, even without
running tasks. These connections are essential for the reli-
able communication (Section 5.1). A single switch program
starts each INC switch at boot time and executes all primi-
tives. The switch receives configurations from the controller
to run applications without resetting the switch program (to
avoid interrupting the network). If the switch fails to handle

1 import "netrpc.proto"
2 message NewGrad {
3 netrpc.FPArray tensor = 1;
4 }
5 message AgtrGrad {
6 netrpc.FPArray tensor = 1;
7 }
8 service Training {
9 rpc Update(NewGrad) returns (AgtrGrad)

{} filter "agtr.nf"
10 }

Figure 2: Example protobuf: gradient updates

1 { //agtr.nf
2 "AppName": "DT-1",
3 "Precision": 8,
4 "get": "AgtrGrad.tensor",
5 "addTo": "NewGrad.tensor",
6 "clear": "copy",
7 "modify": "nop",
8 "CntFwd": {
9 "to": "ALL",

10 "threshold": 2,
11 "key": "ClientID",
12 },
13 }

Figure 3: Example NetFilter: gradient updates

a primitive due to resource or functionality limitations, the
primitive execution falls back to the server agents.

4 RPC Layer in NetRPC

In this section, we first introduce the NetRPC programming
interface using gradient aggregation in the distributed training
application as a concrete example. Then we briefly introduce
interface implementation in the RPCLayer.

protobuf definition. Like in vanilla gRPC, users first pro-
vide a protobuf definition that compiles into the client and
server stubs. Figure 2 shows an example protobuf file. The
messages are user-defined types, and service is the RPC def-
inition using messages as arguments and return values. The
only modification to vanilla protobuf is the filter clause al-
lowing users to provide the NetFilter file name (see below).

NetRPC data types. Users declare all variables that they want
to process in INC using INC-enabled data types (IEDTs)
defined by NetRPC. E.g., line 3 and 5 in Figure 2 defines
variables (both tensor) as a netrpc.FPArray (floating point
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1 shared_ptr <Channel > channel =
CreateCustomChannel(server_ip ,
InsecureChannelCredentials());

2 unique_ptr <Stub > stub_(NewStub(channel));
3 void PushPull(double* data , int length) {
4 NewGrad request;
5 AgtrGrad reply;
6 ClientContext context;
7 request.mutable_tensor()->mutable_data()
8 ->Add(data , data+length);
9 Status status = stub_

10 ->Update(&context , request , &reply);
11 memcpy(data , reply.tensor().data(),
12 length * sizeof(double))
13 train(data);
14 }

Figure 4: Client program to use the RPC

Table 2: NetRPC Primitive Semantics
Primitive Args Semantics
Map.addTo stream map[stream.key] += stream.value
Map.get stream stream.value = map[stream.key]

Map.clear empty map[stream.key] = 0
Stream.modify op,para stream.value = op(stream.value, para)

CntFwd key,th,tgt
cnt[key]++; if cnt[key] == th
then forward(tgt) else drop

array) IEDT. Optionally, user can add normal gRPC data fields
to the same messages, and NetRPC simply passes them to the
server without processing.

Collections (Array and Map) are core data types in NetRPC.
The item value can be integers or floating points, and keys
can be integers or strings. NetRPC enables 1) automatically
applying the user-defined NetFilter on every value in these
collections and 2) accessing the global INC map using keys.

Life of a NetRPC call. In NetRPC, when a client initiates a
call, the client stub marshals the arguments and sends them
through one of two channels: messages with IEDT through
the INC channel established by the per-host client agent and
normal messages through the original gRPC Socket. In this
paper, we only focus on the data streams in the INC chan-
nel. The underlying INCLayer processes the data stream and
optionally interacts with the INC map. The INC map is a
NetRPC abstraction of unlimited global memory addressable
using keys or array indices. INC map is implemented on both
switches and host agents (in Section 5.2.2). The return path is
similar: the server stub marshals the return value and sends it
through either the INC channel or the normal Socket.

The NetFilter and reliable INC primitives (RIPs). In
addition, users need to specify their INC operations. Here,
we have a choice in terms of what kind of operations NetRPC
should provide. We want to find the sweet spot in the trade-off
between generality and simplicity. We also want to provide
a reconfigurable switch program to serve new applications.
Therefore, we pick five primitives that we can compose to-
gether in a similar layout to implement existing types of INC

operations (Section 3.1). Figure 5 displays this layout and its
implementation on the switch. The users only need to provide
configurations for these five primitives in their NetFilter file
(Figure 3) to specify their INC operation of interest.

The NetFilter is a JSON configuration file. It contains a
AppName that uniquely identifies an application, a Precision

field that specifies the floating-point precision (number of
digits after the decimal point). Lower precision allows INC
to process more data without falling back to the host.

The more interesting part in NetFilter is the next five fields
that allow users to provide arguments to RIPs, including three
map-access primitives, Map.addTo, Map.get, and Map.clear,
one data stream manipulation primitive, Stream.modify, and
one synchronization primitive, CntFwd. Table 2 summarizes
the parameters and semantics of these primitives.

Map.addTo accumulates data items from the stream to the
map according to their keys/indices, and Map.get reads out
the values of a specific key from the map. In Figure 3, we
add the values of the NewGrad.tensor array to the INC map
to aggregate the gradient, and on the return path, we read out
the results from the INC map into the AgtrGrad.tensor array.

Map.clear defines how to clear a value from the INC map.
In the example, copy means backing up the aggregates to
the server before clearing it out to handle packet losses. We
introduce other possible options in Section 5.2.2.

Stream.modify performs arithmetics on the stream. It only
modifies the stream without accessing the INC map. In Fig-
ure 3, we set it to nop, as we do not modify streams. Table 8 in
Appendix A lists all operations we support for Stream.modify.

The CntFwd is the most interesting primitive. It accumulates
values on one or more keys (specified with CntFwd.key) in the
INC map until the accumulator reaches the specified threshold
(CntFwd.threshold). Then it forwards out the message to the
destination(s) specified at CntFwd.to. The CntFwd primitive is
essential to control both how many packets to forward to the
clients/servers and when to forward them, and thus essential
for SyncAgtr and Agreement applications. In this example,
we set key to a single ClientID, meaning that we only need
one counter for the number of unique clients who have sent
gradient updates. In this case, only when exactly two unique
clients have sent a stream, will the network aggregate the
items and send back AgtrGrad to ALL clients.

There are other use cases for CntFwd. Setting the
CntFwd.threshold to one makes the CntFwd behave as the
test&set primitive in many instructions sets, useful to im-
plement distributed mutual exclusion. Also, by providing a
collection in the data stream, we can use a map of counters to
track multiple votes in concurrent ballots, a widely-used func-
tionality in distributed agreement protocols. CntFwd allows
the switch to notify the clients only when enough votes arrive.
Appendix D provides more examples of CntFwd primitive.

Table 1 summarizes the primitives used in each INC appli-
cation type. Figure 5 illustrates a RIP pipeline running the
example code in Figure 3. A SyncAgtr application pushes
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Figure 5: RIP pipeline in switches.

data into the network by its clients (black arrows) for on-
switch aggregation and on-server backup. The server sends
back the computation results (red arrows) to clients and clears
the switch memory. The same switch program (and the RIP
pipeline) completes all INC functions in the round trip with-
out reconfiguring the switch.

Using RPC calls to build the application. With the protobuf

and NetFilter definition, the remaining process is exactly
the same as normal gRPC. The protobuf compiler generates
client and server stubs, and users include stubs in their ap-
plication. Figure 4 provides the client code using the RPC
service defined in Figure 2. Note that the code is completely
identical to vanilla gRPC, hiding INC details from the users.

Automatic data parallelism on RPCs with large arguments.
There could be multiple concurrent NetRPC applications/chan-
nels and procedure calls in the runtime. The stub submits calls
as tasks to the host agents. A task contains the application data
(i.e., arguments or returned values, encoded as protobuf mes-
sages), the metadata (e.g., network program configurations),
and the routing information.

The host agents maintain a thread pool of worker threads
to process tasks. NetRPC automatically partitions the task into
subtasks and dispatches them onto multiple worker threads
for load balance. The worker threads serve the subtasks in
their queue on a First-Come-First-Serve (FCFS) basis. The
worker threads serialize the subtask’s data into a sequence
of packets (Appendix B.1) and send them over the user-level
network stack we implement using DPDK [15].

Limitation of RIP abstraction. RIP abstraction targets sim-
plifying programming in general INC scenarios where dif-
ferent INC applications regularly start and stop to share the
infrastructure. It lacks logical semantics like looping and
branching and thus can not implement complex algorithms
(e.g., DHS [41]) or data structure (e.g., NetChain [18] queue).
Adding more RIPs will extend the functionality but reduce
the source available for each RIP. We leave further extensions
and a customizable set of RIPs as future work.

5 INC Layer in NetRPC

INCLayer provides a reliable layer to support RIPs. There
are two design objectives: 1) efficiently utilize INC switch
resources to support a multi-application data plane with full

INC performance boost; 2) provide an end-host software-
based fallback mechanism to support reliable byte streams and
INC primitives for the RPCLayer. As a result, RPCLayer can
safely assume that the data stream is delivered reliably, and
the NetFilter is fully executed in various network conditions.

In this section, we first introduce how we can build a gen-
eral reliable data stream abstraction. Then we introduce the
essential RIPs, including map access, arithmetics, and CntFwd.
Finally, we briefly introduce the switch implementation.

5.1 Reliable Data Stream

Encoding IEDTs into sequences of packets. Client agents
receive data streams containing multiple key-value pairs from
the RPCLayer. Then the client agent encodes these pairs into
separate packet headers using a user-level networking stack
written in DPDK [15] and sends them out. Each packet con-
tains a fixed number of key-value pairs (32 in the current
setting), a sequence number, a global application ID (GAID),
as well as other state information we will introduce in this sec-
tion. Figure 14 in Appendix B.1 illustrates the packet header
structure. The packet can optionally contain the normal pay-
load with non-INC types for the application. NetRPC only
processes the key-values encoded in the header.
Idempotent packet retransmission. In case of packet loss,
traditional transport simply retransmits the lost packet. How-
ever, INC complicates the retransmission because the retrans-
mitted packet can cause side effects on the switch, such as
incrementing a map value again. In other words, naive re-
transmission is not idempotent and may lead to incorrect INC
results. Switches need extra information to detect which pack-
ets are retransmitted. Traditional networking doctrine tells us
that we shall avoid keeping states on switches. Thus, some
INC designs choose to keep extra states on the sever [22]
and let the server to ACK each packet. The ACK informs the
switches about processed packets. This design requires the
server to ACK every packet. It works on applications like
gradient aggregation, where the INC is primarily used for
reducing server bandwidth by only forwarding the results
to the server to ACK while completing aggregation on the
switch only. However, this design does not fit applications like
KeyValue and Agreement, as server ACKs defeat the purpose
of latency reduction via sub-RTT switch response.

To design a general protocol, we observe that 1) we send/re-
ceive all INC flows using host-agents under NetRPC control;
2) the INC switches have a relatively large memory, and the
retransmission states are almost negligible compared to the
INC map. Thus, we can safely keep the per-flow state on the
switch as long as we can limit the number of agent flows.

We further design our protocol to minimize per-flow switch
memory usage, allowing a switch to only keep a bit array of
size wmax per flow, where wmax is the max sending window
size. The switch initializes all bits to 1. Every packet con-
tains a sequence number (seq), and a flip bit that is set to
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(seq/wmax)%2. On receiving the packet, the switch checks
the (seq%wmax)-th bit in the bit array. If the bit is the same
as the flip in the packet header, the switch considers it as a
retransmitted packet and thus skips updating the INC map.
Otherwise, the packet is new, and the switch sets its corre-
sponding bit to the flip and processes the packet normally.

We show that this simple protocol guarantees idempotent
execution, i.e., 1) a packet’s first appearance flips the bit, and
2) a packet’s later appearance (retransmission) equals the bit.
We prove it by induction. For sending window 0, all flip bits
in packets are 0s, and the switch bitmap is all 1s. Since each
packet only sets the bitmap to 0 once, at the end of window
0, all bits become 0. Then assuming the two properties hold
for window t −1, we show that they still hold for window t.
Recall that the client agent sends out the i-th packet in window
t (denoted as P) only after the i-th packet in window t − 1
(denoted as P′) is ACKed. Therefore, when P first appears,
P′ should already set the bit as P′’s flip. As P and P′ are
opposite in flip, P’s first appearance flips the bit. P’s later
appearance would not flip the bit, and the window controls
packets out of the window not to appear (and falsely flip the
bit) between P’s appearances. Thus, the two properties hold in
window t. By induction, it is correct for all sending windows.

We can use N ×wmax bits of switch memory to support N
concurrent reliable flows on each agent. We experimentally
set wmax = 256 and find it sufficient to achieve a per-flow
bandwidth of 20+ Gpbs.
Flow control and congestion control. Note that wmax is a
fixed value. We still need to deal with the flow control and
congestion control due to resource contentions on either the
end hosts or switches. We use the same mechanism to handle
both flow and congestion control by automatically setting a
congestion window cw ≤ wmax.

Traditional congestion control, like the one in TCP, relies
on round-trip-time (RTT) and duplicate ACKs to adjust cw.
However, in INC primitives like CntFwd, these signals may
not reflect the real network congestion as the receiver needs
to wait for the slowest sender before ACKing.

Thus, NetRPC adopts an ECN (i.e., explicit conges-
tion notification)-based congestion control mechanism. The
switches set the ECN when the ingress port length exceeds the
threshold. Meanwhile, it writes the ECN information to the
INC map under a special key. Thus, all retransmission packets
carry ECN until cleared like other map values. This prevents
ECN signal loss due to packet loss. Otherwise, the client
agents adjust the cw using the same additive increase multi-
plicative decrease (AIMD) policy as priot arts [22]. Experi-
ments show that this design allows multiple flows to achieve
both high goodput and fairness in bandwidth sharing.
Other transport protocols. Several recent transport proto-
cols have affected the design of INCLayer. MTP [35] proposes
a message-based protocol to customize congestion control,
load balancing and resource isolation for INC. However, it
requires maintaining per-pathlet states on both packet headers

and end hosts, importing extra overhead to hurt the system’s
performance. DCTCP [1] imports a more fine-grained conges-
tion window adjustment based on the ECN proportion. This
approach is inapplicable to INC scenarios because we have
to count the maximum number of ECNs in a single (i.e., the
most congested) path instead of the total ECN proportion due
to incast. This consumes more resources on the switch and
will reduce the stream goodput, so we utilize AIMD to sim-
plify implementation and will extend the protocol in future
work (Section 7).

5.2 Reliable INC Primitive Designs

5.2.1 Computation and arithmetic overflows

Floating point arithmetic by quantization. INC switches
only have limited 32-bit arithmetic functionality, yet INC ap-
plications like training require floating-point (FP) arithmetic.
The standard practice uses quantization to fit the FP numbers
into 32-bit integers (aka, fixed-point numbers). NetRPC quan-
tizes an FP value in the client agent by multiplying it with
a scaling factor (the precision field in NetFilter) and maps
the value back to FP before handing it to the RPCLayer.

Handling overflows. While people have shown that the
precision loss might not cause problems in many applications,
32-bit fixed-point numbers do not offer enough representable
range in many cases, and thus overflow is unavoidable. Even
without FP numbers, just using the Map.addTo to accumulate
values may also lead to overflow. Thus, we need a way to
handle occasional overflows.

When the switch detects an overflow during computation, it
sets the overflowed value to MAX_INT or MIN_INT and forwards
the packet normally. When a host agent receives a packet with
MAX_INT/MIN_INT value, it suspects there is an overflow 1 and
gives up the result. Then the client agents mark and resend
these overflow packets, causing the switch to skip the process-
ing and directly forward them to the server agent. The server
agent computes the correct result using 64-bit integers or FP
numbers in software.

Fallback on network fabrics without INC support. A
similar fallback mechanism works when there are no pro-
grammable switches or data-plane resources reach capacity.
If the controller fails to assign the INC application to any
switch, the server agent will execute RIPs in software using
the same switch failure handling mechanism. Therefore, the
application is guaranteed to derive the correct results with the
transparent fallback, only losing performance benefits from
INC.

1Strictly speaking, there is one possibility of a false positive where the
result is exactly MAX_INT/MIN_INT. The false positive only slightly affects
performance leading to an extra retry, but not correctness.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    205



5.2.2 Memory: INC map-access primitives

Memory address spaces in INCLayer. The RPCLayer sup-
ports maps with arbitrary keys, while the INCLayer only pro-
vides a 32-bit logical address space per application. The client
agent hashes keys with different types and lengths into the
32-bit address space. We handle all collisions by putting the
colliding keys into the payload to bypass the switch INC and
let the server agent to process them. We choose not to use a
larger logical space as we find it sufficient to support multiple
applications with acceptable collisions. A short address saves
bits in packets, increasing the effective bandwidth.

INCLayer maps the 32-bit address space onto the physical
address space on switches. Each physical address corresponds
to a register on a switch. Switches may have different numbers
of registers. E.g., the switch we use has about 160K registers
available per pipeline stage, and we use eight stages to support
map-related primitives.

It is not trivial to map the logical address to a physical
switch address. The above hashing approach does not work
here because switch registers are a valuable resource we want
to make full use of, but when the utilization is high, the colli-
sion rate increases fast, causing many fallbacks to servers. In
fact, we need to pack the physical memory tightly. Also, we
want to avoid keeping the logical-physical address mapping
on switches; otherwise, it wastes switch memory.

In some applications, such as distributed training (as in
ATP [22]) in SyncAgtr, it is simple as every client has the
same set of keys. Each of them only needs to sort the keys
and give each key a sequence number. However, it does not
work in general cases, such as AsyncAtgr, where each client
might have a different set of keys.

Multiple clients of a single application. We solve the prob-
lem by letting the server agent, shared by multiple clients,
decide and maintain the mapping for all its clients. The first
time a client uses a new logical address, it sends packets to
the server without INC. If there is switch memory available,
the server agent will piggyback a mapping for this address on
the returning ACK. Then the client can send subsequent pack-
ets with the physical address set in the packet for the switch.
If the switch memory is full, the server will not return the
mapping, and thus clients keep sending subsequent packets
to the server without INC. With the method, we ensure all
clients calling the same server use a consistent mapping.

Handling multiple applications. According to the appli-
cations’ requests, the controller reserves switch memory at
application registration time. When an application gets no
switch memory, they fall back to using server agents. We use
a simple FCFS policy for the static allocation among different
applications and leave advanced memory scheduling as future
work. Note that although the controller reserves memory at
registration time, the actual allocation only happens when
the clients plan to send out data streams. Thus we can avoid
holding memory unnecessarily.

Cache replacement policies. The switch memory serves as a
cache for certain keys, and we need a replacement policy at the
server agent. We take an approximation to the least-recently-
used (LRU) policy. Each client agent counts the uses of each
logical address within a cache update window, and at the end
of the window, they send the counter to the server, allowing
the server to compute the most-used keys in the last window.
Then in the next period, the server evicts less used values.
We also evaluate other popular cache replacement policies
in Section 6, and we show that this periodic counting-based
LRU policy works well.

Optimization for synchronous aggregation. In addition
to the general logical-physical mapping, we realize that
the SyncAgtr (i.e., distributed training) applications like
SwitchML [31] only require access to large continuous arrays.
It is more memory-efficient to be able to allocate such arrays
in a few circular buffers instead of many individual addresses.
NetRPC supports such buffers of a fixed size of 256 keys.

Preventing switch memory leaks on host failures. Un-
like existing INC designs that serve only a single application,
NetRPC is a shared infrastructure supporting many applica-
tions. Thus, we need to take care of potential switch memory
leaks resulting from the crashing of user programs or host
machines before they can explicitly release the memory. We
address this issue with a two-level timeout mechanism.

NetRPC processes a packet with an admission rule that
checks the GAID. We keep a timestamp of the last time the
rule runs for each GAID. The controller periodically polls the
switch for these timestamps. If it finds a stale timestamp, it
triggers the first-level timeout by notifying the server agent
to retrieve the application’s INC map. After a longer period,
the server agent triggers the second-level timeout, sending
the saved data items to the user-defined stub or deleting them
if the stub no longer exists. As switch memory is small and
precious, we want to reclaim it quickly with a small first-
level timeout. However, the small timeout unavoidably intro-
duces false positives, hurting the correctness of programs with
low communication frequency, such as monitoring infrequent
events. In fact, these applications will benefit little from INC
anyways, and the timeout mechanism allows them to run just
like normal applications. Servers have much larger memory
and thus can keep user maps longer, providing the correctness
of such programs similar to software.

The Map.clear primitive. The switch memory only sup-
ports Map.addTo instead of directly overwriting the value.
Thus, to start a new accumulation (e.g., a new iteration of train-
ing, restarting a vote, etc. ), the user program needs to execute
three steps: 1) Map.get the accumulator value to the hosts,
and 2) Map.clear the memory and 3) start to Map.addTo new
values. However, there is a risk that the packets get dropped
en-routing to the host. In this case, the memory is already
cleared, so the value is permanently lost.

NetRPC provides different methods to prevent this loss, as
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there is a latency-throughput tradeoff. We decide to allow
users to choose from three clear policies in NetFilter.

1) [Copy]: The client-call stream first carries the map’s
value to the server, and then the return stream from the server
will Map.get and Map.clear the values. Thus we guarantee the
server has a backup in case the return packet is lost. This pol-
icy requires no extra switch memory at the cost of forwarding
more data to the server and thus higher latency.

2) [Shadow]: The switches double memory allocation. The
data stream uses two memory segments alternatively: Map.get
from one and Map.clear the other. This approach reduces
latency at the cost of doubling memory usage and thus is only
suitable for latency-sensitive applications with few data items.

3) [Lazy]: The Map.clear primitive only lets the host agents
to save the current value and let the switch to keep accumu-
lating without clearing. The host agent subtracts the saved
value to compute the accumulated value since the last clear.
When the accumulator eventually overflows, we fall back to
the server agent using the same overflow logic and clear the
switch memory. If the application (e.g., voting) has a slow-
increasing counter, lazy policy involves little overhead.

The multiple clear policies allow users to better customize
their INC applications according to their SLA requirements
and workload features. We compare the performance of the
three policies in Section 6.
Implementation on the switch. We allow 32 key-value pairs
per packet. We use four register groups per stage and 8 out of
the 12 stages on the switch to implement the INC map access.
This design fits the switch hardware limitation: a packet can
only access each group of registers in the switch once per
trip. For the same reason, we arrange Map.get/Map.addTo and
Map.clear to execute in the opposite direction of a packet
round trip. These primitives are organized in a flow chart on
the switch pipeline (Figure 15 in Appendix C). Appendix D
displays a number of example settings of NetFilter in differ-
ent application types.

5.2.3 Forwarding: the CntFwd primitive

The CntFwd primitive requires two extra pieces of logic in the
switch. First, the switch needs to recognize the packet is a
CntFwd packet, and then the packet goes through the normal
map-access pipeline to increase and read the values in the ac-
cumulator. We implement different computation logic for the
accumulator (test&set or accumulate) by applying different
match-action tables according to the CntFwd.threshold. Fi-
nally the packet enters the last stage on the switch that decides
whether to drop, send, or multicast the packet.

6 Evaluation

In this section, we show that NetRPC achieves the following
desirable properties: 1) NetRPC supports four kinds of INC
applications; 2) NetRPC significantly reduces the amount of

Table 3: Workload and Baseline in Experiments
App Type App INC Baselines Dataset

SyncAgtr
Distributed

Training
ATP [22]

SwitchML [31] ImageNet [14]

AsyncAgtr WordCount ASK [2] Yelp [39]

KeyValue
Network

Monitoring ElasticSketch [38]
CAIDA Anonymized

Internet Trace [4]
Agreement Paxos P4xos [6] Synthatic workload

application code; 3) NetRPC achieves the same performance
as handcrafted INC applications; 4) NetRPC handles situations
like packet loss, congestion, etc. In addition, we evaluate the
effects of policy settings (clear and caching).

6.1 Experiment Settings

NetRPC implementation. We implement NetRPC switch
logic on a 12-stage programmable switch. The NetRPC switch
pipeline contains 32 read-write memory segments correspond-
ing to the 32 key-value pairs in the NetRPC packet. Each mem-
ory segment contains 40k 32-bit units to restore INC states
or the INC map. Depending on the service configuration, we
vary packet lengths from 192 to 320 bytes.

NetRPC includes four modules: ∼ 4K lines of P4 code
for the switch logic, ∼ 2K lines of Python code for the re-
mote controller, ∼ 2K lines of C++ code as the plugin of
gRPC++ [10], and ∼ 3K lines of C++ code for the NetRPC
end-host agents using DPDK. We also implement four types
of INC applications with only 200 ∼ 500 lines of code each.

Testbed. We run NetRPC on a testbed of 8 GPU machines and
two programmable switches. The devices form a dumbbell
topology: two connected switches, each with four machines.
In the experiment, we use “X-to-Y ” to denote a topology with
X clients and Y servers. The switch contains a Barefoot Tofino
chip and provides 32 × 100 Gbps ports. Each machine has
a Mellanox ConnectX-5 dual-port 100 Gbps NIC. Each ma-
chine is equipped with two NVIDIA GeForce RTX 2080Ti
GPUs, 56 CPU cores at 2.20GHz, and 192GB RAM. The ma-
chines install NVIDIA driver 430.34, CUDA 10.0, Mellanox
driver OFED 4.7-1.0.0.1, and Ubuntu 18.04.

Workloads and baselines. Table 3 shows the workloads
and baselines we use. We run various typical models (VGG,
ResNet, AlexNet) for SyncAgtr. We also implement each
application’s pure software version as baselines using DPDK.

6.2 Reducing User Code Complexity
We compare the user-written lines of code (LoC) of NetRPC
applications with existing INC arts. Table 4 shows that NetRPC
reduces the overall human-written code by over 97% in all
four application types. To enable INC in an RPC, the appli-
cation developers only need to configure the NetFilter to
enable/disable RIPs on the switch without writing any switch
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Table 4: LoC Comparisons: NetRPC vs. Prior INC Arts
NetRPC Prior INC Arts

Endhost Switch Endhost Switch
SyncAggr 173 13 3394 5329

AsyncAggr 166 26 3278 4258
KeyValue 162 26 898 2360

Agreement 1453 26 5441 931

code. NetFilter results in a huge LoC reduction (12-21 LoCs
in NetRPC v.s. 931-5329 in prior arts). On the host, NetRPC
also reduces the LoC of host programs by 95%, 95%, 73%,
and 82% for the four applications compared with existing
INC applications, as NetRPC users only write code to process
data-stream as call arguments, avoiding the tedious network
functions like (de)packetization, reliability, etc.

6.3 End-to-end Application Performance

Distributed ML training. We set up eight worker machines
for this evaluation. We use two existing INC frameworks,
SwitchML [31] and ATP [22], and a pure software solution,
BytePS, as baselines. We implement the NetRPC version on
BytePS with only 500 LoC modifications. All INC versions
use a single parameter server (PS), while the software version
uses eight to provide enough throughput.

Figure 6 shows the average training speed per worker. We
have the following observations: 1) INC solutions outperform
non-INC ones for most models because they avoid incast to
the PS. NetRPC, ATP, and SwitchML are 42%, 42%, and 11%
faster than BytePS in VGG16; 2) For all models, NetRPC per-
forms similar to ATP (97% to 100% of ATP), and at most
28% faster than SwitchML; 3) the training speeds on ResNet
are similar because they are computation-intensive, and com-
munication does not affect the overall performance much.

We believe the performance gain in NetRPC over existing
systems is from the automatic parallel streams. As a side ben-
efit, NetRPC uses only a single port (or one pipeline) instead
of recirculation like ATP or SwitchML. Using fewer ports
is essential for the multi-application data plane. SwitchML-
RDMA [30] uses even more pipelines by chaining four
pipelines together to achieve a performance gain over ATP.
We do not adopt the design because resource efficiency is one
of our key considerations.

Paxos. We use NetRPC to implement a Paxos [21] consensus
system, offloading the leader and vote counting functions
to switches. The implementation only contains about 700
LoC changes. We use an INC baseline, P4xos [6], and two
software ones, libpaxos [24] and DPDK Paxos [6]. We run
two proposers, two acceptors, and three learners in all cases.

Figure 7 summarizes the results on both throughput and
99th-percentile latency to achieve one consensus. Key find-
ings include: 1) NetRPC achieves a maximum throughput of
503K messages/second, 12% higher than P4xos, and 7.86×

Table 5: Microbenchmark on Basic INC Functions
Metrics NetRPC Prior Arts DPDK

SyncAgtr Goodput(Gbps) 50.55 46.44 (ATP) 40.11
AsyncAgtr Goodput(Gbps) 72.31 73.96 (ASK) 45.88

Voting Delay(µs) 20 22 (P4xos) 92
Monitor Delay(ms) 3.52 3.26 (ElasticSketch) 4.05
Packet Processing
Capacity(Mpps) >1000 >1000 83.47

and 4.93× higher than the two software solutions. INC so-
lutions are much faster because they offload packet process-
ing to the switch to alleviate the CPU bottleneck on servers.
NetRPC has higher throughput than P4xos because it only
sends the final results to the learners, reducing the workload
on servers and saving the traffic on learner links. 2) The 99th-
percentile latency of NetRPC is 311 ms and 96 ms shorter than
software but 42 ms higher than P4xos. This is because we
choose not to run the acceptors on switches like P4xos and
thus need an extra round trip to the software acceptor. We
believe the location and replication flexibility of the acceptor
is a worthwhile tradeoff for the extra latency, given that it is
still much faster than pure software.

6.4 Micro-benchmarks
To better understand NetRPC performance impact, we conduct
a series of micro-benchmarks, focusing on INC-related func-
tions only. We also use both prior INC arts and pure software
DPDK implementation as comparison baselines.
Throughput. We perform SyncAtgr and AsyncAtgr on a 2-
to-1 testbed and measure the sender goodput, using ATP and
ASK as INC baselines.

The first row in Table 5 shows the result. NetRPC offers 9%
higher throughput than ATP. The reason is that NetRPC does
not apply recirculation (we use copy policy in this experiment)
as ATP and SwitchML, which costs extra ports or pipelines on
the switch . Instead, it relies on the parallel message sending
(Section 4) to increase the goodput. Not surprisingly, both
INC solutions outperform software solutions, e.g., NetRPC
offers 26% higher goodput than pure DPDK. In fact, the end-
to-end training results (42% faster, see Section 6.3) show an
even larger improvement than the micro-benchmark, as in
SyncAtgr, the shorter latency also improves GPU utilization
as we spend less time waiting for the aggregation results.

The second row shows the goodput in AsyncAtgr. NetRPC
achieves a similarly high throughput as ASK (about 73 Gbps).
Unlike SyncAtgr, the keys count as part of a valid payload in
this case, and thus the goodput is higher. Both INC solutions
have 37% higher throughput than the pure DPDK.
Latency. We measure the average latency for the two latency-
sensitive applications: Agreement and KeyValue, using P4xos
voting and ElasticSketch [38] (monitoring) as baselines. The
third row in Table 5 shows the average voting latency. Both
NetRPC and P4xos outperform DPDK with a 76% latency
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Figure 10: Packet Loss Rates vs. Throughput

reduction. NetRPC and P4xos offer similar latency, showing
that NetRPC abstraction layers do not add extra latency.

The last two rows of Table 5 compares performance for
KeyValue types, specifically in flow counting. Both NetRPC
and ElasticSketch have lower latency than DPDK, by 13%
and 20%, respectively. Notably, the last row of Table 5 also
shows a 10× packet processing capacity increase from DPDK.
NetRPC is about 0.26 ms (9%) slower than ElasticSketch be-
cause we do not have the same application-specific optimiza-
tion that avoids modifying packets. We believe a less-than-
10% latency increase is a reasonable price to pay for the
general programming model by omitting the optimization.

Congestion control performance. To evaluate the effects
of congestion control in NetRPC, we concurrently run two
applications: a SyncAggr and an AsyncAggr on the same data
plane (i.e., the same switch, host, and links), each having two
clients and one server. Figure 8 shows the throughput over a
short time period. We observe that the throughput quickly con-
verges within 200 ms, and the combined bandwidth reaches
77% to 89% of the 100Gbps link. Also, the two application
fairly shares the available bandwidth. Figure 9 shows the
packet loss ratio over a short time period with/without con-
gestion control. We can see that our ECN-based congestion
and flow control reduces packet loss by about 63%, as it auto-
matically adjusts the sending window to avoid overwhelming
both the link and the server agent (Section 5.1).

Reliability mechanisms. To evaluate how NetRPC handles
packet losses, we inject packet losses at different rates to
emulate unreliable network. We run three INC applications

NetRPC, ATP, and SwitchML and verified that all three cor-
rectly handles packet loss. Figure 10 shows the normalized
throughput. NetRPC performs retransmission correctly under
packet loss, using on-switch states only. At a high loss rate,
NetRPC has a more graceful performance degradation. Com-
pared with the no-loss case, NetRPC, ATP, and SwitchML’s
throughput decrease by 22%, 23%, and 43%, respectively.
With 1% loss, NetRPC shows significantly less performance
degradation than SwitchML because it adopts out-of-order
ACKs and thus learns and reacts to packet loss faster.

Handling overflows. We run SyncAggr under synthetic
workload varying overflow ratios from 0.001% to 1%. Fig-
ure 11 plots the throughput vs. overflow ratios. In all experi-
ments, we check the computation results to ensure that NetRPC
detects and corrects the overflow as we expect. When the over-
flow ratio exceeds 0.1%, we notice throughput degradation
due to the software fallback. NetRPC still achieves about 65
Gbps throughput at 1% overflows. Note that the overflow ratio
in real workload is far less than 1% with a reasonable quanti-
zation scaling factor for floating-point numbers. In contrast,
the pure software solution only achieves a max of 40 Gbps.

Performance of clear policies. NetRPC offers three ways to
handle Map.clear in NetFilter (Section 5.2.2). We measure
the performance of a 2-to-1 SyncAggr using three Map.clear

policies, and Table 6 summarizes the results. Lazy policy
performance depends on the ratio of arithmetic overflow, and
we use three ratios of 0%, 1%, and 10%. Copy policy achieves
the highest throughput without extra memory cost but also
has the highest latency because it relies on servers to backup
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Figure 13: NetRPC on Two Switches

Table 6: Clear Policy Impact on Performance
Latency Memory Throughput

copy 74µs 1x 83.11Gbps
shadow 24µs 2x 50.41Gbps

lazy (0%) 22µs 1x 83.31Gbps
lazy (1%) 23µs 1x 64.75Gbps
lazy (10%) 30µs 1x 34.82Gbps

the cleared states for reliability. Shadow policy offers a good
latency of 24µs but doubles memory usage and has the lowest
throughput because it needs to recirculate the packet and
keep an extra copy. Lazy policy achieves both the highest
throughput and lowest latency with no overflows. But as the
overflow ratio increases, both metrics degrade. The actual
accumulator overflow ratio depends on the data. Thus, we
leave them as a user configuration in the NetFilter.

Cache policy. As we discuss in Section 5.2.2, a good cache
policy alleviates traffic incast at the server and improves per-
formance. We evaluate multiple cache policies. The experi-
ment uses 32×4K switch memory with 2-to-1 traffic. Com-
parison baselines are FCFS, hash-based caching (HASH),
and Power of N (PoN). HASH policy uses the hash key as
the index to address the switch memory (like ASK [2] and
ATP [22]) and falls back to the server agent on hash collisions.
PoN is a classic policy in sketches [38]: it only caches the hot
keys whose hit number exceeds a threshold N and gives up
caching when the switch memory is full. We tune the hyper-
parameter N to maximize the performance experimentally.

Figure 12 shows the result. First, the CHR is positively cor-
related with the goodput, indicating the need for cache policy
optimization. NetRPC’s periodic cache update outperforms
other cache policies by 18% ∼ 57% on cache hit ratio (CHR)
and 22% ∼ 44% on goodput. HASH performs the worst be-
cause it ignores the locality of keys in the same packet: if
some keys are cached, but their adjacent keys in the same
stream are not due to hash collision, the entire packet will
never hit the cache. PoN and FCFS behave similarly as they
stop caching new hot keys if the cache has been fully filled.
Compared with these baselines, NetRPC catches up the local-
ity better and adapts to high-skewed key distribution better

Table 7: Concurrent Application Throughput and Latency
Metrics 1APP 4APP 4APP×5

Sync Goodput (Gbps) 50.55 24.88 24.84
Async Goodput (Gbps) 72.31 36.01 36.60
Goodput Sum (Gbps) N/A 60.89 61.44
KeyValue Delay (ms) 3.52 3.56 3.85
Agreement Delay (µs) 20 21 24

because it always caches the recent hot keys and periodically
updates the switch cache to make up space for newer ones.

6.5 Multiple Concurrent Applications

An important goal of NetRPC is to support a multi-application
data plane without switch rebooting. To evaluate the perfor-
mance, we run multiple instances of all four application types
in a 2-to-1 topology. We evaluate using three concurrency
settings: 1) running a single application instance (“1APP ”);
2) running one instance per type (“4APP”); and 3) running
five instances per type (“4APP ×5”) . Table 7 shows the total
goodput and average latency. In all cases, we measure and
report the throughput of SyncAgtr and AsyncAgtr and the
latency of KeyValue and Agreement. In the 4APP ×5 case,
we take the average of all instances of the measured type.

When concurrent applications increase from 4 to 20, we
observe that the total bandwidth of SyncAgtr and AsyncAgtr
stays roughly the same. Although KeyValue and Agreement
do not use much bandwidth, they do contend for switch PPS
(packets per second) and queue up in sending threads. The
experiments show that small applications have little impact
on bandwidth-heavy ones. We observe only a 20% latency in-
crease compared to the 1APP case. These results demonstrate
the successful resource sharing ability of NetRPC.

6.6 Running on Multiple Switches

Limited by available hardware, we only validate NetRPC’s
cross-switch capability with two-switches. We chain the two
switches into a longer pipeline, and thus a packet can carry
more key-value pairs. The NetRPC server agent decides which
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key to put on which switch. We compare the performance
of running 2-to-1 MapReduce on the testbed with one / two
switches. We loop through the distinct keys multiple times,
and thus a cache smaller than the number of distinct keys will
suffer cache misses. Then we measure the CHR and the good-
put varying with the number of distinct keys as an indicator
of how well NetRPC is using memory on both switches.

Figure 13 shows the result. Each switch stores M = 32×
40K values with distinct keys. We confirm that the goodput
starts to drop at M using one switch, but 2M with two. The
peak goodput decreases slightly with more switches (from
75 Gbps to 69 Gbps), mainly because of the increased host
workload to encode more keys into the packet. Beyond the
switch memory capacity, the goodput first decreases slightly
(5.3% of peak throughput with 1.5M keys for one switch)
and then dramatically (22% with 2M keys). This is because
offering a 75 Gbps workload, there is little hope that the
server CPU can handle many cache misses. Nevertheless, the
two-switch setting shows a 1.63× improvement over the one-
switch case when handling 2.5M distinct keys, showing that
NetRPC can efficiently utilize memory on multiple switches.

7 Conclusion and Future Work

In-network computation (INC) comes from software-defined
networking (SDN), but INC is fundamentally different from
SDN because it mainly provides computation service instead
of communication. Thus, we need a new programming model
for INC to better describe computation. We need high-level
data structures, collections, memory, and procedure calls that
center around end-hosts instead of packets, headers, tables,
and pipelines that center around switches. On the other hand,
we recognize that the INC data plane is still a shared network
infrastructure, not an application-specific accelerator. Thus,
both generality and multi-application support are essential.

NetRPC, to our knowledge, is the first framework that in-
tegrates INC into the familiar RPC programming model.
NetRPC allows users to implement different types of INC ap-
plications using the familiar gRPC framework and run them
on a single shared INC data plane. NetRPC achieves 97%
of LoC deduction for INC applications and offers similar or
better performance boosts than handcrafted systems.

Current NetRPC mainly focuses on mechanisms of INC +
RPC integration. In future work, we will focus on policies,
such as scheduling among different applications, efficient
sharing between INC workload and other SDN or traditional
network traffic, efficient end-host CPU, GPU, and INC co-
scheduling. We will also explore NetRPC on more complex
topologies, especially those with oversubscribed links. We
will extend NetRPC congestion control with more fine-grained
window adjustment. We will open source NetRPC on the pub-
lication of this paper to benefit the INC community.
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A Arithmetic in NetRPC

We list the arithmetic operators of Stream.modify and their
semantics supported by NetRPC in Table 8.
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B NetRPC Protocol

B.1 Packet Format

The packet contains three kinds of fields. The key-value pairs
encode the application data with the format of an array of
<key/index, value> tuples; computation control fields encode
the NetFilter configurations and guide the switch program
for the computation; transport control fields maintain the chan-
nel connection.

Key-value pairs. Each NetRPC packet carries 32 key-value
pairs. These pairs are either processed on the switch or the
server agent by the selected primitives. The computation re-
sults are also carried back in the same position.

Computation Control Fields. The control flag bits contain
the basic information about primitives selection. Current
bits in use can indicate the following choices: whether any
overflow happens (isOf); whether to use CntFwd (isCnf);
whether to clear the target memory (isClr).

OpType indicates the type of arithmetic operation on key-
value pairs. NetRPC supports various line-rate on-packet com-
putation as we discuss in Appendix A. In bitmap field, the
i-th bit in the bitmap indicates whether the switch should pro-
cess the i-th key-value pair. The CntFwd fields only come into
effect when the isCnf flag is set. counter index tells the
switch which counter (register) to increase; when the register
value equals to the counter threshold, the switch should
forward the packet instead of dropping it.

Transmission Control Fields. Concurrent NetRPC connec-
tions (de)multiplex the network, and NetRPC distinguishes the
flows by the GAID. On hosts, received packets are classified
to the applications; on the switch, the GAID is also used for
admission control. In NetRPC, each sending thread maintains
a short-term connection to serve applications’ calls/tasks and
thus assigns a sequence number (starting from zero) for each
packet. In addition, the reliability control requires sending
threads to maintain a long-term connection (cross the tasks)
with the switch. The field State Register of Reliable Trans-
mission SRRT is the switch memory address to store the state,
and the flip bit is the reliable state to store. Some bits
in the Control Flag also controls the routing: whether the
packet should cross the switch to the server agent (isCross);
ECN indicates whether the switch is experiencing congestion
(queue buildup); whether the packet comes from the server
agent (isSA); whether to multicast the packet (isMcast).

Optimization. Some optional fields will be removed if unnec-
essary in the computation to improve the network bandwidth
efficiency and the goodput. (1) If we address the key-value or
value stream linearly to the switch memory, we can eliminate
the key fields and indicate the starting index of the memory
segment by the counter index field. (2) If the computation
does not need CntFwd, we can eliminate the CntFwd fields.

Check Admission
Check Resend

Check Overflow
Modify Pkt

Pkt.isSA noyes

Pkt.isClr 
&&Pkt 

isResendyes no

Read 
Register

Read+Clean 
Register
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x]++
yes

Pkt.isMcast

Multicast Pkt Forward Pkt
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Pkt.bitmap[*] 
== 1

no

Write+Read 
Register

yes

Pkt.isCnf && 
Cnt[Pkt.cntId

x] != 
Pkt.cntTh

Drop Pkt

no

yes

Figure 15: NetRPC Switch Logic

C Switch pipeline details

There is a 12-stage pipeline in our switch, and we use 8 to
implement the map access primitives. The remaining four
stages handle the reliable transmission, flow and congestion
control, as well as Stream.modify and the CntFwd primitive.
Figure 15 illustrate the flowchart for switch logic.

When the switch receives a NetRPC packet, it will first check
whether the corresponding application (GAID) has registered.
Unregistered packets will be forwarded as normal ones. More-
over, the switch checks whether it receives the packet for the
first time. Otherwise, it avoids Map.addTo/Map.clear primi-
tives on the switch memory but still Map.get values from reg-
isters into the packets. An overflow packet will be forwarded
directly for fallback without on-switch processing.

For packets to the server, the switch first executes
Stream.modify and CntFwd if required, then processes key-
value pairs in the packet: Map.addTo the switch registers and
Map.get the computation results back to replace the value.
The switch drops those packets that enable CntFwd but do not
reach the threshold and forwarded/multicast the rest packets.

For packets from the server, the switch first Map.get register
values into the packet and then decides whether to clear the
corresponding registers. The switch will forward/multicast
the packets according to control flags and routing rules.

D NetRPC Implementation Examples

We enumerate some NetRPC implementation of classic INC
applications: MapReduce, lock server, and network monitor-
ing in Figure 16 to 24.
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1 import "netrpc.proto"
2 message ReduceRequest {
3 netrpc.STRINTMap kvs = 1;
4 }
5 message ReduceReply {
6 string msg = 1;
7 }
8 message QueryRequest {
9 string msg = 1;

10 }
11 message QueryReply {
12 netrpc.STRINTMap kvs = 1;
13 }
14 service MapReduce {
15 rpc ReduceByKey (ReduceRequest) returns

(ReduceReply) {} filter "reduce.nf"
16 rpc Query (QueryRequest) returns (

QueryReply) {} filter "query.nf"
17 }

Figure 16: RPC Service Definition of Distributed
MapReduce

1 { //reduce.conf
2 "AppName": "MR-1",
3 "Precision": 0,
4 "get": "nop",
5 "addTo": "ReduceRequest.kvs",
6 "clear": "nop",
7 "modify": "nop",
8 "CntFwd": {
9 "to": "SRC",

10 "threshold": 0,
11 "key": "NULL",
12 },
13 }
14 { //query.conf
15 "AppName": "MR-1",
16 "Precision": 0,
17 "get": "QueryReply.kvs",
18 "addTo": "nop",
19 "clear": "nop",
20 "modify": "nop",
21 "CntFwd": {
22 "to": "SRC",
23 "threshold": 0,
24 "key": "NULL",
25 },
26 }

Figure 17: NetFilter of Distributed MapReduce

1 shared_ptr <Channel > channel =
CreateCustomChannel(server_ip ,
InsecureChannelCredentials());

2 unique_ptr <Stub > stub_(NewStub(channel));
3 pair <string ,int >* MapReduce(pair <string ,

int >* data , int length) {
4 ReduceRequest request1;
5 ReduceReply reply1;
6 ClientContext context1;
7 for(int i = 0; i<length; i++){
8 (*request1.mutable_kvs()->

mutable_map())[data[i].first]
= data[i].second;

9 }
10 Status status = stub_ ->ReduceByKey(&

context1 , request1 , &reply1);
11 QueryRequest request2;
12 QueryReply reply2;
13 ClientContext context2;
14 stub_ ->Query(&context2 , request2 , &

reply2);
15 int sz = reply2.mutable_kvs()->

mutable_map()->size(), idx = 0;
16 pair <string ,int >* output = new pair <

string ,int >[sz];
17 for(auto it: (*reply2.mutable_kvs()->

mutable_map())){
18 output[idx].first = it.first;
19 output[idx++].second = it.second;
20 }
21 return output;
22 }

Figure 18: Client Stub for Distributed MapReduce

1 import "netrpc.proto"
2 message LockRequest {
3 netrpc.STRINTMap map = 1;
4 }
5 message LockReply {
6 string msg = 1;
7 }
8 message ReleaseRequest {
9 netrpc.STRINTMap map = 1;

10 }
11 message ReleaseReply {
12 string msg = 1;
13 }
14 service Lock {
15 rpc GetLock (LockRequest) returns (

LockReply) {} filter "lock.nf"
16 rpc Release (ReleaseRequest) returns (

ReleaseReply) {} filter "release.nf"
17 }

Figure 19: RPC Service Definition of Distributed
Lock Server
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1 { //lock.conf
2 "AppName": "LS-1",
3 "Precision": 0,
4 "get": "nop",
5 "addTo": "nop",
6 "clear": "nop",
7 "modify": "nop",
8 "CntFwd": {
9 "to": "SRC",

10 "threshold": 1,
11 "key": "LockRequest.kvs",
12 },
13 }
14 { //release.conf
15 "AppName": "LS-1",
16 "Precision": 0,
17 "get": "nop",
18 "addTo": "nop",
19 "clear": "copy",
20 "modify": "nop",
21 "CntFwd": {
22 "to": "SRC",
23 "threshold": 0,
24 "key": "ReleaseRequest.kvs",
25 },
26 }

Figure 20: NetFilter of Distributed Lock Server

1 shared_ptr <Channel > channel =
CreateCustomChannel(server_ip ,
InsecureChannelCredentials());

2 unique_ptr <Stub > stub_(NewStub(channel));
3 void BlockingLock(string* lockTarget , int

length) {
4 LockRequest request1;
5 LockReply reply1;
6 ClientContext context1;
7 for(int i = 0; i<length; i++){
8 (*request1.mutable_kvs()->

mutable_map())[lockTarget[i]]
= 1;

9 }
10 Status status = stub_ ->LockSend(&

context1 , request1 , &reply1);
11 /* critical section */
12 ReleaseRequest request2;
13 ReleaseReply reply2;
14 ClientContext context2;
15 for(int i = 0; i<length; i++){
16 (*request2.mutable_kvs()->

mutable_map())[lockTarget[i]]
= 0;

17 }
18 stub_ ->Release(&context2 , request2 , &

reply2);
19 }

Figure 21: Client Stub for Blocking Lock Acquire
and Release

1 import "netrpc.proto"
2 message MonitorRequest {
3 netrpc.STRINTMap kvs = 1;
4 string payload = 1;
5 }
6 message MonitorReply {
7 string payload = 1;
8 }
9 message QueryRequest {

10 string message = 1;
11 }
12 message QueryReply {
13 netrpc.STRINTMap kvs = 1;
14 }
15 service Monitor {
16 rpc MonitorCall (MonitorRequest) returns

(MonitorReply) {} filter "monitor.
nf"

17 rpc Query (QueryRequest) returns (
QueryReply) {} filter "query.nf"

18 }

Figure 22: RPC Service Definition of Network Mon-
itoring

1 { //monitor.conf
2 "AppName": "MON -1",
3 "Precision": 0,
4 "get": "nop",
5 "addTo": "MonitorRequest.kvs",
6 "clear": "nop",
7 "modify": "nop",
8 "CntFwd": {
9 "to": "SERVER",

10 "threshold": 0,
11 "key": "NULL",
12 },
13 }
14 { //query.conf
15 "AppName": "MON -1",
16 "Precision": 0,
17 "get": "QueryReply.kvs",
18 "addTo": "nop",
19 "clear": "nop",
20 "modify": "nop",
21 "CntFwd": {
22 "to": "SRC",
23 "threshold": 0,
24 "key": "NULL",
25 },
26 }

Figure 23: NetFilter of Network Monitoring
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1 shared_ptr <Channel > channel =
CreateCustomChannel(server_ip ,
InsecureChannelCredentials());

2 unique_ptr <Stub >stub_(NewStub(channel));
3 pair <string ,int >* MonitorRPC(string*

metrics , int length) {
4 MonitorRequest request1;
5 MonitorReply reply1;
6 ClientContext context1;
7 for(int i = 0; i<length; i++){
8 (*request1.mutable_kvs()->

mutable_map())[metrics[i].
first] = 1;

9 }
10 request1.payload = "Hello";
11 Status status = stub_ ->MonitorCall(&

context1 , request1 , &reply1);
12 if (status.ok()) {
13 cout << reply1.payload << endl;
14 }
15 QueryRequest request2;
16 QueryReply reply2;
17 ClientContext context2;
18 stub_ ->Query(&context2 , request2 , &

reply2);
19 int sz = reply2.mutable_kvs()->

mutable_map()->size(), idx = 0;
20 pair <string ,int >* output = new pair <

string ,int >[sz];
21 for(auto it: (*reply2.mutable_kvs()->

mutable_map())){
22 output[idx].first = it.first;
23 output[idx++].second = it.second;
24 }
25 return output;
26 }

Figure 24: Client Stub for RPC with Monitoring
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Abstract
Data center networks are inclined towards increasing line

rates to 200Gbps and beyond to satisfy the performance re-
quirements of applications such as NVMe and distributed ML.
With larger Bandwidth Delay Products (BDPs), an increasing
number of transfers fit within a few BDPs. These transfers
are not only more performance-sensitive to congestion, but
also bring more challenges to congestion control (CC) as they
leave little time for CC to make the right decisions. There-
fore, CC is under more pressure than ever before to achieve
minimal queuing and high link utilization, leaving no room
for imperfect control decisions.

We identify that for CC to make quick and accurate deci-
sions, the use of precise congestion signals and minimization
of the control loop delay are vital. We address these issues by
designing Bolt, an attempt to push congestion control to its
theoretical limits by harnessing the power of programmable
data planes. Bolt is founded on three core ideas, (i) Sub-RTT
Control (SRC) reacts to congestion faster than RTT control
loop delay, (ii) Proactive Ramp-up (PRU) foresees flow com-
pletions in the future to promptly occupy released bandwidth,
and (iii) Supply matching (SM) explicitly matches bandwidth
demand with supply to maximize utilization. Our experiments
in testbed and simulations demonstrate that Bolt reduces 99th-
p latency by 80% and improves 99th-p flow completion time
by up to 3× compared to Swift and HPCC while maintaining
near line-rate utilization even at 400Gbps.

1 Introduction

Data center workloads are evolving towards highly parallel,
lightweight applications that perform well when the network
can provide low tail latency with high bandwidth [5]. Accord-
ingly, the Service Level Objectives (SLOs) of applications are
becoming more stringent, putting increasing responsibility
on network performance. To support this trend, the industry
is inclined towards increasing line rates. 100Gbps links are
already abundant, 200Gbps is gaining adoption, and industry
standardization of 400Gbps ethernet is underway [24].
∗Work done as a student researcher at Google
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Figure 1: RPC size distribution for READ operations

With the increasing line rates, CC needs to make decisions
with higher quality and timeliness over a burstier workload.
We illustrate this based on a recent analysis of RPC sizes in
our data centers with respect to BDP sizes at 100Gbps and
400Gbps (calculated using a typical base delay/RTT in data
centers). Our findings are presented in Figure 1.

The fraction of RPCs that fit within 1 and 4 BDP increases
from 62% and 80% at 100Gbps to 80% and 89% at 400Gbps.
These RPCs are performance-sensitive to queuing and under-
utilization. Ultimately, even a single incorrect or slow CC
decision may end up creating tens of microseconds of tail
queuing [12], or cause under-utilization [53] which prolongs
the flow completion time by a few RTTs. Therefore, an
increasing fraction of such RPCs raises the bar for the quality
and timeliness of CC.

Concomitantly, at higher bandwidth, the workload becomes
burstier and thus harder to control. Figure 1 also reveals that a
400Gbps link with just 40% load sees an RPC arrival or com-
pletion roughly every RTT! Hence, it becomes more difficult
to control queuing and under-utilization as they arrive and
finish quickly at RTT timescales. We expect these numbers
to be even more challenging for upcoming workloads such as
disaggregated memory and ML.

We identify two key aspects of CC that are important to
address the challenges of achieving higher CC quality and
timeliness on burstier workloads:

First, granular feedback about the location and severity of
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congestion allows avoiding over/under-reaction [3]. A precise
CC algorithm would receive the exact state of the bottleneck
to correctly ramp down during congestion and ramp up during
under-utilization. This congestion information would intu-
itively involve telemetry such as the current queue occupancy
and a measure of link utilization [35]. Then, end-hosts would
be able to calculate the exact number of packets they can
inject into the network without creating congestion.

Second, the control loop delay is a determinant of how
sensitive a control algorithm can be. It is defined as the delay
between a congestion event and the reaction from the senders
arriving at the bottleneck. Smaller the control loop delay, the
more accurate and simpler decisions a control system can
make [41]. The state-of-the-art CC algorithms in production
are reported to work well to the extent their control loop delay
allows [30, 35, 60]. However, even a delay of one RTT will
be too long to tolerate for future networks because of the
increasing BDPs [58]. We conjecture that the inevitable next
step is to reduce the control loop delay to sub-RTT levels.

Fortunately, the flexibility and precision provided by pro-
grammable switches [7, 11, 22] allow designing new mecha-
nisms to reduce the control loop delay and increase the gran-
ularity of control algorithms. These state-of-the-art switches
can generate custom control signals to report fine-grained
telemetry so that flows don’t need to rely on end-to-end mea-
surements for detecting congestion at the bottleneck link.

In this work, we present Bolt, our effort of harnessing
the power of programmable data planes to design an ex-
tremely precise CC for ultra-low latency at very high line
rates. Bolt collects congestion feedback with absolute mini-
mum (sub-RTT) delay and ramps up flows proactively to oc-
cupy available bandwidth promptly. To achieve this, it applies
the "packet conservation" principle [25] onto the traffic with
accurate per-packet decisions in P4 [9]. Small per-packet
cwnd changes, combined with the fine-grained in-network
telemetry, help limit the effects of noise in the instantaneous
congestion signal. With Bolt, end-hosts do not make im-
plicit estimations about the severity and exact location of the
congestion or the number of competing flows, freeing them
from manually tuned hard coded parameters and inaccurate
reactions.

The main contributions of Bolt are:

1. A discussion for the fundamental limits of an optimal
CC algorithm with minimal control loop delay.

2. Description of 3 mechanisms that collectively form the
design of Bolt – an extremely precise CC algorithm with
the shortest control loop possible.

3. Implementation and evaluation of Bolt on P4 switches
in our lab which achieves 86% and 81% lower RTTs
compared to Swift [30] for median and tail respectively.

4. NS-3 [48] implementation for large scale scenarios
where Bolt achieves up to 3× better 99th-p flow comple-
tion times compared to Swift and HPCC [35].

The remainder of the paper describes the rationale behind
the design of Bolt in §2, design details in §3, and implemen-
tation insights in §4. Further evaluations and benchmarks
are provided in §5 followed by practical considerations in §6.
Finally, a survey of related work is presented in §7.

2 Towards Minimal Control Loop Delay

Timely feedback and reaction to congestion are well under-
stood to be valuable for CC [42]. With Bolt, we aim to push
the limits on minimizing the control loop delay that is com-
posed of two elements: (1) Feedback Delay (§2.1) is the time
to receive any feedback for a packet sent, and (2) Observa-
tion Period (§2.2) is the time interval over which feedback is
collected before cwnd is adjusted. Most CC algorithms send
a window of packets, observe the feedback reflected by the
receiver over another window, and finally adjust the cwnd,
having a total control loop delay that is even longer than an
RTT [1, 10, 19, 30, 35, 60]. In this section, we describe both
Feedback Delay and Observation Period in detail and discuss
how these elements can be reduced to their absolute minimum
motivating Bolt’s design in §3.

2.1 Feedback Delay
There are two main types of feedback to collect for congestion
control purposes: (i) Congestion Notification and (ii) Under-
utilization Feedback.

2.1.1 Congestion Notification

The earliest time a CC algorithm can react to drain a queue is
when it first receives the notification about it. Traditionally,
congestion notifications are reflected by the receivers with
acknowledgments [1, 8, 30, 35, 42, 47, 60]. We call this the
RTT-based feedback loop since the delay is exactly one RTT.

To demonstrate how notification delay affects performance,
we run an experiment where the congestion notification is
delivered to the sender after a constant configured delay (and
not via acknowledgments). Setting this delay to queuing delay
plus the propagation time in the experiment is equivalent to
RTT-based control loops described above. The experiment
runs two flows with Swift CC [30] on a dumbbell topology1

where the second flow joins while the first one is at a steady
state. The congestion signal is the RTT the packet will observe
with current congestion. Figure 2 (left) shows the time to
drain the congested queue for different notification delays.
Clearly, smaller notification delay helps mitigate congestion
faster as senders react sooner to it.

More importantly, in addition to traveling unnecessary
links, traditional RTT-based feedback loops suffer from the
congestion itself because the notification waits in the con-
gested queue before it is emitted. Adding the queuing delay

1RTT is 8 µs and all the links are 100Gbps.
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Figure 3: Under-utilization feedback

to the notification delay hinders tackling congestion even
more. During severe congestion events, this extra delay can
add multiples of the base RTT to the feedback delay [30].

To understand this more, we also measure the congestion
mitigation time of scenarios where the notification is gener-
ated at different locations in the network in Figure 2 (right).
"Rcvr" represents the RTT-based feedback loop where the
congestion notification is piggybacked by the receiver. "Egr"
is when the switch sends a notification directly to the sender
from the egress pipeline, after the packet waits in the con-
gested queue. "Ing" is when the notification is generated at
the ingress pipeline, as soon as a packet arrives at the switch.
As expected, generating the congestion notification as soon
as possible improves performance by more than 2×.

Correspondingly, we stress that in order to reduce the noti-
fication delay to its absolute minimum, the congestion notifi-
cation should travel directly from the bottleneck back to the
sender without waiting in the congested queue.

2.1.2 Under-utilization Feedback

While flow arrival events add to congestion in the network,
flow completion events open up capacity to be used by other
flows. When a flow completes on a fully utilized link with
zero queuing, the packets of the completing flow leave the
network and the link will suddenly become under-utilized
until the remaining flows ramp up (Figure 3a). As traffic gets
more dynamic, such under-utilization events become more
frequent, reducing the total network utilization. Therefore,
in addition to detecting congestion, a good control algorithm
should also be able to detect any under-utilization in order to
capture the available bandwidth quickly and efficiently [44].

In practice, CC schemes deliberately maintain a standing
queue under a steady state, so that when a flow completes,
the packets in the queue can occupy the bandwidth released
by the finished flow until the remaining flows ramp up [34,
40]. For example, while HPCC was designed to keep near-
zero standing queue, the authors followed up that in practice,
HPCC target utilization should be set to 150% to improve
network utilization [36], which implies half a BDP worth
of standing queue. Other CC schemes used in practice also
maintain standing queues by filling up the buffers to a certain
level before generating any congestion signal [1, 30, 60].

Figure 4 demonstrates how Swift behaves upon a flow com-

pletion when a long enough standing queue is not maintained.
There are two flows in the network2 and one of them com-
pletes at t = 200µs. The remaining flow’s cwnd takes about
25 RTTs to occupy the released bandwidth as per the addi-
tive increase mechanism in Swift. During this time interval,
under-utilization happens despite the non-zero queuing at a
steady state. This under-utilization can also be observed when
there are a larger number of flows if the standing queue size
is not adjusted appropriately [53].

Ideally, any remaining flow should immediately capture
the cwnd of the completing flow without under-utilizing the
link. Therefore we conclude that an optimal congestion con-
trol algorithm would detect flow completions early enough,
proactively, to ramp up as soon as the spare capacity becomes
available (Figure 3b).

2.2 Observation Period
In addition to the feedback delay, the total control loop delay
is usually one RTT longer for window-based data center CC
schemes. Namely, once the sender adjusts its cwnd, the next
adjustment happens only after an RTT to prevent reacting to
the same congestion event multiple times. We call this extra
delay the observation period and illustrate it in Figure 5.

Once-per-window semantics is very common among CC
schemes where the per-packet feedback is aggregated into
per-window observation. For example, DCTCP [1] counts the
number of ECN markings over a window and adjusts cwnd
based on this statistics once every RTT. Swift compares RTT
against the target every time it receives an ACK but decreases
cwnd only if it has not done so in the last RTT. Finally, HPCC
picks the link utilization observed by the first packet of a
window to calculate the reference cwnd which is updated
once per window. As a consequence, flows stick to their cwnd
decision for an RTT even if the feedback for a higher degree
of congestion arrives immediately after the decision.

Updating cwnd only once per window removes information
about how dynamic the instantaneous load was at any time
within the window. This effect, naturally, results in late and/or
incorrect congestion control decisions, causing oscillations
between under and over-utilized (or congested) links when
flows arrive and depart. Consider the scenario2 in Figure 6

2The dumbbell topology from Figure 2 (RTT: 8 µs, 100Gbps links).
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where a new flow joins the network at t = 100µs while another
flow is at its steady state. HPCC drains the initial queue built
up in a couple of RTTs, but immediately oscillates between
under-utilization and queuing for a few iterations. Moreover,
the completion of a flow at t = 650µs again causes oscillations.
Under highly dynamic traffic, such oscillations may increase
tail latency and reduce network utilization.

An alternative way to avoid oscillations would be to react
conservatively similar to Swift. It also reduces cwnd only
once in an RTT during congestion but uses manually tuned
parameters (i.e. ai and β) to make sure reactions are not impul-
sive. Although oscillations are prevented this way, Figure 6
shows that Swift takes a relatively long time to stabilize.

We conclude that once per RTT decisions can lead to either
non-robust oscillations or relatively slow convergence. This
is especially problematic in high-speed networks where flow
arrivals and completions are extremely frequent. Ideally, the
shortest observation period would be a packet’s serialization
time because it is the most granular decision unit for packet-
switched networks. Yet, the per-packet CC decisions should
only be incremental to deal with the noise from observations
over such a short time interval.

3 Design

Bolt is designed for ultra-low-latency even at very high line
rates by striving to achieve the ideal behavior shown in Fig-
ures 4 and 6. The design aims to reduce the control loop
delay to its absolute minimum as described in §2. First, the
congestion notification delay is minimized by generating no-
tifications at the switches and reflecting them directly to the
senders (§3.1). Second, the flow completion events are sig-
naled by the senders in advance to hide the latency of ramp-up
and avoid under-utilization (§3.2). Third, cwnd is updated
after each feedback for quick stabilization where the update
is at most one per packet to be resilient to noise. Together,
these three ideas allow for a precise CC that operates on a
per-packet basis minimizing incorrect CC decisions.

Prior works have separately proposed sub-RTT feedback
[17, 50, 57], flow completion signaling [18], and per-packet

cwnd adjustments [16, 27] which are discussed in §7. Bolt’s
main innovation is weaving these pieces into a harmonious
and precise sub-RTT congestion control that is feasible for
modern high-performance data centers. The key is to address
congestion based on the packet conservation principle [25]
visualized in Figure 7 where a network path is modeled as
a pipe with a certain capacity of packets in-flight at a time.
When the total cwnd is larger than the capacity by 1, there is
an excess packet in the pipe which is queued. If the total cwnd
is smaller than the capacity by 1, the bottleneck link will be
under-utilized by 1 packet per RTT. Therefore, as soon as a
packet worth queuing or under-utilization is observed, one of
the senders should immediately decrement or increment the
cwnd, without a long observation period.

Bolt’s fundamental way of minimizing feedback delay and
the observation period while generating precise feedback for
per-packet decisions is materialized with 3 main mechanisms:

1. SRC (Sub-RTT Control) reduces congestion notifica-
tion delay to its absolute minimum. (§3.1)

2. PRU (Proactive Ramp Up) hides any feedback delay
for foreseen under-utilization events. (§3.2)

3. SM (Supply Matching) quickly recovers from unavoid-
able under-utilization events. (§3.3)

To realize these 3 mechanisms, Bolt uses 9 bytes of
transport-layer header detailed in listing 1. We explain the
purpose of each field as we describe the design of Bolt whose
switching logic is summarized in Algorithm 1.
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Figure 7: Pipe model of Packet Conservation Principle
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Algorithm 1: BOLT LOGIC AT THE SWITCH

1 BoltIngress (pkt):
2 if !pkt.data then ForwardAndReturn(pkt)
3 CalculateSupplyToken(pkt) . see Algorithm 3
4 if cur_q_size≥CCT HRESH then . Congested
5 if !pkt.dec then
6 pktsrc.queue_size← switch.q_size
7 pktsrc.link_rate← switch.link_rate
8 pktsrc.t_data_tx← pkt.tx_time
9 SendSRC(pktsrc)

10 pkt.dec, pkt.inc← 1,0
11 else if pkt.last then . Near flow completion
12 if !pkt. f irst then pru_token++
13 else if pkt.inc then . Pkt demands a token
14 if pru_token > 0 then
15 pru_token← pru_token−1
16 else if sm_token≥MTU then
17 sm_token← sm_token−MTU
18 else
19 pkt.inc← 0 . No token for cwnd inc.
20 ForwardAndReturn(pkt);

Listing 1: Bolt header structure

1 header bolt_h:
2 bit<24> q_size; // Occupancy at the switch
3 bit<8> link_rate; // Rate of congested link
4 bit<1> data; // Flags data packets
5 bit<1> ack; // Flags acknowledgements
6 bit<1> src; // Flags switch feedback
7 bit<1> last; // Flags last wnd of flow
8 bit<1> first; // Flags first wnd of flow
9 bit<1> inc; // Signals cwnd increment

10 bit<1> dec; // Signals cwnd decrement
11 bit<1> reserved; // Reserved
12 bit<32> t_data_tx; // TX timestamp for data pkt

3.1 SRC - Sub-RTT Control
As discussed in §2.1.1, a smaller feedback delay improves
the performance of CC. Therefore, Bolt minimizes the delay
of the feedback by generating control packets at the ingress
pipeline of the switches and sending them directly back to
the sender, a mechanism available in programmable switches
such as Intel-Tofino2 [32]. While in spirit, this is similar to
ICMP Source Quench messages [45] that have been depre-
cated due to feasibility issues in the Internet [33], Bolt’s SRC
mechanism exploits precise telemetry in a highly controlled
data center environment.

Figure 8 depicts the difference in the paths traversed by the
traditional ACK-based feedback versus the SRC-based feed-
back mechanism. As SRC packets are generated at ingress,
they establish the absolute minimum feedback loop possible
by traveling through the shortest path between a congested
switch and the sender. Moreover, to further minimize the

Sender Receiver

SRC ACK

Figure 8: Path of ACK-based vs. SRC-based feedback

feedback delay, Bolt prioritizes ACK and SRC packets over
data packets at the switches.

Bolt generates SRC packets for every data packet that ar-
rives when the queue occupancy is greater than or equal to the
CCT HRESH which is trivially set to a single MTU for minimal
queuing. Yet, if there are multiple congested switches along
the path of a flow, generating an SRC at each one of them
for the same data would flood the network with an excessive
amount of control packets. To prevent flooding switches mark
the DEC flag of the original data packet upon generation of
an SRC packet, such that no further SRC packets at other
hops can be generated due to this packet (lines 5 and 10 in
Algorithm 1). This implies that the number of SRC packets
is bounded by the number of data packets in the network at
any given time. In practice, however, we find that the actual
load of SRC packets is extremely lower (§5.2.1) and present
an approximation for the additional load of SRC packets in
Appendix A.

When there are multiple congested hops, and the flow re-
ceives SRC packets only from the first one, the cwnd decre-
ment still helps mitigate congestion at all of them. Conse-
quently, even if congestion at the first hop is not as severe
as the others, Bolt would drain the queue at the first hop and
quickly start working towards the subsequent hops.

Bolt stamps two vital pieces of information on the SRC
packets – the current queue occupancy and the capacity of the
link. In addition, it reflects the TX timestamp of the original
data packet (lines 6-8 in Algorithm 1). As the sender receives
this packet, it runs the decision logic shown in Algorithm 2.
First, rttsrc is calculated as the time between transmitting the
corresponding data packet and receiving an SRC packet for
it. This is the congestion notification delay for Bolt which
is always shorter than RTT and enables sub-RTT control.
The reflection of the TX timestamp enables this computation
without any state at the sender. Next, reaction_ f actor is cal-
culated as a measure of this flow’s contribution to congestion.
Multiplying this value with the reported queue occupancy
gives the amount of queuing this flow should aim to drain.
All the flows aiming to drain only what they are responsible
for organically help for a fair allocation.

Finally, rttsrc
targetq

gives the shortest time interval between two
consecutive cwnd decrements. This interval prevents over-
reaction because switches keep sending congestion notifica-
tions until the effect of the sender’s cwnd change propagates to
them. For example, if the target queue has a single packet, the
sender decrements its cwnd only if rttsrc has elapsed since the
last decrement. However, if the queue is larger, Bolt allows
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Algorithm 2: BOLT LOGIC AT THE SENDER HOST

1 HandleSrc (pktsrc):
2 rttsrc← now− pkt.t_tx_data
3 reaction_ f actor← f low.rate

/
pktsrc.link_rate

4 targetq← . in number of packets
5 pktsrc.queue_size× reaction_ f actor
6 if rttsrc

targetq
≤ now− last_dec_time then

7 cwnd← cwnd−1
8 last_dec_time← now
9 HandleAck (pktack):

10 if pktack.inc then . Capacity available
11 cwnd← cwnd +1
12 if pktack.seq_no≥ seq_no_at_last_ai then
13 cwnd← cwnd +1 . per-RTT add. inc.
14 seq_no_at_last_ai← snd_next

more frequent decrements to equalize the total cwnd change
to the target queue size in exactly one rttsrc. As the required
cwnd adjustments are scattered over rttsrc, Bolt becomes more
resilient to noise from any single congestion notification.

Events such as losses and timeouts do not happen in Bolt
as it starts reacting to congestion way in advance. However,
due to the possibility of such events occurring, say due to mis-
configuration or packet corruption, handling retransmission
timeouts, selective acknowledgments, and loss recovery are
kept the same as in Swift [30] for completeness.

3.2 PRU - Proactive Ramp Up
Bolt explicitly tracks flow completions to facilitate Proactive
Ramp Up (PRU). When a flow is nearing completion, it
marks outgoing packets to notify switches, which plan ahead
on distributing the bandwidth freed up by the flow to the
remaining ones competing on the link. This helps remaining
Bolt flows to proactively ramp up and eliminate the under-
utilization period after a flow completion (see Figure 3b).

When flows larger than one BDP are sending their last
cwnd worth of data, they set the LAST flag on packets to
mark that they will not have packets in the next RTT. Note
that this does not require knowing the application-level flow
size. In a typical transport like TCP, the application injects a
known amount of data to the connection at each send API call,
denoted by the len argument [29]. Therefore, the amount of
data waiting to be sent is calculable. LAST is marked only
when the remaining amount of data in the connection is within
cwnd size. Our detailed implementation is described in §4.2.

A switch receiving the LAST flag, if it is not congested,
increments the PRU token value for the associated egress port.
This value represents the amount of bandwidth that will be
freed in the next RTT. The switch distributes these tokens to
packets without the LAST flag, i.e. flows that have packets to
send in the next RTT, so that senders can ramp up proactively.

However, only flows that are not bottlenecked at other hops
should ramp up. To identify such flows, Bolt uses a greedy
approach. When transmitting a packet, senders mark the INC
flag on the packet. If a switch has PRU tokens (line 14 in
Algorithm 1) or has free bandwidth (line 16 in Algorithm 1,
explained in §3.3), it keeps the flag on the packet and con-
sumes a token (line 15 and 17, respectively). Else, the switch
resets the INC flag (line 19), preventing future switches on the
path to consume a token for this packet. Then, if no switch
resets the INC flag along the path, it is guaranteed that all the
links on the flow’s path have enough bandwidth to accommo-
date an extra packet. The receiver reflects this flag in the ACK
so that the sender simply increments the cwnd upon receiving
it (lines 10-11 in Algorithm 2). There are cases where the
greedy approach can result in wasted tokens and we discuss
the fallback mechanisms in §3.3.

Flows shorter than one BDP are not accounted for in PRU
calculations. When a new flow starts, its first cwnd worth of
packets are not expected by the network and contribute to the
extra load. Therefore, the switch shouldn’t replace these with
packets from other flows once they leave the network. Bolt
prevents this by setting the FIRST flag on packets that are in
the first cwnd of the flow. Switches check against the FIRST
flag on packets before they increment the PRU token value
(line 12 of Algorithm 1).

Note that PRU doesn’t need reduced feedback delay via
SRC packets, because it accounts for a flow completion in
the next RTT by design. A sender shouldn’t start ramping
up earlier as it can cause extra congestion before the flow
completes. Therefore, the traditional RTT-based feedback
loop is the right choice for correct PRU accounting.

3.3 SM - Supply Matching

Events like link and device failures or route changes can result
in under-utilized links without proactive signaling. In addi-
tion, PRU tokens may be wasted if assigned to a flow that can
not ramp up due to being already at line rate, or bottlenecked
by downstream switches. For such events, conventional CC
approaches rely on gradual additive increase to slowly probe
for the available bandwidth which can take several tens of
RTTs [1, 30, 42, 60]. Instead, Bolt is able to probe multiplica-
tively by explicitly matching utilization demand to supply
through Supply Matching (SM) described below.

Bolt leverages stateful operations in programmable
switches to measure the instantaneous utilization of a link.
Each switch keeps track of the mismatch between the supply
and demand for the link capacity for each port, where the
number of bytes the switch can serialize in unit time is the
supply amount for the link; and the number of bytes that arrive
in the same time interval is the demand for the link. Naturally,
the link is under-utilized when the supply is larger than the
demand, otherwise, the link is congested. Note the similarity
to HPCC [35] that also calculates link utilization, albeit from
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Algorithm 3: Supply Token calculation at the ingress
pipeline for each egress port of the switch

1 CalculateSupplyToken (pkt):
2 inter_arrival_time← now− last_sm_time
3 last_sm_time← now
4 supply← BW × inter_arrival_time
5 demand← pkt.size
6 sm_token← sm_token+ supply−demand
7 sm_token←min(sm_token,MTU)

an end-to-end point of view which restricts it to make once per
RTT calculations. Bolt offloads this calculation to the switch
data plane so that it can capture the precise instantaneous
utilization instead of a coarse-grained measurement.

When a data packet arrives, the switch runs the logic in
Algorithm 3 to calculate the supply token value (sm_token
in the algorithms) associated with the egress port. The token
accumulates the mismatch between the supply and demand in
bytes on every packet arrival for a port. A negative value of
the token indicates queuing whereas a positive value means
under-utilization. When the token value exceeds one MTU,
Bolt keeps the INC flag on the packet and permits the sender
to inject an additional packet into the network (lines 16-17 in
Algorithm 1). The supply token value is then decremented by
an MTU to account for the inflicted future demand.

If a switch port doesn’t receive a packet for a long time, the
supply token value can get arbitrarily large, which prohibits
capturing the instantaneous utilization if a burst of packets
arrive after an idle period. To account for this, Bolt caps the
supply token value at a maximum of one MTU. Details on
how this feature is implemented in P4 are provided in §4.

As noted earlier, there are cases where there can be wasted
tokens, i.e. a switch consumes a token (either PRU or SM)
to keep INC bit, but is reset by downstream switches. In
such cases, SM will find the available bandwidth in the next
RTT. In the worst case, this happens for consecutive RTTs
and Bolt falls back to additive increase similar to Swift [30]
(lines 12-14 in Algorithm 2). Namely, cwnd is incremented
once every RTT to allow flows to probe for more bandwidth
and achieve fairness even if they do not receive any precise
feedback as a fail-safe mechanism.

4 Implementation

We implemented Bolt through Host (transport layer and NIC)
and Switch modifications in our lab. We used Snap [38] as our
user-space transport layer and added Bolt in 1340 LOC in ad-
dition to the existing Swift implementation. Plus, the switch-
side implementation consists of a P4 program – bolt.p4 – in
1120 LOC. Figure 9 shows the overview of our lab prototype
as a whole and we provide details below.
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Figure 9: Bolt system overview

4.1 Switch Prototype

We based our implementation on the programmable data plane
of Intel Tofino2 [11] switches in our lab as they can pro-
vide the queue occupancy of the egress ports in the ingress
pipelines and generate SRC packets [32]. This is crucial for
Bolt to minimize the feedback delay incurred by SRC packets
as they are not subject to queuing delay at congested hops.

When congestion is detected in the ingress pipeline, the
switch mirrors this packet to the input port while forwarding
the original one along its path. The mirroring configuration is
determined with a lookup table that matches the ingress port
of the packet and selects the associated mirroring session.

The mirrored packet is then trimmed to remove the payload
and the flow identifiers (i.e. source/destination addresses and
ports) are swapped. Finally, SRC flag is set on this packet to
complete its conversion into an SRC packet.

The entire bolt.p4 consists mainly of register array dec-
larations and simple if-else logic as shown in Algorithm 1.
There are 4 register arrays for storing queue occupancy, token
values, and the last packet arrival time. All of the register
arrays are as large as the number of queues on the switch
because the state is maintained per queue. In total, only 3.6%
and 0.6% of available SRAM and TCAM, respectively, are
used for the register arrays, tables, and counters.

The switch keeps the last packet arrival time for every
egress port to calculate the supply for the link. On each data
packet arrival, the difference between the current timestamp
and the last packet arrival time is calculated as the inter-arrival
time. This value should ideally be multiplied with the link
capacity (line 4 of Algorithm 3) to find the supply amount.
However, since floating point arithmetic is not available in
PISA pipelines, we use a lookup table indexed on inter-arrival
times to determine the supply amount. We set the size of this
lookup table as 65536 where each entry is for a different inter-
arrival time with a granularity of a nanosecond. Consequently,
if the inter-arrival time is larger than 65 microseconds, the
supply token value is directly set to its maximum value of 1
MTU which triggers INC flag to be set. We find that, at a
reasonably high load, 65 microseconds of inter-arrival time
is rare enough for links greater than 100Gbps such that any
longer value can be safely interpreted as under-utilization.

Our prototype is based on a single HW pipeline. Therefore,
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we implemented Bolt entirely at the ingress pipeline to make
it easier to understand and debug its logic. However, since
PRU and SM maintain state per egress port, they could also be
implemented at the egress pipeline with minor modifications.
This way, the state for packets from multiple ingress pipelines
would naturally be aggregated.

4.2 Host Prototype
Our transport layer uses the NIC hardware timestamps to
calculate rttsrc as described in Algorithm 2. When a sender is
emitting data, the TX timestamp is stamped onto the packet.
The switch reflects this value back to the sender, so that rttsrc
is the difference between the NIC time when the SRC packet
is received (RX timestamp) and the reflected TX timestamp.
This precisely measures the network delay to the bottleneck
without any non-deterministic software processing delays.

The transport layer also multiplexes RPCs meant for the
same server onto the same network connection. Then, the
first cwnd bytes of a new RPC isn’t necessarily detected as
the first window of the connection. To mitigate this issue,
our prototype keeps track of idle periods of connections and
resets the bytes-sent counter when a new RPC is sent after
such a period. Therefore the FIRST flag is set on a packet
when the counter value is smaller than cwnd.

Finally, the last window marking for PRU requires deter-
mining the size of the remaining data for each connection.
In our prototype, the connection increments pending bytes
counter by the size of data in each send API call from the
application. Every time the connection transmits a packet into
the network, the counter value is decremented by the size of
the packet. Therefore the LAST flag is set on a packet when
this counter value is smaller than cwnd.

4.3 Security and Authentication
Getting Bolt to work for encrypted and authenticated connec-
tions was a key challenge in our lab. Our prototype uses a
custom version of IPsec ESP [23, 28] for encryption atop the
IP Layer. However, switches need to read and modify CC in-
formation at the transport header without breaking end-to-end
security. The crypt_offset of the protocol allows packets to
be encrypted only beyond this offset. We set it such that the
transport header is not encrypted, but is still authenticated.

In addition, switches cannot generate encrypted packets
due to the lack of encryption and decryption capabilities.
To remedy this, we generate SRC packets on switches as
unreliable datagrams per RoCEv2 standard by adding IB BTH
and DETH headers while removing the encryption header.

The RoCEv2 packets have the invariant CRC calculated
over the packet and appended as a trailer. Fortunately, Tofino2
provides a CRC extern that is capable of this calculation over
small, constant-size packets [31]. As a result, NICs are able to
forward the SRC packets correctly to the upper layers based
on the queue pair numbers (QPN) on the datagrams.
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Figure 10: Bolt’s reaction to flow arrival versus the ideal behavior.

5 Evaluation

We evaluate Bolt on NS3 [48] micro-benchmarks to demon-
strate its fundamental capabilities in §5.1 followed by sensi-
tivity and fairness analysis in §5.2 and §5.3. Then, in §5.4,
we run large-scale experiments to measure the end-to-end
performance of the algorithm, i.e. flow completion time slow-
downs. Finally, we evaluate our lab prototype in §5.5.

5.1 Micro-Benchmarks

5.1.1 Significance of SRC

The only way for Bolt to decrease cwnd is through SRC whose
effectiveness is best observed during congestion. Therefore,
we repeat the same flow arrival scenario described in Figure 6
with Bolt.3 Typically, with conventional RTT-based conges-
tion control algorithms, a new flow starting at line rate emits
BDP worth of packets until it receives the first congestion
feedback after an RTT. If the network is already fully utilized
before this flow, all emitted packets end up creating a BDP
worth of queuing even for an RTT-based ideal scheme. Then,
the ideal scheme would stop sending any new packets to allow
draining the queue quickly which would take another RTT.
This behavior is depicted as red in Figure 10 where a new
flow joins at 100µs.

HPCC’s behavior in Figure 10 is close to the ideal given
that it is an RTT-based scheme with high precision congestion
signal. As the new flow arrives, the queue occupancy rises to
1 BDP. However, the queue is drained at a rate slower than
the link capacity because flows continue to occasionally send
new packets while the queue is not completely drained.

Bolt, on the other hand, detects congestion earlier than an
RTT. Therefore it starts decrementing cwnd before the queue
occupancy reaches BDP and completely drains it in less than
2 RTTs, even shorter than the RTT-based ideal scheme.

In addition, HPCC’s link utilization drops to as low as
75% after draining the queue and oscillates for some time,
which is due to the RTT-long observation period (§2.2). Bolt’s
per-packet decision avoids this under-utilization.

3The dumbbell topology with two flows (8 µs RTT at 100Gbps).
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Figure 11: cwnd of the remaining flow and
queue occupancy after a flow completion.
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Figure 12: cwnd of the remaining flow and queue occupancy after a flow is rerouted.

Utilization (%) PRU OFF PRU ON

SM OFF 90.46 97.38
ON 92.41 98.54

Table 1: Effectiveness of PRU and SM on the bottleneck utilization.

5.1.2 Significance of PRU

Flow completions cause under-utilization without proactive
ramp-up or standing queues because conventional conges-
tion control algorithms take at least an RTT to react to them
(§2.1.2). Moreover, as shown in Figure 4 for Swift, a standing
queue might not be enough to keep the link busy if the cwnd
of the completing flow is larger than the queue size

We repeat the same scenario with Bolt to test how effective
proactive ramp-up can be upon flow completions against Swift
and HPCC. Figure 11 shows the cwnd of the remaining flow
and the queue occupancy at the bottleneck link. When a
Bolt flow completes at t=200µs, the remaining one is able
to capture the available bandwidth in 1µs because it starts
increasing cwnd (by collecting PRU tokens) one RTT earlier
than the flow completion. Moreover, neither queuing nor
under-utilization is observed. HPCC, on the other hand, takes
20µs (> 2×RTT) to ramp up for full utilization because it
needs one RTT to detect under-utilization and another RTT
of observation period before ramping up. Finally, Swift takes
more than 370µs to reach the stable value due to the slow
additive increase approach which doesn’t fit into Figure 11.
The complete ramp-up of Swift is shown in Figure 4.

Although PRU and SM seem to overlap in the way they
quickly capture available bandwidth, PRU is a faster mech-
anism compared to SM because it detects under-utilization
proactively. To demonstrate that, we create a star topology
with 100Gbps links and a base RTT of 5µs, where 5 senders
send 500KB to the same receiver. Flows start 15µs apart
from each other to complete at different times so that PRU
and SM can kick in. We repeat while disabling PRU or SM
and measure the bottleneck utilization to observe how each
mechanism is effective at achieving high throughput.

Table 1 shows the link utilization between the first flow
completion and the last one. When only PRU is disabled, the

utilization drops by 6% despite having SM. On the other hand,
disabling SM alone causes only a 1% decrease. This indicates
that PRU is a more powerful mechanism compared to SM
when under-utilization is mainly due to flow completions in
the network. Together, they increase utilization by 8%.

5.1.3 Significance of SM

Unlike flow completions, events such as link failure or rerout-
ing are not hinted in advance. Then, PRU doesn’t kick in,
making Bolt completely reliant on SM for high utilization. To
demonstrate how SM quickly captures available bandwidth,
we use the same setup from Figures 4 and 11, but reroute the
second flow instead of letting it complete.

Figure 12 shows the cwnd of the remaining flow after the
other one leaves the bottleneck. Thanks to SM, cwnd quickly
ramps up to utilize the link in 23µs (12a). When SM is dis-
abled, the only way for Bolt to ramp up is through traditional
additive increase which increases cwnd by 1 every RTT (12b).
Therefore it takes more than 33 RTTs to fully utilize the link.

5.2 Sensitivity Analysis

5.2.1 Overhead of SRC

To mitigate congestion, Bolt generates SRC packets in an
already loaded network. In order to understand the extra
load created by SRC, we measure the bandwidth occupied by
SRC packets at different burstiness levels. For this purpose,
we use the same star topology from §5.1.2. The number of
senders changes between 1 and 63 to emulate different levels
of burstiness towards a single receiver at 80% load. The traffic
is based on the READ RPC workload from Figure 1.

Figure 13 shows the bandwidth occupied by the SRC pack-
ets (top) and the 99th-p queue occupancy at the bottleneck
(bottom) with a different number of senders. When there are
multiple senders, the SRC bandwidth is stable at 0.33Gbps
(0.33% of the capacity). Similarly, the tail queuing is also
bounded below 6.4µs for all the experiments. Therefore, we
conclude that Bolt is able to bound congestion with a negli-
gible amount of extra load in the network. In §5.5, we show
that the overhead is negligible for the lab prototype as well.
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Figure 15: Fair allocation by Bolt

Metric Swift HPCC Bolt

99th-p Queuing (msec) 23.543 23.066 13.720
99th-p FCT Slowdown 7017 5037 5000

Table 2: Tail queuing, and FCT slowdown for 5000-to-1 incast.

5.2.2 Robustness Against Higher Line Rates

One of the goals of Bolt is to be robust against ever-increasing
line rates in data centers. To evaluate the performance at
different line rates, we repeat the simulations from §5.2.1
with 63 senders where we increase the link capacity from
100Gbps to 200Gbps and 400Gbps. This way, the burstiness
of the senders increases, making it difficult to maintain small
queuing at the switches. Therefore, flow completion time
(FCT) slowdown [14]4 of small flows are affected the most,
whereas throughput oriented large flows would trivially be
better off with higher line rates.

Accordingly, we plot the 99th-p FCT slowdown for flows
that are smaller than BDP (at 100 Gbps) in Figure 14. Swift’s
performance monotonically decays with higher link rates due
to the increasing burstiness. Similarly, HPCC at 400Gbps
achieves 25% worse performance compared to the 100Gbps
scenario for flow sizes up to 0.7 BDP. For the rest of the
workload, HPCC makes a leap such that it performs worse
than other algorithms irrespective of the line rates. Bolt on the
other hand is able to maintain small and steady tail slowdowns
for all the small flows despite the increasing line rates.

5.3 Fairness Analysis

To test the fairness of Bolt, we run an experiment on a dumb-
bell topology with 100Gbps links. We add or remove a new
flow every 10 milliseconds and measure the throughput of
each flow which is shown in Figure 15. Our results indicate
that Bolt flows converge to the new fair share quickly when
the state of the network changes.

4FCT slowdown is flow’s actual FCT normalized by its ideal FCT when
the flow sends at line-rate (e.g., when it was the only flow in the network).

5.4 Large Scale Simulations

One of the most challenging cases for CC is a large-scale
incast. To evaluate Bolt’s performance in such a scenario, we
set up a 5000-to-1 incast on the star topology described earlier
where each one of 50 senders starts 100 same size flows at the
same time. Table 2 presents the 99th-p queue occupancy and
FCT slowdown for the incast. Since Bolt detects congestion
as early as possible, it bounds tail queuing to a 41% lower
level compared to Swift and HPCC. In addition, the tail FCT
slowdown for Bolt is 5000, indicating full link utilization.
Moreover, the bandwidth occupied by the SRC packets is as
low as 0.77Gbps throughout the incast. This is only twice the
overhead for 80% load in §5.2.1, despite the extreme bursty
arrival pattern of the incast.

We also evaluate the performance of Bolt on a cluster-scale
network where 64 servers are connected with 100Gbps links
to a fully subscribed fat-tree topology with 8 ToR switches.
All the other links are 400Gbps and the maximum unloaded
RTT is 5µs. We run traffic between servers based on two work-
loads at 80% load: (i) the READ RPC workload described
in Figure 1 represents traffic from our data center, (ii) the
Facebook Hadoop workload [49]. Figure 16 and 17 show the
median and 99th-p FCT slowdown for the workloads. Note
that the Hadoop workload is relatively more bursty where
82% of the flows/RPCs fit within a BDP in the given topology.
Hence a large fraction of the curves in Figure 17 is flat where
all the RPCs in this region are extremely small (i.e. single
packet).

For both of the workloads, Bolt performs well across all
flow sizes. Specifically, Bolt and HPCC achieve very low
FCT for short flows (<7KB) because of a few design choices:
First, they maintain zero standing queues. Plus, Bolt’s SRC
reduces the height of queue spikes after flow arrivals. HPCC,
on the other hand, tends to under-utilize the network upon
flow completions (§2.1.2), statistically reducing queue sizes.

FCT of median-size flows (a few BDPs) starts to degrade
for HPCC due to under-utilization described in §2.1.2 and
§2.2. Bolt performs up to 3× better in this regime by avoiding
under-utilization thanks to PRU and SM. Swift’s standing
queues prevent under-utilization, but FCTs are high because
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matches its simulator

median-size flows are also affected by the queuing delay.
The impact of queuing diminishes and utilization becomes

the dominant factor for long flows. Therefore Bolt and Swift
perform better than HPCC. In addition, Bolt is slightly better
at the tail compared to Swift, while Swift is slightly better at
the median, suggesting that Bolt is fairer.

5.5 Bolt in the Lab
Our lab testbed consists of 2 servers and 2 Intel Tofino2 [11]
switches. Each server runs 4 packet processing engines run-
ning Snap [38] that provide the transport layer with the Bolt
algorithm. Each engine is scheduled on a CPU core that in-
dependently processes packets so that we are able to create a
large number of connections between the servers. Links from
the servers to the switches are 100Gbps and the switches are
connected to each other with a 25Gbps link to guarantee that
congestion takes place within the network. The base-RTT
in this network is 14µs and we generate flows between the
servers based on the READ RPC workload.

We evaluate Bolt on two scenarios. First, we run 100%
(of 25Gbps) load to see if our prototype can saturate the bot-
tleneck. Then, we run 80% load to compare the congestion
mitigation performance of Bolt against Swift in a more realis-
tic scenario. Finally, we verify that our results from the lab
and the simulations match to verify our implementations.

The median and the 99th-p RTT at 100% load for Swift
are 189µs and 208µs respectively. These numbers are high
because Swift maintains a standing queue based on the con-
figured base delay to fully utilize the link even after flow
completions. Bolt on the other hand, attains 27µs and 40µs
of median and tail RTT, 86% and 81% shorter than Swift. In
the meantime, it achieves 24.7Gbps which is only 0.8% lower
compared to Swift despite the lack of a standing queue.

We repeat the same experiment with 80% load and observe
that both Swift and Bolt can sustain 80% (20Gbps) average
link utilization. Figure 18 shows the CDF of measured RTTs
throughout the experiment. Similar to the 100% load case,
the median and tail RTTs for Bolt are 25µs and 40µs, 86%
and 83% lower compared to Swift respectively5.

5For Swift we set 50µs base target delay as specified in the paper [30] and
200µs as flow scaling range. Swift’s average RTT in Figure 18 is higher than

Moreover, we measure that the bandwidth occupied by the
SRC packets in our lab is 0.13Gbps, 0.536% of the bottleneck
capacity. This is consistent with our observation in §5.2
despite the larger SRC packets with custom encapsulations.

Finally, we simulate the 80% load experiment in NS3 [48]
with the same settings to verify that our simulator matches
our observations in the lab. Figure 18 also shows the CDF
of RTTs measured throughout the simulation. The median
and tail RTTs from our simulations are 21µs and 39µs, within
15% and 0.025% of the lab results respectively.

6 Practical Considerations

Typically, new products are deployed incrementally in data
centers due to availability, security, or financial concerns. As
a consequence, the new product (i.e. the CC algorithm) lives
together with the old one for some time called brownfield
deployment. We identify three potential issues that Bolt could
face during this phase and address them below.

First, some switches in the network may not be capable of
generating SRC packets while new programmable switches
are being deployed. Unfortunately, the vanilla Bolt design
can not control the congestion at these switches. This can be
addressed by running an end-to-end algorithm on top of Bolt.
For example, imagine the Swift algorithm calculates a fabric
cwnd as usual in parallel with Bolt’s calculation of cwnd using
SRC packets. Then, the minimum of the two is selected as the
effective cwnd for the flow. When an older generation switch
is congested, SRC packets are not generated, but Swift adjusts
the cwnd. Consequently, flows benefit from ultra-low queuing
at the compatible switches while falling back to Swift when a
non-programmable switch becomes the bottleneck.

Second, hosts would also be migrated to Bolt incremen-
tally. Therefore, Bolt would need to coexist with the prior
algorithm. Studying the friendliness of algorithms with Bolt
through frameworks such as [26] and [56] remains a future
work. For example, TCP CUBIC would not coexist well with
Bolt as it tries to fill the queues until a packet is dropped
while Bolt would continuously decrement its cwnd due to

Swift paper’s value (∼50µs), because of two reasons. First, this workload is
burstier than the ones in Swift paper. Second, the 25Gbps bottleneck implies
a higher level of flow scaling than with 100Gbps links.
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queuing. Instead, we propose the use of QoS (Quality of Ser-
vice) queues to isolate Bolt traffic from the rest. Appendix B
describes a baseline approach for such deployment.

Finally, scenarios where packet transmissions are batched
(say by the NIC) even when the cwnd is smaller than BDP
can still trigger SRC generation, inhibiting flows to increase
cwnd to the right value. We find that transport offloading
on modern smart NICs uses batching to sustain high line
rates. Bolt alleviates such bursts with a higher CCT HRESH that
tolerates batch size worth of queuing at the switches.

7 Related Work

In addition to HPCC [35] and Swift [30] that serve as our pri-
mary comparison points, several other schemes have similar
ideas or goals.

FastTune [59] uses programmable switches for precise con-
gestion signal. Similar to HPCC, it calculates link utilization
over an RTT to multiplicatively increase or decrease cwnd.
For shorter feedback delay, it pads the INT header onto ACK
packets in the reverse direction instead of data packets. Ex-
pressPass [10] utilizes the control packets in the reverse di-
rection as well. Nonetheless, forward and reverse paths for a
flow are not always symmetrical due to ECMP-like load bal-
ancing or flow-reroutes. Therefore, Bolt chooses to explicitly
generate SRC packets with little overhead (§5.2).

FastLane [57] is one of the early proposals to send no-
tifications from switches directly to the senders. However,
notifications are generated only for buffer overflows which is
late for low latency CC in data centers. Annulus [50], on the
other hand, uses standard QCN [21] packets from switches
with queue occupancy information. Yet these packets are not
L3 routable, so Annulus limits its scope only to detecting
bottlenecks one hop away from senders. Bolt brings the best
of both worlds and controls congestion at every hop while
knowing the precise state of congestion.

XCP [27] and RCP [13] also propose congestion feedback
generated by the switch. Switches wait for an average RTT
before calculating CC responses that are piggybacked on the
data packet and reflected on the ACK. As discussed in §2.2,
this implies a control loop delay of two RTTs in total.

FCP [18] uses budgets and prices to balance the load and
the traffic demand. FCP switches calculate the price of the
link based on the demand while senders signal flow arrivals
or completions similar to SM and PRU in Bolt. However, the
required time series averaging and floating-point arithmetic
make the calculation infeasible for programmable switches
while consuming bytes on the header. In contrast, Bolt is
based on the packet conservation principle with a simple, yet
precise logic implementable in P4 and requires only 3 bits on
the header (FIRST , LAST , and INC) for SM and PRU.

Switch feedback has also been studied for wireless settings.
For instance, ABC [16] marks packets for cwnd increments
or decrements with an RTT-based control loop for congestion

mitigation. On the other hand, Zhuge [39] modifies the wire-
less AP to help senders detect congestion quicker. However,
since it is challenging to modify schemes in WAN, Zhuge
relies on the capabilities of existing schemes for the precision
of the congestion signals, i.e. delayed ACKs for TCP.

Receiver-driven approaches such as NDP [19], pHost [15],
and Homa [43] require receivers to allocate/schedule credits
based on the demand from senders. They work well for con-
gestion at the last hop because receivers have good visibility
into this link. For example, when an RPC is fully granted, the
Homa receiver starts sending grants for the next one without
the current RPC being finished to proactively utilize the link.
This is similar to PRU in Bolt despite being limited to the last
hop. Unfortunately, the last hop is not always the bottleneck
for a flow especially when the fabric is over-subscribed [52].

Schemes that use priority queues [2,4,20,43] are proposed
to improve the scheduling performance of the network to
approximate SRPT [51] like behavior. We find deploying such
schemes to be rather difficult because, typically, QoS queues
in data centers are reserved to separate different services.

On-Ramp [37] is an extension for CC which proposes to
pause flows at the senders when the one-way delay is high.
Bolt can also benefit from its flow control mechanism. We
leave evaluating Bolt with this extension as future work.

There are also per-hop flow control mechanisms such as
BFC [17] and PFFC [55] that pause queues at the upstream
switches via early notifications from the bottleneck. The
deadlock-like issues of PFC [54] are resolved by keeping the
per-flow state on switches, which we find challenging in our
data centers as switches have to implement other memory or
queue-intensive protocols, e.g., routing tables or QoS. There-
fore, we scope Bolt to be an end-to-end algorithm with a fixed
state similar to other algorithms in production [30, 35, 60].

8 Conclusion

Increasing line rates in data centers is inevitable due to the
stringent SLOs of applications. Yet, higher line rates increase
burstiness, putting more pressure on CC to minimize queuing
delays for short flows along with high link utilization for long
flows. We find that two key aspects of CC need to be pushed to
their boundaries to work well in such highly dynamic regimes
based on experience with our data centers.

Bolt addresses these aspects thanks to the flexibility and
precision provided by programmable switches. First, it uses
the most granular congestion signal, i.e. precise queue occu-
pancy, for a per-packet decision logic. Second, it minimizes
the control loop delay to its absolute minimum by generating
feedback at the congested switches and sending them directly
back to the senders. Third, it hides the control loop delay by
making proactive decisions about foreseeable flow comple-
tions. As a result, accurate cwnd is calculated as quickly as
possible, achieving more than 80% reduction in tail latency
and 3× improvement in tail FCT.
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Appendix

A Approximating SRC Overhead

Bolt switches generate SRC packets for every data packet
they receive as long as there is queuing, given that the data
packet is not marked with the DEC flag. Then the number of
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SRC packets depend on how long queuing persisted and how
many packet are received in this time interval.

At steady state where no new RPCs join the network, we
can estimate the fraction of time queuing persist on a bot-
tleneck. Congestion at this regime happens only due to the
once-per-RTT additive increase of 1 by each flow.

As described in §3.1, senders pace cwnd decrements such
that the total number of decrements equals the queue occu-
pancy after 1 rttsrc. This implies that any queuing will persist
for 1 rttsrc, but will be completely drained after. Since a new
congestion is not inflicted until the next RTT, we conjecture
that the fraction of time that the switch has non-zero queuing
is governed by the following golden ratio:

fraction of time switch is congested =
rttsrc

rtt
(1)

which is always less then 1.
Note that equation 1 is an approximation for congestion

interval since it doesn’t incorporate traffic load, new RPC
arrivals or multi bottleneck scenarios. Nonetheless, we can
calculate the number of SRC packets generated at a bottleneck
with it.

# of SRC pkts = # of DATA pkts× rttsrc

rtt
(2)

Finally, we map equation 2 to the bandwidth occupied by
the SRC packets by incorporating the link capacity and the
packet sizes:

SRC Bandwidth =C× psrc

pdata
× rttsrc

rtt
(3)

Where C is the rate at which the traffic is flowing through the
bottleneck link, psrc is the size of SRC packets and pdata is
the size of data packets, i.e. MTU.

When we calculate the bandwidth of SRC packets ac-
cording to equation 3 for the simulation in §5.2.1, we find
0.37Gbps which is within 12% of the simulation result of
0.33Gbps. Moreover, equation 3 gives 0.10Gbps for our lab
setup in §5.5 which is within 23% of the measured value of
0.13Gbps.

B Bolt with QoS

The relationship between congestion control algorithms and
QoS has always been contradictory. An ideal congestion
control algorithm aims to mitigate any queuing at the switch,
whereas a QoS mechanism always needs enough queuing to
be able to differentiate packet priorities and serve one before
the other. Put another way, QoS only takes effect when the
arrival rate at a link is greater than the capacity such that
it causes queue build-up. Yet, QoS is vital for commercial
networks in order to be able to differentiate applications or
tenants for business related reasons [6]. This is particularly
true for unavoidable transient congestion events, i.e. incast.

Algorithm 4: Supply Token calculated for QoS queue
i at the switch with n QoS levels serving the same
egress port

1 Function CalculateSupplyToken(pkt):
2 inter_arrival_time← now− last_sm_time
3 last_sm_time← now
4 we f f ective← 0
5 for j← 0 to n do
6 if i = j || q_size j 6= 0 then
7 we f f ective← we f f ective +w j

8 supply← BW × inter_arrival_time× ( wi
we f f ective

)

9 demand← pkt.size
10 sm_token← sm_token+ supply−demand
11 sm_token←min(sm_token,MTU)

Fortunately, the way Bolt reports queue occupancy is QoS-
agnostic such that it can generate SRC packets with the oc-
cupancy of the queue assigned by the QoS mechanism. Con-
sequently, it would try to minimize queuing at that particular
queue. Similarly, the way PRU token are calculated would
be queue specific instead of being egress port specific. For
example, if there are P ports on a switch and n QoS levels
per port, the size of the register array that maintains the token
values would be of P× n and flows would only be able to
proactively ramp-up if another flow with the same QoS level
is about to finish.

On the other hand, accounting for the supply token requires
the service rate for the associated queue (§3.3) which would
be a dynamic value depending on the current demand for dif-
ferent QoS levels. We identify two approaches for maintain-
ing supply tokens correctly and implementing a QoS aware
version of Bolt on programmable switches.

B.1 Ideal Approach
Imagine a scenario where weighted fair queuing [46] is ap-
plied for QoS purposes. Then, Bolt would need to be able
to increment the supply token value based on the weight as-
sociated to the QoS level (wi) and the link capacity (C) as
well as the demand for each QoS level. For example, when
all QoS levels have at least 1 packet in their queue, a packet
arriving at QoS level i should increment the token value by
C×wi× tinter−arr.

If a QoS queue is empty, its weight is distributed to other
QoS levels in proportion to each level’s own weight. There-
fore, Bolt should adjust the supply token value of QoS level i
based on the logic presented in Algorithm 4.

Note that in order to be able to determine the service rate
of each queue, queue occupancy of other queues would be
required. This requirement creates a challenge for P4 switches
since only one queue’s occupancy can be read at a time. A
workaround to this would be to create shadow register arrays
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for each priority queue where they get updated whenever a
value is not being read from them. Moreover the calculation
at the line 8 of Algorithm 4 requires floating point arithmetic
which could be address via lookup tables.

B.2 Heuristic Approach
A simpler mechanism to enable QoS on Bolt switches would
be to introduce probabilistic SRC generation where higher
priority traffic has lower probability to generate a SRC packet.
This would naturally keep the rates of high priority flows
high while throttling others. Yet, an extensive empirical study
would be required to determine the probabilities such that the
queuing for all the QoS levels are bounded to some extent.
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Understanding the impact of host networking elements on traffic bursts

Erfan Sharafzadeh1, Sepehr Abdous1, Soudeh Ghorbani1,2

1Johns Hopkins University , 2Meta

Abstract

Conventional host networking features various traffic shaping
layers (e.g., buffers, schedulers, and pacers) with complex
interactions and wide implications for performance metrics.
These interactions can lead to large bursts at various time
scales. Understanding the nature of traffic bursts is important
for optimal resource provisioning, congestion control, buffer
sizing, and traffic prediction but is challenging due to the
complexity and feature velocity in host networking.

We develop Valinor, a traffic measurement framework that
consists of eBPF hooks and measurement modules in a pro-
grammable network. Valinor offers visibility into traffic bursti-
ness over a wide span of timescales (nanosecond- to second-
scale) at multiple vantage points. We deploy Valinor to ana-
lyze the burstiness of various classes of congestion control
algorithms, qdiscs, Linux process scheduling, NIC packet
scheduling, and hardware offloading. Our analysis counters
the assumption that burstiness is primarily a function of the
application layer and preserved by protocol stacks, and high-
lights the pronounced role of lower layers in the formation
and suppression of bursts. We also show the limitations of
canonical burst countermeasures (e.g., TCP pacing and qdisc
scheduling) due to the intervening nature of segmentation
offloading and fixed-function NIC scheduling. Finally, we
demonstrate that, far from a universal invariant, burstiness
varies significantly across host stacks. Our findings under-
score the need for a measurement framework such as Valinor
for regular burst analysis.

1 Introduction
Measurement studies show that traffic is bursty across a wide
range of timescales in diverse contexts such as Ethernet LANs
[38], WANs [56], data centers [25], and WWW traffic [21]. In
particular, microsecond-scale congestion events, sometimes
called microbursts, have been the focus of numerous measure-
ment and control papers recently [13, 18, 19, 25, 33, 37, 72].
However, the modulating effect of host networking on traf-

fic burstiness at various timescales is relatively less investi-
gated. This paper addresses this gap. We ask what causes
the traffic to emerge from hosts in bursts? Is burstiness an
scale-invariant property of traffic, i.e., does the traffic retain
its burstiness across a wide range of timescales, or do the
microbursts become smooth at coarse timescales? Are canon-
ical burst countermeasures such as TCP pacing and packet
scheduling effective in curtailing bursts?

These questions have far-reaching implications for net-
work performance and design. Controlling bursts at different
timescales requires deploying mechanisms that operate at the
corresponding pace. Microbursts, for instance, require real-
time techniques with sub-RTT control loops, whereas bursts
at longer timescales can be more effectively managed by re-
source provisioning techniques such as topology engineering
and routing that take seconds to minutes to complete [71].

Unfortunately, studying the impact of host networking on
bursts is complex. Take the Linux network stack as an ex-
ample: the egress traffic that originates from the Linux ker-
nel stack passes through many layers and optimizations be-
fore arriving at the wire. Transport protocol internals like
initial window size, cumulative acknowledgments, queueing
disciplines (qdiscs), driver rings, segmentation offloading, and
hardware packet scheduler at the NIC all handle the traffic.
All these elements and their complex interactions can play a
role in forming or suppressing bursts at various timescales.
These challenges are further compounded by the heterogene-
ity, scale, and the velocity of evolution in today’s networks
that constantly change in response to increasing demand and
the rollout of new services [26, 46, 73].

To address this challenge, we build Valinor, a high-
resolution traffic measurement framework that enables net-
work operators to systematically and periodically dissect the
elements of host networking, their impact on traffic bursti-
ness in isolation, and importantly, their interactions with the
emergent traffic patterns, all at different timescales. To ensure
visibility into the impact of the software stack and the shape
of the traffic on the wire through time, Valinor is composed
of two main components: 1) An in-host timestamping frame-
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work (Valinor-H) based on eBPF that collects egress packet
metadata nearly at the last stage of software stack processing.
2) An in-network packet timestamping framework (Valinor-N)
that captures packet arrival timestamps in the programmable
switch data plane immediately after the NIC, and sends the
timestamp data to offline servers for collection, storage, and
burstiness analysis.

Our analysis of the impact of host networking on the shape
of traffic using Valinor reveals some surprising results. As
an example, classical work paints a unifying and consistent
picture of scale-invariant burstiness, i.e, they show the same
degree of variability across a wide range of timescales in a
variety of different network types [21,38,56]. It has also been
established that this scale-invariant burstiness is primarily
caused by application layer characteristics such as long-tailed
flow size distributions and is “robust”: it holds for a variety
of transport protocols (e.g., TCP Reno, Vegas, and flow con-
trolled UDP) and various network configurations [23, 53].

In contrast, our investigations paint a more nuanced
and complex picture. We show that burstiness at various
timescales varies significantly across host configurations
(hardware configurations, transport protocols, scheduling,
etc.). We also show the pronounced modulating effect of
below application layer elements on bursts. This implies that,
for the same heavy-tailed flow size distribution, the ultimate
shape of traffic on the wire depends heavily on the host con-
figuration such as the NIC scheduler. Plus, Valinor’s anal-
ysis of newer reliable transport protocols (e.g., Homa [47],
DCTCP [9], and BBR [17]) reveals the high degree of vari-
ability of burstiness for these protocols. As an example, BBR
is less bursty not just at fine timescales (a result that is consis-
tent with the literature [47, 52]) but also at coarse timescales.
The latter finding (new to the best of our knowledge) im-
plies that techniques such as topology engineering [71] and
multi-timescale congestion control [66]—premised on the
long-range burstiness of traffic—may yield limited perfor-
mance improvements under these new protocols.

Finally, given the impact of some variants of transport pro-
tocols on bursts, we quantify the effectiveness of TCP pacing
and active queue management paradigms such as CoDel [49]
in qdiscs (software packet schedulers) in mitigating bursts.
Our results show the pronounced impact of lower-layer func-
tions (residing in the driver and NIC) on forming the ulti-
mate shape of traffic on the wire relative to the higher-layer
software operations of the TCP/IP stack and qdiscs. As an
example, active queue management techniques such as CoDel
and RED in the Linux kernel try to prevent the formation of
large and lasting bursts. However, our results show that their
impact is effectively erased by offloading (TSO, serialization,
etc.) and the NIC scheduler. For example, while in isolation,
the frequency of large 300 KB bursts under CoDel is 500
times lower than FIFO, this difference is barely visible on the
wire after packets pass through the multi-queue NIC with seg-
mentation offloading. Moreover, TCP pacing enforced in the

qdiscs generates between 1.8×-19× larger bursts when NIC
scheduler and offloading are in action compared to when in
isolation.1 This result indicates that the countermeasures for
controlling bursts should be moved further down the packet
processing pipeline at the end hosts.

Our results on the variability of burstiness (based on hard-
ware configurations, transports, etc.)—combined with the
ever-evolving workloads and features in today’s networks—
highlight the need for periodic traffic measurement and anal-
ysis. To facilitate this, we have released Valinor’s sources
and artifacts as open-source software.2 We next introduce the
mathematical notions developed for capturing bursts across
time, present their practical implications in networks (§2),
provide some background on host networking and the design
space of burst measurement frameworks (§3), and present the
design of Valinor (§4) before delving into our findings (§5).

2 Background: scale-invariant burstiness

Measurements of the Internet traffic show periods of sustained
greater-than-average or lower-than-average traffic rates across
a wide range of timescales [21, 24, 38, 53, 56]. This behavior,
sometimes called scaling or self-similarity, has broad impli-
cations for performance. In this section, we first formalize the
notion of self-similarity and re-introduce the Hurst exponent,
a mathematical representation of self-similarity, before dis-
cussing the implications of self-similarity and characterizing
bursts at fine timescales such as microbursts.

Self-similarity. Self-similarity is a notion pioneered by
Benoit Mandelbrot [45] which refers to a phenomenon where
a certain property of an object (such as an image or a time-
series) is preserved with respect to scaling in space and/or
time. If an object is self-similar, its parts, when magnified,
resemble the shape of the whole [55].

More formally, let (Xt)t∈Z+ be a timeseries, e.g., this time-
series can represent a traffic trace measured at some fixed
time granularity. The aggregated series X (m)

i is defined as

X (m)
i = 1/m(Xim−m+1 + ...+Xim)

In other words, Xt is partitioned into blocks of size m, their
values are averaged, and i denotes the index of these blocks.

Autocorrelation is a mathematical representation of the
degree of similarity between a timeseries Xt and a time-shifted
version of Xt over successive time intervals. It measures the
relationship between the current value of a timeseries and its

1 Despite making the traffic bursty and hard to manage, these low-level
functions are essential for reducing the processing overhead and meeting the
increasingly high link rates. For example, disabling TCP segmentation offload
results in a 3× increase in CPU utilization, 71% lower throughput, and a
46% increase in median packet RTTs for a multi-flow Iperf test. Relatedly,
disabling MQ results in a 4% decline in the throughput of the same workload.

2https://hopnets.github.io/valinor
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future values. A strong positive autocorrelation for a traffic
volume timeseries, for example, suggests that if the volume
is high (i.e., higher than average) now, then it is likely to be
also high in the next time slot, whereas a strong negative
autocorrelation implies that a high-volume slot is likely to be
followed by a low volume one.

Let r(k) and r(m)(k) denote, respectively, the autocorrela-
tion functions (ACFs) of Xt and X (m)

i where k is the time shift
from the original timeseries. We say that Xt is self-similar, or
more accurately asymptotically second-order self-similar, if
these conditions hold:

r(k)∼ c× k−β (1)

r(m)(k)∼ r(k) (2)

for large k and m, where 0 < β < 1 and c is a constant, and
f (x)∼ g(x) as x → a means that limx→a f (x)/g(x) = 1 [66].
Xt is self-similar in the sense that its ACF r(k) behaves hy-
perbolically with ∑

∞
k=0 r(k) = ∞ (Eq. 1). This property is also

referred to as long-range dependence. Equation 2 implies
that for self-similar timeseries, the autocorrelation structure
is preserved with respect to time aggregation.

In networks, the traffic is called self-similar if the aggre-
gated traffic over varying timescales remains bursty, regard-
less of the granularity of the timescale.

The Hurst exponent. Let H = 1− β/2. H is called the
Hurst exponent. The Hurst exponent, a number in the (0,1)
range that is sometimes referred to as the index of long-range
dependence, is a measure of the long-term memory of a time-
series. It characterizes the self-similarity and long-range de-
pendence of the timeseries:

• 0.5 < H < 1 indicates a self-similar timeseries with
long-term positive autocorrelations, i.e, a high value in
the series (e.g., higher than average traffic volume) is
likely to be followed by another high value. Plus, the
values a long time into the future also tends to be high.
It follows from Eq. (1) above that the closer H is to 1, the
more long-range dependent Xt is. Conversely, H values
closer to 0.5 show weaker long-range dependence.

• H = 0.5 indicates a completely uncorrelated series.
• 0 < H < 0.5 indicates a mean-reverting timeseries, i.e.,

one with long-term switching between high and low
values in adjacent pairs of time slots. That is, a single
high value in the timeseries is likely to be followed by a
low value.3

Various techniques (e.g., rescaled-range analysis and Peri-
odogram [67]) exist for estimating H for an empirical dataset.
Similar to the seminal work on Bellcore Ethernet traffic self-
similarity [38], we use the rescaled-range, R/S, for the results
presented in this paper. The details of this method are pre-
sented in Appendix §A.

3Note that the 0 < β < 1 condition in the equations above is a requirement
for self-similar, and not mean-reverting, series.
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Figure 1: A self-similar timeseries with H=0.88.

Example: Figure 1a (the first row) shows a simulated sce-
nario where 32 TCP connections generate a synthetic work-
load using Pareto flow size distribution with a mean of 4200
KB and α = 1.05 and exponential arrivals that create 6 Gbps
offered load. We plot the traffic rate (in Mbps) against time
where time granularity is 1s. A data point is the aggregated
traffic volume over a 10ms interval. The second row of the
same figure depicts the same traffic series where a randomly
selected second interval in the first timeseries (the highlighted
segment in the first row) is magnified by a factor of ten, re-
sulting in a granularity of 100ms in the truncated timeseries.
The last row similarly rescales a randomly selected slot by
10×. The figures show that this trace is self-similar: when
traffic is aggregated over varying timescales, the aggregate
traffic pattern remains bursty, regardless of the granularity of
the timescale. This visual scaling is confirmed by the Hurst
coefficient, H = 0.88, and the autocorrelation functions of
the trace (Figure 1b) that show positive, slow (almost polyno-
mial) decaying, and consistently shaped correlations across
various timescales. Slow-decaying ACFs signify long-range
dependence in a timeseries.

Practical implications of self-similarity. Self-similarity
has broad implications on network design and performance,
e.g., it is shown to lead to increased delay and loss [5, 6, 22,
42, 50, 53, 66]. We next discuss some of the key implications
of self-similarity:

• Queueing performance and buffer sizing. Self-
similarity greatly influences queueing performance.
From a queueing theory standpoint, the defining char-
acteristic of self-similarity is that the queue length dis-
tribution decays much more slowly than short-range-
dependent traffic (polynomially vs. exponentially under
short-range dependent traffic, e.g., Poisson processes)
[66]. For strongly self-similar traffic, the mean queue
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length increases with the buffer size [54]. This implies
that networks with strongly self-similar traffic should
deploy small buffers to control the queueing delay.

• Throughput and latency trade-off. Prior work [53, 54]
shows that jointly provisioning low delay and high
throughput is adversely affected by self-similarity.

• Traffic prediction and burst countermeasures. The
correlation structures present in self-similar traffic can
be detected and exploited to predict future traffic over
timescales larger than an RTT [66].4 Traffic prediction
at long timescales, in turn, is invaluable for designing
the appropriate burst countermeasures. For instance, re-
source provisioning techniques with control loops larger
than an RTT (e.g., multi-scale congestion control [66],
re-routing, and topology rewiring [71]) enhance the per-
formance of self-similar traffic.

Microbursts. Given their ubiquity and impact, in particular
in data centers, microsecond-scale traffic surges, known as
microbursts [13, 41, 72], have been the focus of many recent
proposals [4, 19, 27, 37, 41, 70].

The intensity of a microburst has often been measured
implicitly based on buffer utilization, or in more extreme
cases, packet loss. Related work also quantifies microbursts
as the number of packets from one flow that occupy a buffer at
a time snapshot [33], the evolution of switch queue length over
time [63], an uninterrupted sequence of packets with gaps of
smaller than a threshold [35], and/or sequence size of larger
than a threshold [68]. Using metrics that are independent of
network queues allows us to perform universal measurements
in the entire network, i.e., both at the hosts and the switches.
Yet, measurement systems intending to quantify microbursts
can leverage all the above definitions to provide a holistic
view of burstiness behavior.

From the technical perspective, we define a burst as the cu-
mulative sum of packet bytes whose inter-arrivals are smaller
than a threshold τ. Setting the minimum value for τ initially
depends on link speeds and MTUs. For example, in a fully
utilized 40 Gbps link with MTU = 1500 bytes, packets arrive
300 ns apart. Therefore, an initial τ of 2-10× of this value
is small enough to detect microbursts and large enough not
to miss consecutive packets from flows. To ensure that τ is
not affected by the network configuration and the internal
characteristics of the workloads, we repeat our measurement
with a wide range of values for τ.

3 Approaches to measuring traffic bursts

In this section, we provide a brief background on host net-
working and present the design space of burst measurement
frameworks before discussing Valinor in §4.

4The prediction methods span diverse domains such as regression theory,
neural networks, and estimation theory [66].
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Figure 2: Conventional network processing stack architecture
in a containerized Linux deployment.

3.1 Conventional host networking

Conventional network stacks consist of various processing
layers glued together via several optimization techniques. In
Linux, application data is passed to socket interfaces (buffer-
ing in the userspace), and then to the transport protocol pro-
cessing (transport buffers, short queues [20]). Transport pro-
tocols populate sk_buffs,5 a collection of data pointers and
header information. After performing routing, sk_buffs eventu-
ally make their way towards interface qdiscs, the hierarchical
packet schedulers in Linux. qdiscs operate in parallel on all
CPU cores and forward the scheduled sk_buffs towards driver
rings where another layer of buffering is performed before no-
tifying the NIC [65]. Finally, with the conventional offloading
features enabled, the NIC performs scatter/gather [58], seg-
mentation, checksum, and sends the packets on the wire [16].
Figure 2 depicts an overview of the packet’s path through the
network processing pipeline in a Linux host.

3.2 Capturing timestamps

High-resolution timestamping is essential for burst analysis.
Various techniques exist for capturing packet arrivals:

NIC timestamps. Hardware timestamping is avail-
able in all commodity NICs. This feature is supported by the
Linux kernel via ancillary socket data. When a user requests
timestamping through a socket option, the transmission
timestamps are generated in the hardware before sending
the packet on the wire and are eventually sent to the source
socket. Therefore, the application is responsible for polling
the error queue and reading the timestamps. Hardware
timestamping supports most TCP and UDP connections,
however, it suffers from two main shortcomings. First, if the
operating system fails to poll the timestamp registers of the
NIC in time, e.g., in higher packet rates, the timestamp will
be overwritten by that of the next packet. Plus, modifying the
network application to receive timestamps may impact the
application’s workload pattern, and thus must be performed
with extra care.

5sk_buff stands for "Socket buffer" and is used to represent the socket
data that eventually is shaped into the packet. sk_buffs, therefore, may contain
a single or multiple packets.
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Modifying networking stack software. To study real-
istic network traffic with higher arrival rates, hardware
timestamping is not ideal due to the need to change the
application internals and high overheads. An alternative
solution is to directly capture the timestamps closer to the
packet processing, e.g., the NIC driver, and either add the
timestamps to the packet payload or re-route them to the
userspace. Alas, accessing and modifying the packet data
requires offloading features such as scatter-gather IO and
Segmentation Offloading to be turned off. Additionally,
timestamps that are at sk_buff granularity may not imitate the
inter-packet gaps on the wire due to the intervention of lower
layers.

eBPF hooks. eBPF offers a series of hooks inside the
Linux kernel and the NIC driver that allows fast execution
of arbitrary data plane logic. An eBPF program consists of
a data plane and a control-plane code targeting a specific
hook on the RX or TX path (XDP hook in the receive path of
NIC driver and traffic control (tc) hook on the TX path of
the qdisc subsystem are two examples). eBPF tc programs
are registered to the kernel using the tc command and are
executed inside a lightweight RISC virtual machine. eBPF
also provides fast data structures that enable shared state
between the kernel and the userspace. This allows us to
perform burst measurements offline with any workload
configuration without modifying the kernel source or packet
payloads.

While eBPF relieves us from directly modifying the packet
processing code in the kernel, it presents two shortcomings.
First, eBPF, similar to the previous solution, works at sk_buff
granularity since packet segmentation is almost always
offloaded to the NIC. Therefore, the eBPF framework can
only measure the gaps between larger chunks of data, not
packets. Additionally, our measurements show that each
eBPF invocation incurs up to 1 µs of delay, mostly due to
memory accesses. While this overhead may be acceptable at
the sk_buff granularity, the framework will lose its visibility
into nanosecond-scale events. Ultimately, eBPF provides
a convenient solution to plug into the network data path
with minor interference. Making it a viable burstiness
probing point on the egress path. We present the design and
implementation of the Valinor eBPF framework, Valinor-H,
in §4.1.

Timestamping in the switch data-plane. A holistic
method to capture the behavior of all host networking
components (including the NIC) is to perform measurements
immediately after transmitting the packets on the wire, i.e., at
the first network hop. Fortunately, the rise of programmable
switch architectures with high-resolution timestamping
enables capturing packet arrival timestamps and sending
this data off the critical communication path for offline
processing. This further ensures zero interference with the

ongoing communication and the ability to track the entire
egress host networking components. We describe the design
of our in-network measurement system, Valinor-N, in §4.2.

Programmable NICs share many of the strengths of
in-network measurements (e.g., timestamping close to the
wire, low overhead, and no interference) but do not provide
visibility into in-network queue occupancies. Plus, our
experience with commodity DPUs [15] shows inconsistencies
in the capabilities of existing devices. General-purpose SoC
NICs [15] are either bound to their slow ARM CPUs or do
not offer per-packet timestamping capabilities on their fast
path. Due to these practical issues as well as the greater
visibility that in-network measurements offer, alongside
its host module, Valinor currently leverages programmable
networks for capturing bursts on the wire.

4 Valinor measurement framework

For designing Valinor, we have three goals in mind:

1. Offering visibility into the host networking traffic, as
well as the shape of the traffic on the wire.

2. Offering high-resolution timestamping of packet arrivals
in line with the increasing link bandwidths and faster
packet processing pipelines.

3. Providing insights on traffic shape and burstiness at dif-
ferent scales and time ranges.

We design and implement Valinor, a measurement frame-
work that consists of two main timestamping prongs to study
packet arrivals from the host and network vantage points.
First, we design Valinor-H to study the host’s view of its
egress traffic by choosing tc eBPF hooks. For capturing the
external picture of traffic burstiness, we design Valinor-N, a
timestamping module for programmable fabric.

4.1 Valinor-H: burst measurement in hosts
Valinor-H offers visibility into the impact of the software
stack on traffic, immediately before the traffic is passed to the
NIC. The insight into the characteristics of the traffic entering
the hardware can help the design of the functions offloaded
to the NIC. This becomes increasingly important as more and
more functions migrate to the NIC, driven by the dire need to
reduce software overhead.6

Figure 3 presents the design of our eBPF framework. Our
framework consists of two separate programs. The data plane
program follows a strict set of C-like instructions that are exe-
cuted at the tc qdisc, every time a sk_buff arrives. We design

6As network speeds increase at a faster pace than CPU speeds, software
overhead is increasingly the performance bottleneck [52]. This has moti-
vated the offloading of various functions such as segmentation, serialization,
scheduling, and even transport protocol processing to the NIC [11, 58, 64].
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Figure 3: The eBPF measurement framework’s architecture.
Valinor-h consists of a data plane and a control plane, communi-
cating via lock-free ring buffers.

circular buffers capable of storing up to 216 arbitrary data
entries shared with the control plane. Then, the write handle
determines the correct location for adding new timestamp
entries and updates the data structure. In the control plane,
we initialize the data plane and the circular buffer and start
polling the buffer for new data. The data entries carry the
sk_buff lengths as well as the flow hash and protocol header
information. The read handle, retrieves the timestamp entries
one by one and hands them to the Redis workers for persistent
storage.

One challenge that arises when using a shared data struc-
ture is synchronization between the data plane and the control
plane. This scenario generally needs locking mechanisms to
prevent a race condition, however, the nature of the times-
tamping data, being strictly increasing, lifts this heavy burden.
Therefore, in the control plane, Valinor-H only reads and in-
crements its write handle if the timestamp value is larger than
the previous value read. Another synchronization issue arises
when multiple CPUs attempt to store packet metadata in the
shared memory. Luckily, eBPF offers per-CPU structures to
prevent race conditions in the data plane. The Valinor-H con-
trol plane uses separate threads to read from per-CPU buffers
simultaneously.

With the in-host measurement framework, network oper-
ators can verify the operation of higher-level network pro-
cessing layers on the transmission path of the sender hosts.
Valinor-H, at this stage, can capture the ingress traffic into the
NIC which includes the traffic egress from qdiscs, the trans-
port layer, and the applications. To capture the traffic behavior
in the core of the network, and on a per-packet granularity,
we introduce Valinor-N in the following section.

4.2 Valinor-N: in-network burst measurement
Software-based measurements in the host stack are bound
to the coarse-grained sk_buff arrivals and are implemented
before NIC functions (i.e., ring schedulers and segmentation
offloads). Hence, the captured traffic behavior might not
match that of the wire. To fill this gap, we introduce the
in-network variant of Valinor based on programmable switch

data planes. Valinor-N consists of three pieces: 1) the switch
component, 2) the collector data plane, and 3) the analysis
component. Valinor-N is able to I) capture per-packet arrival
timestamps with zero overhead outside the critical path, II)
collect and store timestamp entries arriving at line rate, and
III) perform various analyses on timestamp data to provide
an in-depth image of the traffic burstiness at different scales.

Valinor Switch. The switch data plane program uses
mirroring and timestamping functionalities available in the
PISA architecture. For every packet that matches user-defined
flow filters, Valinor-N appends the arrival timestamp, queuing
delay, and the size of the original packet along with its
layer l-4 header information to a special IP packet with
a pre-defined Valinor header. The packet is then sent to a
collector server. The server machine, deployed outside the
critical path of the communication between traffic endpoints,
aggregates the timestamp information and performs the
offline analysis.

Timestamp collection. The collector machine features a
userspace packet processing framework based on DPDK
that parses the arrived packets and stores the timestamp
information along with flow metadata into an in-memory
Redis [3] instance. Analysis of the timestamp data is then
performed by querying the data store. Receiving timestamp
packets at line rate and storing them in persistent storage
poses several scalability challenges to the design of the
collector component. To ensure that software can drain NIC
buffers at line rate, we designate multiple worker threads
to read and process the incoming packets. After parsing
timestamp headers, the worker threads extract the timestamp
data and send them to additional worker threads that are
responsible for communicating with Redis. The stored
metadata is then retrieved by the analysis framework to
perform burst analysis using timestamps.

Valinor-N’s Redis workers issue batched commands during
idle periods to minimize interference with packet processing
workers. We use Redis sorted sets to store timestamp entries
sorted by arrival times since the packets that arrive at
the collector may have a different order from the packets
that arrive at the Valinor-N switch data plane. We use 1G
hugepages and large memory pools to ensure that timestamp
packets are not dropped at higher rates (Up to 40 Gbps in our
testbed).

Offline timestamp processing. The last piece of Vali-
nor’s design is the offline timestamp analysis framework
that queries the Redis data structures and performs analysis
on timestamp data. Our framework is able to report various
statistics on traffic burstiness by measuring the packet
inter-arrivals. For example, in the next section, we report
our findings on the scaling behavior, caused by various
packet processing components in the sender machine. We
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Figure 4: Deployment overview of Valinor framework.

report actual burst sizes in bytes, inter-arrival distributions,
queueing delays, and various burstiness time series analyses.
We implement the offline processing framework in Python.

5 Findings

We deploy Valinor to analyze the burstiness of various work-
loads and configurations. Our results show:

• Host networking, largely overlooked in prior self-
similarity studies, plays a major role in forming and
suppressing bursts.

• Lower layers of the network processing stack (such as
segmentation offloading and NIC scheduling) compro-
mise the effectiveness of software-based traffic shaping
and active queue management solutions.

• Software pacing has major limitations. For workloads
with a mixture of short and large flows, lower layers
of the network processing stack mask the impact of
software-based traffic pacing. For workloads with very
short flows, software pacing can blunt bursts but leads
to a major increase in RTT and significant throughput
reduction.

• NIC driver buffer sizing and process scheduling can re-
shape bursts.

Experiment setup. Figure 4 demonstrates how Valinor
framework components come together in a basic deployment.
For evaluating Valinor, we use a wide range of workload
distributions. We deploy Iperf instances alongside Homa’s
open-source load generator [47] inside Linux containers and
configure the workload generators to simulate different trace-
driven workload patterns including Facebook’s ETC, Google
search, aggregated Google data center, DCTCP’s web search,
and Facebook’s intra-cluster and intra-rack Hadoop traces
[9,12,47,60]. Unless stated otherwise, all application contain-
ers are connected via an OVS [2] virtual bridge to the external
interface. Our testbed consists of servers featuring Intel Xeon
E5-2620 v4 processors, 64 GB of memory, and Intel XL710
40G NICs. We connect the servers via a Wedge-100 Tofino
switch running Valinor-N timestamping framework. We de-
ploy Valinor-H on Linux kernel 5.17 with the latest version of
libbpf and iproute2 installed. The collector machine features

Setting Default Value Parameter Range
Transport TCP cubic cubic, reno, BBR, DCTCP, Homa
Qdisc fq fq, fq_codel, pfifo_fast, HHF, SFQ
Byte Queue Limit Dynamic [100B-10MB]
MTU 1500 1500, 9000
Process scheduler CFS CFS, FIFO, Microquanta

Table 1: Default system configuration and tested parameter
ranges.
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Figure 5: Two sets of workloads used throughout the experi-
ments. The figures show the complementary cumulative distri-
bution functions (CCDFs) of flow sizes.

Valinor’s userspace data plane based on DPDK v20. We dis-
able idle states on all servers and set the frequency governor
to performance to minimize the interference of power-saving
features on networking performance. The default settings for
the evaluated components are summarized in Table 1.

Finally, to calculate microburst lengths, since we use
40Gbps links, we set the burst inter-arrival threshold to 500ns
for the presented results (see §2). Valinor also computes mi-
croburst lengths for other threshold settings (ranging from
5ns to 10µs). While the threshold setting impacts the size and
quantity of observed bursts, we did not notice any difference
in relative burstiness when comparing multiple cases.

5.1 Revisiting structural causality

Where does traffic burstiness come from? Prior work [23, 53,
54] shows that the heavy-tailed property of the flow size dis-
tribution directly determines link-level traffic self-similarity,
a phenomenon that is sometimes referred to as structural
causality. Heavy-tailed flow size distributions are shown to be
the sufficient condition for generating scale-invariant bursti-
ness and the network stack is shown to play a negligible
role in self-similarity [23, 53]. For instance, for traffic gen-
erated by TCP Reno for a heavy-tailed Pareto file size dis-
tribution with the shape parameter α, there exists an almost
linear relation between H and α: the estimated H is close to
(3−α)/2.7 Heavier tailed distributions (i.e., α close to 1) are
more strongly self-similar (H closer to 1). The self-similarity
of traffic with heavy-tailed flow sizes is in contrast to the lack

7The H = (3−α)/2 relation shows the values of H predicted by the a
theoretical ON/OFF model in the idealized case corresponding to a frac-
tional Gaussian noise process with independent traffic sources with constant
ON/OFF amplitude [54]. This captures an ideal self-similar process.
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Figure 6: Microburst sizes and Hurst exponents of different
synthetic workloads for simulated and testbed experiments. The
interference of host networking elements is visible in the differ-
ence between the three scenarios.

of correlation structures for short-tailed flow size distributions
such as an exponential distribution (H close to 0.5).

We first replicate this result using OMNET [1], an exten-
sively used simulator [8, 14, 47], and observe an almost lin-
ear relation between α and H—consistent with the findings
of prior work [53], the estimated H values closely track the
(3−α)/2 line. In a setup where the two simulated servers are
connected via a network switch, we establish 32 long-running
TCP connections and use Pareto and exponential flow size
distributions (Figure 5a shows the flow size distributions). To
achieve a target offered load of 6 Gbps, flows are initiated ex-
ponentially with a mean interarrival time of 87µs. We repeat
each experiment five times. In the box and whisker plots, each
box depicts the 1st and 3rd quartiles, the whiskers represent
the upper and lower extremes, the circles are outlier points,
and the orange dashes show the median Hurst estimates. Fig-
ure 6b shows that heavy-tailed flow size distributions generate
self-similar traffic. Figure 6a shows that these distributions
also result in larger microbursts with heavier tails.

Next, we repeat the above scenario in a testbed, using Vali-
nor to analyze burstiness after the software stack and on the
wire. Using Valinor-H for in-host analysis, we observe that
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Figure 7: Self-similarity and microburst sizes vary across work-
loads and between testbed and simulation results. Positioned be-
fore the NIC, Valinor-H captures a smoother snapshot of traffic
than in-network measurements.

the impact of the heavy-tailed distributions on self-similarity
is barely visible at this stage with distributions with varying α

parameters behaving similarly and close to a light-tail expo-
nential distribution (Figure 6d), e.g., the software stack greatly
diminishes the degree of self-similarity of heavy-tailed Pareto
distribution with α = 1.05 from H = 0.88 in the simulations
(Figure 6b) to H = 0.64 at the eBPF hook (Figure 6d). We
observe a similar effect on the microburst size distributions
that are much more similar across different workloads and
have shorter tails (Figure 6c).

We next use Valinor-N for analyzing traffic as observed
on the wire. The patterns again change in interesting and
non-uniform ways. Similar to in-host measurements, the in-
network measurements indicate that the influence of flow size
on self-similarity is lower than the simulated experiments,
e.g., H = 0.80 and H = 0.78 for α = 1.05 and α = 1.65, re-
spectively, on the wire in the testbed experiments compared
to H = 0.88 and H = 0.63 for the same workloads in the
simulated experiments (Figure 6f). The more amplified long-
range burstiness in the network compared to in-host experi-
ments is due to the intervention of driver and NIC functions
(such as segmentation offloading scheduling) that reside be-
low Valinor-H. We investigate the roles of these functions in
§5.3. Figure 6e shows that the flow size distribution has a rel-
atively subdued impact on the ultimate size of microbursts on
the wire once the traffic traverses the host networking stack.

Summary: The shape of the traffic in the testbed experi-
ments (in-network and in-host) is substantially different com-
pared to the simulated experiments with identical setups. This
suggests that host networking elements (e.g., qdiscs, process
schedulers, and NIC schedulers, not modeled in common sim-
ulators) alter burstiness.
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5.2 Impact of workloads

Next, we repeat the above experiments (using both the simu-
lator and the testbed) by replaying the traces of five classes
of workloads from [47]: (1) Facebook’s ETC workload, (2)
Google search workload, (3) Google’s aggregated internal
data center workload, (4) Facebook’s Hadoop workload, (5)
DCTCP’s web search workload [9]. Figure 5b shows the flow
size distributions of these traces. Similar to the previous ex-
periments, in simulations, there exists a direct correlation
between the flow size distributions, self-similarity, and the
burst lengths (Figure 7). In the testbed, however, the differ-
ence in burst lengths starts to fade away as host networking
components come into play. We also observe that the scal-
ing behavior varies substantially across different workloads
and between the simulated and testbed experiments. Hurst
coefficients are larger for the more heavy-tailed distributions
in the network but mostly homogeneous before reaching the
driver. For example, the self-similarity estimates for the ETC
workload (p99th flow size = 1.8 KB), the Google DC work-
load (p99th flow size = 31 KB), and the web search workload
(p99th flow size = 27 MB) are 0.57, 0.75, and 0.85, respec-
tively for in-network measurements and 0.50, 0.57, and 0.65,
respectively for in-host measurements.

5.3 Sources and implications of burstiness

The previous section shows the aggregate impact of host
networking elements on bursts. In this section, we measure the
impact of each element, starting with the transport layer and
moving to the elements that operate below the TCP/IP stack
(e.g., qdiscs) and in parallel to it (e.g., the process scheduler).

5.3.1 Transports and congestion control

Starting with transports, we evaluate four TCP congestion
control variants under a mixture of background traffic and a
small-scale incast traffic pattern where two sender machines
target one receiver. The background traffic consists of two
iperf flows each taking 18Gbps of bottleneck link bandwidth.
The incast traffic follows the map-reduce workload size distri-
bution. For this experiment only, we run both the workload
generators and the applications outside the container envi-
ronment. Figure 8a shows how TCP Cubic [28], TCP Reno,
DCTCP [9], and BBR [17] react to queue buildups in the
network. Compared to Reno, TCP Cubic (the default con-
gestion control setting in recent versions of Linux kernels)
uses a more aggressive function for increasing its congestion
window upon receiving acknowledgments. Therefore, it ex-
periences larger queueing oscillations than Reno. BBR uses
round-trip times to adjust its transmission window and varies
its pacing rate to keep the in-flight bytes near its estimated
bandwidth-delay product. Thus, it experiences a more steady
queueing behavior while trying to keep the buffer half full.
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Figure 8: (a) Valinor captures the in-network buffer occupancy
for different transport protocols. (b), (c) Timeseries and H coef-
ficients show that burstiness (at both short and long timescales)
varies significantly across transport protocols. (d) A receiver-
driven transport, Homa, is less bursty than TCP Cubic.

Finally, DCTCP uses explicit congestion notifications from
switches to maintain consistently low queuing.

Figure 8b presents the throughput timeseries of the four
congestion control variants at different timescales followed
by their Hurst exponent estimates in Figure 8c. With the help
of pacing and RTT estimations, BBR is able to maintain a
steady throughput and a non-bursty traffic shape, reflected
by H = 0.40. On the other hand, Cubic’s less conservative
transmissions incur a self-similarity estimate of 0.60.

Finally, we deploy Homa’s kernel module [47] as a rep-
resentative implementation of receiver-driven transports in
the Linux kernel. In receiver-driven transports, the destina-
tion initiates more packets by issuing grant control packets
for the sending host. In our setup, Homa sends the first 90
KB of each flow unscheduled as an attempt to initiate the
communication and retrieve the path’s congestion status. The
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Figure 9: Burst behavior of Linux queueing disciplines in the absence and presence of offloading (Offloading) and NIC scheduling
(SQ=single-queue, MQ=multi-queue). Both MQ and TCP segmentation offload compromise the intended shape of software packet
scheduling.

following packets are then scheduled using grants. Due to
its limited implementation scope, the Homa module is not
able to achieve line rate performance. Therefore, we limit
our observation to the map-reduce workload tuned down to
6 Gbps offered load. Figure 8d presents the burst lengths for
Homa and TCP Cubic as observed by Valinor-H eBPF frame-
work. We observe that the p99 burst length under Homa is 9×
lower than Cubic which might reflect two facts. First, unlike
Cubic which sends up to 64 KB long data chunks, Homa’s
prepared sk_buff chunks are mostly as large as its MTU (9
KB in this experiment). This is also due to the fact that Homa
kernel module is not making use of TSO because of certain
Intel NIC limitations. Secondly, Homa uses pacing to keep
the NIC fully saturated in its Linux implementation which
further controls the spacing between its transmissions [52].
Combined, these factors result in Homa’s less bursty behavior
compared to TCP Cubic, not just at small timescales (Fig-
ure 8d) but also at large timescales (H = 0.54 for Homa vs.
0.62 for Cubic). However, we suspect a different behavior
from Homa on different setups that can make use of NIC
offloading.

5.3.2 Software switching

Linux leverages queueing disciplines (qdiscs) to enforce
scheduling among segments originating from different ap-
plications in the system. If generic segmentation offload is
not in use, qdiscs are the last software components to decide
the order of data entities on NIC’s FIFO rings. We study five
representative queueing disciplines implemented in Linux:
1) Fair queue (fq) is the default scheduler in recent Linux
kernels and is mainly used to enforce pacing on a per-flow
(per socket) basis. The appropriate pace among flows is either
explicitly enforced via socket options, or is determined by
the TCP congestion control (e.g., BBR). By default, fq uses
deficit round-robin with a default quantum of 3028 bytes to
drain flow queues, with an initial quantum equalling TCP’s
initial 10-packet window.
2) fq_CoDel. The controlled delay (CoDel) algorithm, com-
bined with fair queue, enforces CoDel on per-flow sub-queues.
CoDel, a more recent AQM algorithm, uses packet sojourn

time inside each flow queue to detect slow flows and prevents
the queueing delay to exceed a user-specified target by drop-
ping excess traffic.
3) Stochastic Fair Queueing (SFQ) extends flow-queuing
with random-early marking/drop semantics with small default
queue sizing to control the queueing delay. Similar to fq, it
uses round-robin scheduling on per-flow sub-queues. SFQ
uses a default deficit of one MTU.
4) pfifo_fast is a First-In First-Out priority queue. Higher
priority packets are distinguished by their Type of Service
(TOS) fields in IP headers which are set by upper layers.
5) Heavy Hitter Filter (HHF) attempts to identify and sep-
arate short flows from heavy hitters to prevent head-of-the-
line blocking and increased delays for latency-sensitive flows.
Such flows are given a higher deficit compared to heavy hitters
in each transmission round.

We study qdiscs under three scenarios: First, to see the
actual contribution of qdiscs to the traffic shape, we disable
segmentation offload and serialization offload and limit the
number of the transmit rings to one (single-queue). Segmenta-
tion is the process of breaking large sk_buffs into MTU-sized
segments and is usually deferred to the last processing stages
to reduce CPU utilization and improve flow performance. Seg-
mentation offload can either be performed in the hardware
(TCP Segmentation Offload or TSO) or just before passing the
data to the hardware (Generic Segmentation Offload or GSO).
Additionally, in a multi-queue architecture, the network stack
communicates to the NIC via separate ring buffers pinned to
each CPU core to reduce inter-core communication overheads
and improve throughput. When enabled, a (reportedly, round-
robin [65]) packet scheduler in the hardware will decide the
order in which packets are drained from ring buffers.

Initially, we run 1000 Iperf instances spread across 200
containers, simulating the map-reduce workload on the single-
queue server without offloading. Figure 9a demonstrates how,
in isolation, per-flow queuing can significantly shorten the
size of egress bursts. Techniques such pfifo_fast, and HHF
use one large buffer containing packets from all egress flows,
allowing multiple data segments of one flow to be enqueued
simultaneously. On the other hand, per-flow queueing allows
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Figure 10: Hurst estimates for different queueing disciplines.

the scheduler to interleave among packets of different flows,
primarily to maintain fairness and prevent head-of-the-line
blocking [62].

To verify the impact of round-robin scheduling on blunting
bursts, we repeat the same experiment with fq qdisc, increas-
ing the per-flow deficit from one MTU (1514 bytes) to 16
MTUs, and observe a linear correlation between fq deficits
and burst lengths. For example, the 90th percentile of burst
lengths under a deficit of 16 packets is increased to 25 KB
from 13 KB under that of 8 MTUs (92% increase).

While qdisc is the last layer to perform packet scheduling
in the software, the traffic ultimately often passes through
segmentation offloading and NIC scheduling before reaching
the wire. Is the impact of qdiscs on the wire preserved after
the interaction with these lower layers? To investigate, we en-
able all the offloading features and perform our measurements
again. Figure 9b demonstrates the impact of offloading seg-
mentation and serialization on lengthening the egress bursts.
With TSO at work, qdiscs no longer serve packets. Instead,
they schedule between dynamically sized sk_buffs. Hardware
offloading then helps increase the throughput by nearly 50%
for all cases while moving the buffering to the hardware where
large segments are broken into MTU-sized packets and sent
on the wire. This significantly undermines qdisc’s decisions
on shaping the traffic. With offloading in action, the median
burst sizes for fq, fq_codel, and pfifo_fast are, 132 KB, 127
KB, and 127 KB, respectively. While without offloading, these
systems experienced a median burst length of 76 KB, 76 KB,
and 172 KB8, respectively.

To further ruffle the output of qdiscs, we enable the default
multi-ring root qdisc which assigns a separate qdisc instance
to each CPU core and enables the NIC scheduler to perform
last-level scheduling on transmit rings (multi-queue architec-
ture). Figure 9c presents the outcome. With NIC scheduling
and segmentation offloading at work, the shape of the qdisc’s
outgoing traffic is barely preserved on the wire. That is be-
cause, NICs are equipped with internal round-robin sched-
ulers to drain the software rings, further reducing the chances
of creating long bursts. Finally, Figure 10 demonstrates the
estimated Hurst exponents for the three scenarios. Without

8pfifo_fast combined with offloading can exacerbate burstiness as both
layers are prone to creating large, uncontrolled bursts.

segmentation offloading, the degree of burstiness is consid-
erably reduced (H < 0.5) for all but one case. Only pfifo_fast
which does not offer any form of fair queueing suffers from
heavier burstiness (H = 0.8) under the single-queue scenario.
Implications of disabling offloading and multi-ring
scheduling. Apart from burstiness, both offloading and NIC
scheduling have a profound impact on flow performance met-
rics. Our measurements demonstrate that disabling TCP seg-
mentation offload for a workload consisting of 1000 same-
size flows results in 71% decline in median flow throughput,
46% increase in median packet RTTs, and 3× increase in
sender CPU utilization. Therefore, disabling offloading, in
order to enable software control is not always a viable option.
Multi-queue NICs are also considered a quick solution with
potential side effects. While enabling multi-queue reduces
resource contention, they can increase response times and are
usually fixed-function [65].

5.3.3 Software pacing

The above observations raise another important question on
host networking design decisions. While many congestion
control techniques [7, 17, 37, 47, 57] advocate for pacing in
order to achieve accurate control over in-transit data, existing
pacing implementation in the Linux kernel is deeply away
from the wire, at fq qdisc. Are qdiscs a suitable place for
enforcing pacing? To investigate, we repeat the map-reduce
(M/R) workloads on the server with both offloading and NIC
scheduling enabled and observe that for workloads with large
flows (intra-rack M/R), pacing doesn’t have a significant im-
pact on burstiness, and for those with short flows (intra-cluster
M/R), pacing results in throughput reduction. Overall, our re-
sults highlight the limitations of software pacing for data
center workloads.

Concretely, we configure fq to pace 200 flows based on their
fair share of bandwidth (200 Mbps), and gradually increase
the portion of the flows that are counted as heavy hitters from
0% (no flow is paced) up to 100% (all flows are paced). Figure
11 compares the bursts for (a) workload with mostly large
flows and (b) workload with a mix of small and large flows.
In the former workload, we observe that while the impact of
pacing ratio is less evident, pacing allows for better bandwidth
allocation and the line rate is preserved for all rows. On the
other hand, in the latter workload, the throughput is reduced
by 22% under pacing. This is because short flows are not able
to make up for the freed bandwidth that pacing creates. We
also compare packet RTTs and find that pacing large heavy-
hitters helps reduce median RTTs by two orders of magnitude
as short flows experience less head-of-the-line blocking. This
behavior changes in the intra-cluster workload as we do more
pacing, as the increased RTT of paced flows drives the overall
median RTT up by 160%. Further details on the theoretical
analysis of burstiness under software pacing can be found in
Appendix §B.
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Figure 11: Software pacing is workload dependent. For work-
loads consisting of large flows, its impact on smoothing bursts
is unmade by lower layers. For workloads with both short and
long flows, it reduces throughput.

5.3.4 Byte Queue Limits

Linux kernel employs buffers at various stages of network
stack processing to streamline the data movement among
various components. The NIC driver queue is the last buffer-
ing stage before triggering the hardware. A fixed-size driver
queue (a.k.a., TX ring) would ensure that the NIC can always
find ready-to-send packets without communicating with the
OS. However, due to the unpredictable size of packet buffers
in the Linux kernel (ranging from 64B up to tens of kilobytes),
the queueing time will considerably add to the overall RTT of
packets. To prevent that, OS developers propose a dynamic
bound on TX rings that adjusts the limit based on NIC’s trans-
mission rate and the availability of data in the TX rings [29].
To that end, after every transmission, BQL uses time intervals
to check whether the NIC was starved in previous transmis-
sions. If the NIC was not fully utilized during any interval
while data was available at higher layers, the BQL algorithm
increases the limit on the TX ring. Otherwise, if the NIC was
fully busy, the BQL is decreased to reduce the queueing over-
heads. Enforcing smaller queue limits also ensures that the
main queuing occurs at the qdisc-level where more advanced
queuing disciplines can be employed.

Apart from Linux, NIC buffer sizing is also an important
consideration for kernel-bypass runtimes that are less inclined
to distribute TX processing among multiple ring buffers [36,
51]. Figure 12 demonstrates the impact of driver queue size
on performance and burstiness. Intuitively, as we increase the
size of the driver’s buffer, we greatly increase the queueing
time experienced by egress traffic, therefore, preventing the
bursts of packets from arriving at the NIC. On the other hand,
a larger driver queue is more prone to creating longer bursts as
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Figure 12: Larger BQL settings produce longer bursts. Also,
the dynamic BQL algorithm presents a similar behavior to a
large static ring size.

it is more susceptible to triggering segmentation offload (99th

percentile burst length for 1 KB buffers and 1 MB buffers
are 68 KB and 9 KB, respectively, but 99.99th lengths shift
to 68 KB and 86 KB, respectively). The microburst length
distributions in Figure 12b further suggest that the default
dynamic buffer sizing algorithm tends to maintain larger ring
buffers which leads to longer bursts.

5.3.5 Linux process scheduling

Apart from the network stack, the operating system features
various internal components that might change the traffic
shape. For example, Linux offers a range of process schedul-
ing classes suited for various use cases:
Completely Fair Scheduler (CFS) is the default process
scheduling class in Linux which aims at achieving fairness
among active processes in the system while maintaining re-
sponsiveness for I/O-bound applications. when running a mix
of compute-intensive and network-intensive workloads, CFS
attempts to proportionally share the CPU among workloads
leading to longer response times [39].
Real-time scheduler supports two policies: Round-robin and
First-In-First-Out (FIFO) scheduling. Both policies give strict
priority to I/O-bound applications (if configured properly).
By default, the round-robin policy preempts high-priority pro-
cesses every 100ms while the FIFO policy is non-preemptive.
We also deploy Microquanta [46] a semi-real-time scheduling
class with microsecond time precision.

Valinor’s picture of traffic burstiness is consistently similar
when the network application is running alone as Hurst esti-
mates vary between 0.51 and 0.54 for all the schedulers. How-
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Figure 13: Impact of process scheduling on traffic bursts.

ever, when the background process is introduced, a course-
grained process scheduler like CFS must enforce fair CPU
time sharing, resulting in the leap of its H estimate to 0.74
while other schedulers are able to schedule the network ap-
plication’s threads in short timescales and result in smooth
transmissions. To validate the self-similarity estimates, we
plot the time series of CFS (running only the network work-
load), CFS+BG (running the network workload alongside
background threads), and the real-time FIFO scheduler run-
ning both applications (FIFO+BG) in Figure 13. The self-
similar nature of the CFS+BG scenario is noticeable in the
leftmost column as CFS causes the network packets to be
sent in larger chunks, causing intermittent but larger bursts
at short time spans.

6 Related work

Traffic self-similarity. A large group of studies rely on quan-
tifying bursts by using the notion of self-similarity in the time
series [5, 24, 38, 50, 53–55] but overlook the role of host net-
working on shaping bursts. Valinor leverages the theoretical
frameworks developed in these works to uncover the impact
of host networking on bursts.
Detecting bursts. A growing number of proposals try to iden-
tify what flows are bursty [18, 19, 40, 48] but they cannot
identify why those flows are bursty. Crucially, they cannot
identify the elements on the traffic path that contribute to or
blunt traffic burstiness. Frameworks such as BurstRadar [33]
and SynDB [34] rely on buffer congestion or external triggers
to capture packet arrivals, which prevents them from capturing
long-range dependency patterns in host egress traffic.

Similar to Valinor, a few proposals study the causes of
bursts. Some papers pinpoint transport protocol internals
such as segmentation, slow start, bulk acknowledgments, and
fast re-transmit as potential sources of bursts at the source
level [10, 31, 69]. Another category of works study the im-
pact of offloading techniques like segmentation offload on
microbursts [35, 72]. Specifically, [35] investigates the im-
pact of application behavior, operating system syscalls, and

NIC offloading features on both sender and receiver hosts
on burstiness and further show that burstiness imposed by
TCP segmentation offload can marginally be controlled by
configuring the kernel’s maximum GSO size. Compared to
these studies, Valinor has a broader scope; it studies the im-
pact of various host elements (not just transport protocols),
the effects of low-level offloading mechanisms on software
scheduling and pacing, and bursts at various timescales (not
just microsecond-scale). Finally, [25] introduces Millisam-
pler, a host-centric burst characterization tool to study the im-
pact of service placement on buffer contention and packet loss.
Valinor uses its switch framework to detect synchronized flow
arrivals at points of interest and unlike Millisampler which
operates at sk_buff granularity, can attribute bursts at packet
resolution. We believe that Valinor and Millisampler com-
bined can assist data center network operators in accurately
detecting the sources of bursty traffic at various timescales.
Burst control. A large and growing number of proposals
[9, 27, 32, 37, 41, 43, 44, 59, 61, 62, 70] focus on controlling
bursts, e.g., via rate-limiting at the switch [44], fine-grained
pacing [61], and high-precision transport protocols [37, 41].
These studies are orthogonal to Valinor. Understanding the
temporal properties of bursts and the causal mechanisms con-
tributing to burstiness will benefit the design of effective burst
control mechanisms.

7 Conclusions

We presented the design of Valinor, a burst measurement
framework that consists of an in-host eBPF framework and an
in-network timestamping module for programmable switches.
Valinor can capture burstiness at different scales (ranging from
nanoseconds to seconds). We use Valinor to demonstrate how
host networking elements affect bursts. We show that the scal-
ing behavior of traffic at long timescales and burstiness at fine
timescales vary significantly across different host networking
configurations (process schedulers, congestion control algo-
rithms, single vs. multi-queue NICs, etc.) and across different
classes of practical workloads. In particular, we show the
impact of hardware-resident functions (e.g., NIC schedulers)
that are largely overlooked in characterizing burstiness. This
variability of burstiness and the implications of bursts on per-
formance underscore the need for measurement systems to
perform periodic burst analysis.
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A Rescaled-range analysis for estimating H

For a weak stationary stochastic process X = (Xt : t =
0,1,2, ...,N), the mean-adjusted series is defined as Y , Yt =
Xt −m where m is the empirical mean of the process X . Let
Z denote the cumulative deviate of Y where Zt = ∑

N
t=1 Yt . We

also define mt as the cumulative mean of the series X through
time t.

The rescaled range of X is denoted by

(R/S)t =
Rt

St
, t ∈ {0,1,2, ...,N} (3)

where the Range series R is defined as

Rt = Max(Z1,Z2, ...,ZN)−Min(Z1,Z2, ...,ZN),

t ∈ {0,1,2, ...,N}
(4)

and the standard deviation series S is defined as

St =

√
1
t

t

∑
i=1

(Xi −mt)2, t ∈ {0,1,2, ...,N} (5)

According to [30], R/S scales with the power law of t. There-
fore, to estimate H, the slope of the least-squares linear re-
gression of R/S over t in a log-log scale is used. The resulting
exponent is in the 0-1 range and a value between 0.5 to 1 in-
dicates low to strong long-range dependence (self-similarity),
respectively. In other words, an H estimate close to one indi-
cates a strong desire to maintain the previous trend or more
burstiness. As the H estimate nears 0.5, the time series be-
comes indistinguishable from random noise, and a value close
to zero signifies the traffic’s aim at reverting to its mean value.

B Theoretical analysis of software pacing un-
der different workloads

We presented the size of per-flow bursts for explicit software
pacing in §5.3.3. To further verify our findings using the
notion of self-similarity, we first plot the time-series of packet
arrivals in 1s, 100ms, and 10ms time scales in Figure 14 for
both the intra-cluster (Figure 14a) and intra-rack (Figure 14b)
workloads. One can notice the gradual decay of burstiness
in all time scales as higher degrees of pacing are enforced to
the intra-cluster workload. On the other hand, we can observe
that the intra-rack traffic follows a non-bursty, steady trend in
all time scales regardless of pacing.

Next, we calculate the Hurst exponents for the intra-rack
and intra-cluster workloads. According to Figure 14c, self-
similarity in the latter workload follows the degree of pacing
(i.e., percentage of the paced flows) where 100% pacing re-
sults in 31% reduction in the Hurst estimate compared to the
no-pacing case. For example, the Hurst estimates are 0.91,
0.73, and 0.63 for 0%, 40%, and 100% pacing ratios, respec-
tively. However, under the intra-rack workload pacing seems
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Figure 14: Time-series graphs and Hurst exponents for the
software pacing experiments presenting the traffic behavior at
three time ranges.

to have little to no effect as the egress traffic follows a mean-
reverting behavior during 1-second time ranges (H < 0.20 for
all the cases).

Finally, Figure 15 presents the corresponding auto-
correlation functions (ACFs) for the above time series. While
the cycling trend of bars between positive and negative cor-
relations suggests a strong mean-reverting behavior for the
intra-rack workload (Figures 15e-15h), the intra-cluster ACF
features a slow-decaying, strong positive correlations across
time lags, suggesting strong self-similarity (Figures 15a-15d).
As we increase the pacing ratio (from 0% gradually to 100%),
the correlations start to decline.
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Figure 15: Comparing the auto-correlation functions (ACFs) for two workloads when we increase the ratio of paced flows from 0%
to 100%. For the intra-cluster workload, enforcing pacing on flows can significantly reduce the self-similarities. For the intra-rack
workload, the correlations between consecutive time lags oscillate between positive and negative numbers, signifying the mean-reverting
nature of the workload irrespective of the pacing.
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Abstract
The difficulty in gaining visibility into the fine-timescale

hop-level congestion state of networks has been a key chal-
lenge faced by congestion control (CC) protocols for decades.
However, the emergence of commodity switches supporting
in-network telemetry (INT) enables more advanced CC. In
this paper, we present Poseidon, a novel CC protocol that ex-
ploits INT to address blind spots of CC algorithms and realize
several fundamentally advantageous properties. First, Posei-
don is efficient: it achieves low queuing delay, high through-
put, and fast convergence. Furthermore, Poseidon decouples
bandwidth fairness from the traditional AIMD control law,
using a novel adaptive update scheme that converges quickly
and smooths out oscillations. Second, Poseidon is robust: it
realizes CC for the actual bottleneck hop, and achieves max-
min fairness across traffic patterns, including multi-hop and
reverse-path congestion. Third, Poseidon is practical: it is
amenable to incremental brownfield deployment in networks
that mix INT and non-INT switches. We show, via testbed and
simulation experiments, that Poseidon provides significant
improvements over the state-of-the-art Swift CC algorithm
across key metrics – RTT, throughput, fairness, and conver-
gence – resulting in end-to-end application performance gains.
Evaluated across several scenarios, Poseidon lowers fabric
RTT by up to 50%, reduces time to converge up to 12×, and
decreases throughput variation across flows by up to 70%.
Collectively, these improvements reduce message transfer
time by more than 61% on average and 14.5× at 99.9p.

1 Introduction
Effective datacenter congestion control (CC) needs to provide
high throughput, low latency, fairness, and fast convergence
across varied workloads. CC is becoming more and more
critical as applications increasingly demand low-latency op-
erations at datacenter scale. Examples of such applications
include memory and storage disaggregation [9, 21, 25, 31],
which require latencies as low as O(10µs) at 1M+ IOPs per
server [14], and ML applications that require high network
utilization to keep expensive accelerators busy [37,45]. Large
scale incasts with O(5000) flows [35] caused by shuffle op-
erations [1] and partition-aggregate workflows continue to
be prevalent and need CC to be fair across flows in order
to avoid starvation and control the tail latency, which is crit-
ical for the performance of such applications [20]. Simul-
taneously, CC is becoming more challenging because link

bandwidths are growing faster than buffers at switches [5],
and high-packet-rate servers [3, 24] benefit from simple CC
algorithms offloaded to NICs to save CPU for applications.

Datacenter CC algorithms in deployment today rely on
either end-to-end signals (e.g., delay [35]) or quantized in-
network feedback (e.g., ECN [8]), owing to their simplicity.
An underlying problem with these signals is that they are
aggregated end-to-end across all hops on a flow’s path. Thus,
these CC algorithms react to collective congestion along the
path (for delay) or congestion at any hop on the path at differ-
ent times (for ECN), leading to reducing a flow’s rate before
reaching its fair share in the network. This leads to under-
utilization, slow ramp-up, and/or unfairness in multiple sce-
narios shown in §2.1 and §5.

However, with the emergence of commodity switches that
support in-network telemetry (INT), a new opportunity has
emerged. INT-enabled switches can modify or append to
packet headers to convey information local to the switch,
such as the time the packet spent in the queue. Some state-
of-the-art CC algorithms [7, 40], use INT to gather telemetry
information for every hop to gain more visibility into the net-
work and control the outstanding packets at each hop. Still,
such solutions react to congestion at any hop, which leads to
the unfairness and ramp-up problems mentioned above.

In the last few decades, several schemes have been intro-
duced that leverage help from network switches for better
CC [13, 22, 27, 34, 40] but almost none have been deployed
widely in datacenters. Based on the successful deployment of
ECN-based solutions [8] and no deployments of XCP [34],
RCP [22], and similar AQM solutions, we believe a deploy-
able CC scheme using INT should also have the following
properties: 1) works seamlessly in heterogeneous brownfield
deployments where new switches and old switches co-exist
and provides benefit even if a subset of switches support INT.
2) uses a simple, low-overhead, non-intrusive INT scheme
that requires minimal coordination among applications, net-
working stacks, NICs, and switches.

Therefore, in this paper, we ask the question: How can
we harness the power of INT to design a datacenter CC al-
gorithm that is efficient (high throughput, low latency, and
fast convergence), robust (max-min fairness across traffic pat-
terns including multi-hop and reverse-path congestion), and
practical (simple and deployable)?

We find that learning the congestion state of every hop
of a flow is unnecessary. Instead, an efficient and practical
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CC can be realized based on the congestion state of only the
bottleneck hop of a flow – the hop that limits the rate of the
flow as per the max-min fair allocation. It’s worth noting that
a congested hop is not the bottleneck hop for all flows passing
through it, but only for flows that send more than their max-
min fair-share rate, and thus, CC should ideally decrease the
rate of only those flows that send above their fair-share.

Armed with this key insight, we develop a novel INT-
based CC protocol called Poseidon. Poseidon grounds itself in
Swift [35], the state-of-the-art CC that’s deployed in produc-
tion at scale for TCP [17] and kernel-bypass stacks [41]. But
Poseidon advances beyond Swift by leveraging INT instead of
purely E2E measurements, and formalizes an adaptive conges-
tion window update function that compares the max per-hop
delay (obtained via INT) against a rate-adjusted target bottle-
neck hop delay.

This paper makes contributions in two main areas:
First, Poseidon utilizes the power of INT to provide unique
properties, like network-wide max-min fairness, monotonic
fast convergence, and stable rate under high concurrency.
• By comparing the max per-hop delay against a dynamic

target, Poseidon converges to the network-wide max-min
fair allocation, where flows only react to congestion on
their bottleneck hop. A corollary to this is that flows in
Poseidon do not decelerate before reaching their fair-share
rate, resulting in fast convergence.

• Poseidon provides a characterization for the spectrum of
cwnd update and target max per-hop delay functions that
guarantee both fairness and high utilization. This allows us
to explicitly decouple the fairness objective from the rate
increase-decrease function (e.g., AIMD); Poseidon lever-
ages this to use an adaptive increase-decrease function
(without an AI component) that accelerates arriving at the
fair-share allocation and smooths oscillations around it in
the presence of many flows. Poseidon uses a novel target
function, which achieves low queuing delay and high uti-
lization for both sparse workloads (a few fast flows) and
high-concurrency workloads (many slow flows).

• Poseidon is amenable to incremental deployment, including
seamless coexistence in brownfield scenarios.

Second, Poseidon provides a simple, practical, and deployable
design for enabling INT in datacenters for CC.
• We detail an efficient INT mechanism where switches sig-

nal the maximum per-hop queuing delay on a packet’s path,
using only a small and fixed amount of packet header space,
at line rate.

• We analyze requirements for deployable INT for CC and
compare proposed formats against those requirements.
We implemented Poseidon in a production networking

stack (similar to Pony Express [41]) and a testbed with com-
modity programmable switches, with no changes to the NIC
or applications. Our testbed evaluation shows that Poseidon
is robust to reverse-path and multi-hop congestion scenarios
explained in §2.1. In addition, we have evaluated Poseidon

Figure 1: MD on ramping-up flows delays convergence.

extensively in packet-level simulations (§5) and show that,
compared to Swift and HPCC [40], it is robust to the above
scenarios. Relative to Swift, Poseidon improves application-
level message transfer latency by 61% at median and 14.5×
at 99.9p. This is achieved by lowering fabric RTT by more
than 50%, reducing congestion window ramp-up time up to
12×, and decreasing throughput variation for flows with small
windows by up to 70%. In brownfield, Poseidon achieved at
least 50% of the op latency gain of full deployment.

2 Motivation
In this section, we first show how congestion control (CC)
algorithms are inefficient if they cannot distinguish the bottle-
neck hop of a flow from a merely congested hop. Then, we
motivate the importance of brownfield deployment to support
incremental roll-out and highlight why the format of INT is
important for deployment.

2.1 CC Challenges in Datacenters
We use several scenarios in datacenter networks to highlight
how two classes of issues – reacting to signals from hops other
than the bottleneck hop, and increasing with a fixed value –
cause unfairness, low link utilization, and slow ramp-up.

2.1.1 Decelerating Before Reaching Fair-share

Traditionally, when a hop is congested, a flow with a lower
rate (e.g., a new flow) does not increase its rate monotonically
to the fair share; instead, with every congestion signal, its
rate decreases. Figure 1(a) draws an example where a new
flow competes with two existing flows, Figure 1(b) shows the
typical behavior for AIMD algorithms, and Figure 1(c) shows
the data from that experiment in production using Swift. This
behavior prolongs the time for the lower-rate flow to ramp up
and leads to a longer tail flow completion time. The root cause
is that in current CC algorithms, all flows must react the same
way to the congested hop (either increase/decrease) regardless
of their rate. This mechanism is designed to achieve fairness
and stability given an end-to-end signal (e.g., delay, loss, ECN)
without coordination across flows [19]. Poseidon leverages
INT to get a richer signal and allows flows to increase their
rates monotonically until reaching the fair-share rate.

2.1.2 Multi-hop Congestion

Datacenter networks are usually oversubscribed at ToR and
Spine layers [46], thus it is common for a flow to see multiple
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Figure 2: A Swift flow facing congestion at multiple hops
(red) cannot compete at congested hops

congested hops in its path, especially in an incast. However,
when a flow faces congestion in more than one hop, it gets
lower throughput than other competing flows that traverse
a single congested hop. The reason is that flows reacting to
loss and ECN [8, 28] from multiple hops see more losses or
marked packets on average, as the drops or markings happen
asynchronously across different congested hops. In Swift, the
fabric delay of such flows is higher, since every congested hop
introduces more delay to the sum. HPCC [40], even though it
uses INT, will also react to congestion at any hop with high
in-flight bytes even if the flow is not contributing much to it.

Figure 2 shows this scenario in an experiment in production
settings using Swift. The red flow (victim), that competes with
the blue flow at the destination, gets much lower throughput
once the green flow starts at the source ToR. The root cause is
that the victim flow reacts to the congestion on Rack 0 uplink
or Rack 10 downlink even when it didn’t get the fair-share.
This is because Swift looks at the end-to-end fabric delay and
the victim’s fabric delay includes both the delay at Rack 0
and Rack 10.1 We observe the same problem even if the flow
reacts to the max hop delay [8, 40] as shown in §5.6. Ideally,
the victim flow should always only react to the congestion at
the hop where it got more than the fair-share.

2.1.3 Reverse-path Congestion
In Figure 3, as we increase the number of flows on the reverse-
path (blue), the forward traffic (red) gets lower throughput and
cannot utilize the bandwidth. The root cause is that the end-
to-end delay used in Swift includes the delay of ACKs in the
reverse-path. Thus, Swift decreases the congestion window as
if it is competing for the forward and reverse path bandwidth.
This issue can happen because of congestion on any hop
in the reverse-path, and can also cause unfairness if only a
subset of flows on a bottleneck see reverse-path congestion,
but is special for CC algorithms that use the end-to-end delay.
A solution is to use synchronized timestamps at hosts (at µs
level) in order to break fabric delay into forward and backward
delays [39], but we show that CC can use INT to separate
congestion signals of forward and reverse path and avoid the
overhead of maintaining a synchronized clock.
Summary of the above three scenarios: many existing CC

1Although the victim flow always faces a higher delay than the other two
flows, its throughput didn’t reach 0. The reason is that flow-scaling, designed
for windows<10 [35], rises victim’s target delay.

Figure 3: Flows react to reverse-path congestion.

algorithms – when using loss, ECN, delay, or INT signals –
react to every congested hop along the path, rather than only
the congestion on the bottleneck hop. To put it another way,
all flows going through a congested hop react the same way,
either increase or decrease their rate, regardless of whether
they have achieved their fair share or not. In §3.1, we show
how Poseidon solves this problem by reacting to congested
hops only for flows that reached their fair share.

2.1.4 Slow Convergence and Throughput Oscillation
An efficient CC algorithm should converge quickly to the
right rate when the flow’s rate is far from it and stay near
it in a stable fashion. However, because many existing CC
algorithms [8, 32, 35, 40] do not know the fair-share rate or
how far they are from that rate, they rely on an AIMD, a
well-understood algorithm that converges to fairness.

However, AIMD causes slow convergence for large win-
dows and an unstable rate for small windows because AIMD
increases the congestion window (cwnd) by a fixed amount
every RTT. On the one hand, as cwnd becomes larger, the
increase ratio compared to the window size becomes smaller:
An increase of 1, takes 5 RTTs to double a window of 5,
but 50 RTTs to double a window of 50. Slow cwnd growth
can be particularly detrimental in workloads that desire high
throughput from a few flows per host (e.g., ring topology in
ML applications). On the other hand, as we increase the num-
ber of flows and get smaller cwnd, the effect of the increase
amplifies for windows close to the additive factor. (Each one
of 500 flows with a window of 1 may double its rate.) This
causes oscillating cwnd in high-degree incast applications
(e.g., shuffle [1]). A CC algorithm may use a combination
of a multiplicative factor and additive factor [7, 40] for faster
ramp-up, but still, the disproportionate effect of the additive
increase component will manifest for a small cwnd.

The root cause is that AIMD was designed to provide fair-
ness regardless of the quality of the signal (e.g., a binary loss
signal in TCP Reno). Yet, it is used in many modern data-
center CC [8, 35], including the ones based on INT [40]. If
we knew the fair-share from switches, we could converge
faster [22, 34], but such solutions are hard to deploy. Instead,
in Poseidon, flows can estimate if they are close or far from
the fair-share and adjust the step size accordingly to converge
faster and have a more stable throughput around the fair-share
rate (§3.3), similar to some previous CC algorithms designed
to facilitate large WAN BDPs [18, 28].

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    257



Figure 4: An example of Poseidon MPD signal propagation.

2.2 Deployment
Brownfield deployment. An important requirement for de-
ploying INT in production is to support brownfield deploy-
ments. Hardware may be replaced gradually, from the ToR
level to higher levels, or from one pod to another [26]. This
transition phase can last for years [47]. INT may not be en-
abled on some switches, and at any point, we may want to roll
back to disable INT without coordinating hosts and switches.
Therefore, even if we use a separate queue for the new traf-
fic [35], we still have to address the following requirements:
1. Being able to route the traffic regardless of whether a

switch has INT enabled or not: While two hosts can coor-
dinate their capabilities during a connection’s initial hand-
shake, we don’t want any coordination between hosts and
switches or switches with each other in order to forward
packets and use ECMP. This places a tight requirement on
the format of INT packets, as discussed in §4.2.

2. Getting some gains on an incremental INT deployment:
Even though only a subset of hops supports INT, the CC
algorithm should still benefit from that partial information.

3. Fair interaction between flows that have INT support on
every hop and those that have it only on a subset of hops.

In §4.1, we explain why adjusting the target helps deploy
Poseidon in brownfield. We also present our solution to com-
bine end-to-end delay and max-hop delay to keep fairness
while providing some incremental benefit in brownfield.

Low-overhead non-intrusive INT. For easy deployment,
we prefer coordinating the least number of components and
sustaining minimum overhead. Above, we mentioned that
the traffic must go through the brownfield without any co-
ordination between hosts and switches. At the end-host, we
also want minimum coordination between applications, net-
working stack, and NIC. For example, a fixed INT length is
preferred as it doesn’t change MTU.

We want INT on all packets, so its overhead regarding band-
width and packet processing in the hosts, NIC, and switches
is important. Small INT length is preferred for low bandwidth
overhead and easy deployment in offloaded NICs [10, 11]. Fi-
nally, INT information cannot be encrypted, require complex
functions, or rely on the per-flow state in the switch.

There are multiple formats for supporting INT, two of
which are IFA [36] and P4-INT [2]. These formats differ
in multiple aspects. Instead of proposing yet another format,
we describe the features required for an INT format to be
deployable in a production datacenter for CC. §4.2 covers
these requirements and how the formats satisfy them.

Figure 5: Delay is bounded by the faster flow’s target.

3 Design
Poseidon achieves high link utilization, low queuing delay,
network-wide max-min fairness, with fast convergence and
stable per-flow throughput. In this section, we describe the
design of Poseidon: First, we introduce a key idea that allows
Poseidon to only react to the bottleneck hop (§3.1). Next, we
demonstrate how Poseidon guarantees fairness on a single hop
(§3.2) and how decoupling the fairness from the fixed increase
in AIMD allows us to introduce an adaptive increase/decrease
algorithm that achieves faster convergence and more stable
throughput than AIMD (§3.3). Finally, we show that Poseidon
achieves network-wide max-min fairness (§3.4).

3.1 Key-idea: Only React to Bottleneck Hop
Poseidon only reacts to the bottleneck hop by decreasing
the congestion window only if the flow got the fair-share
on congested hops over its path. We explain how to do that
without knowing the fair-share. Poseidon compares a delay
signal with a target delay to increase or decrease the window.
The key idea is in the definition of the delay signal and target:
1. It applies the target to the maximum per-hop delay

(MPD) to allow flows to react to the most congested hop.
2. It adjusts the target based on the throughput of the flow

to make sure only the flows that get the highest rate on the
hop reduce their windows.

Figure 4 illustrates an example of how max per-hop delay is
propagated. Each packet carries the MPD and each hop up-
dates it. The ACK packet will reflect MPD back to the source.
Note that Poseidon could naturally support heterogeneous
link bandwidth in the network.

Now we describe each point in more detail. Every flow tries
to maintain the maximum per-hop delay (MPD) close to a
maximum per-hop delay target (MPT), namely, increasing
the congestion window when MPD≤MPT to keep the link
busy and decreasing the window when MPD > MPT to limit
the congestion. MPD adds small and fixed overhead to packets
and is one of the important designs to find the bottleneck hop:
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In the max-min fair state, the hop with maximum latency is
the bottleneck hop of the flow for Poseidon; otherwise, the
flow has not reached its fair-share along its path (§3.4). The
former case must decrease the congestion window, and the
latter must ignore the congestion and increase the window.
We achieve that by adjusting the target.

Poseidon calculates MPT for each flow based on its rate:
the larger the rate is, the smaller MPT will be (§3.3 defines
the function). This means that flows with higher rates have
lower targets, thus decreasing their window earlier and more
aggressively2. This became possible using INT, as now all
flows competing in the same queue tend to observe the same
congestion signal (per-hop delay). Figure 5 shows an example:
As the arrival rate on the link goes over the line rate at time
t1, a queue builds up. The hop delay grows over the target
of faster flow, red, and forces it to reduce its window at t2.
However, the slower flow, blue, can still increase its window
(solves §2.1.1). Interestingly, this means that given the same
congestion signal from the network, some flows increase and
some decrease their rate. In the next section, we demonstrate
how Poseidon achieves fairness given this flexibility without
relying on an additive increase.

Algorithms 1 shows how Poseidon updates the congestion
window (cwnd). The pacing only happens when the cwnd is
less than 1, similar to Swift [35]. Note that the multiplicative-
increase (MI) happens per packet, thus Line 5 in Algorithm 1
has to approximate the ratio for each packet, while cwnd
decreases happen only once per RTT, thus it is a simple multi-
plication. The retransmit and recovery functions are included
in Appendix A.

3.2 Single-hop Fairness
We show that with the right increase/decrease functions, Po-
seidon can achieve fairness on a single hop. The AIMD algo-
rithm benefits from the fact that all flows either increase rate
with the same amount or decrease rate with the same ratio [19].
However, because of Poseidon’s rate-adjusted target delay and
delay-based increase/decrease function, Poseidon has a new
case, where faster flows decrease rate while slower flows in-
crease rate. This happens if the queuing delay is higher than
the faster flow’s target, but lower than the slower flow’s target.

To prove that Poseidon can achieve fairness, we show that
fairness improves in all possible cases:
1. MPD is low, and all flows increase rate.
2. MPD is high, and all flows decrease rate.
3. MPD is high, some faster flows decrease, other slower

flows increase their rate.
Assume a queue with two flows A and B with rates a and b

where b> a. As a result, the target of A is larger than the target
of B (T (a)> T (b)). In Figure 6, the fairness is graphically de-
fined as the angle between the actual bandwidth share and fair-

2In rare cases, the queuing delay of a port may jump over the target of
both fast and slow flows because of synchronized packet arrival. We make
sure that faster flows with smaller targets decrease more aggressively (§3.3)

Algorithm 1: Poseidon’s Main Algorithm
Input: mpd: maximum per-hop delay,
cwnd: flow’s congestion window size,
rtt: round-trip time,
now: current timestamp
Parameter :min_md: minimum MD ratio,

max_mi: maximum MI ratio,
min_cwnd: minimum cwnd,
max_cwnd: maximum cwnd

1 Function ReceiveACK():
2 mpt← T ( cwnd

rtt )
3 update_ratio←U(mpt,mpd)
4 if mpd ≤ mpt then
5 cwnd←

cwnd ∗
(

1+ update_ratio−1
cwnd ∗num_acked

)
6 else
7 if now− t_last_decrease > rtt then
8 cwnd← cwnd ∗update_ratio

9 return cwnd

10 Function Poseidon():
11 cwnd_prev← cwnd
12 if is_ack then
13 cwnd← ReceiveACK()

14 else if is_retransmit then
15 cwnd← RetransmitTimeout()

16 else if is_ f ast_recovery then
17 cwnd← FastRecovery()

18 cwnd← clamp(cwnd,min_cwnd,max_cwnd)
19 if cwnd < cwnd_prev then
20 t_last_decrease← now

21 pacing_delay← 0
22 if cwnd < 1 then
23 pacing_delay← rtt

cwnd

24 return cwnd, pacing_delay

share line. We define the update function U(T (rate),delay)
as the multiplicative factor (where new_cwnd = cwnd×U())
with a specific flow rate and network delay. In order to con-
verge to the line rate, it is ≥ 1 if the delay is less than or equal
to the target and < 1 if the delay is more than the target3.

U(T (rate),delay) =

{
≥ 1,delay≤ T (rate)
< 1,delay > T (rate)

(1)

In all three cases, if we want to guarantee that the fairness
improves, the updated rates should stay in the red triangle

3We assumed, in average, if arrival rate < line rate, delay is low, and if
arrival rate > line rate, delay increases.
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Figure 6: Poseidon updates the rate (in the purple area) such that it increases fairness (red) toward the line rate (blue). b) the
queue is under-utilized and both flows increase rates; c) the queue is overloaded, and both flows decrease rates; d) the faster flow
decreases, and the slower flow increases its rate.

(a) AI takes 50 RTTs from 1G to
50G, Poseidon takes around 15 RTTs
and is stable at the fair-share rate.

(b) Poseidon target function has high
resolution over all spectrum of rate
(min-rate=0.02G, max-rate=200G).

Figure 7: The ramp-up using adaptive step sizes is fast and
slows down near the target for stability.

(Figure 6(a)). One side of the triangle is defined by the cur-
rent ratio of rates, and the other side is symmetric across the
fair-share line. If we assume a < b and the delay is D, this
requirement can be written as:

a
b
<

b ·U(T (b),D)

a ·U(T (a),D)
<

b
a
,∀a < b,∀D > 0

a2

b2 <
U(T (b),D)

U(T (a),D)
< 1,∀a < b,∀D > 0

(2)

In summary, Poseidon achieves high link utilization and
fairness if the functions T () and U() satisfy Eq. 1 and Eq. 2.
Figure 6 illustrates Eq. 1, updates that allow full link utiliza-
tion, in blue color, and Eq. 2, updates that converge toward
fairness, in red. The desirable overlapped area is marked in
purple. The additive increase will be in parallel to the fair-
share line, and the multiplicative increase/decrease with the
same ratio stays on the same edge of the red triangle where
the node (a,b) is (Figure 6(a)). For case 1 in Figure 6(b), the
red area ensures the fairness is improved, and the blue area
ensures all flows increase their rate; for case 2 in Figure 6(c),
the blue area ensures all flows decrease their rate; for case 3
in Figure 6(d), the blue area ensures the slower flow increases
rate while the faster flow decreases rate. Next, we introduce a
target function T () and the update function U() which satisfy
the above requirements and have more desirable properties.

3.3 Adaptive Update Steps
Based on §3.2, Poseidon can use any function that satisfies
Eq. 1 and Eq. 2. But we designed the following functions to
leverage the distance between the target and max-hop delay
to not only decide whether to increase or decrease, but also
adjust the update ratio adaptively to reach a better trade-off
between stability and fast convergence. Appendix B proves
that they satisfy Eq. 1 and Eq. 2:

T (rate) = p · ln(max_rate)− ln(rate)
ln(max_rate)− ln(min_rate)

+ k

min_rate < rate < max_rate, p > 0,k > 0
(3)

U(T (rate),delay) = exp
[

T (rate)−delay
p

·α ·m
]

where α = ln(max_rate)− ln(min_rate)
(4)

rate is cwnd ∗MTU/RT T . k defines the minimum target
delay; p tunes the maximum target when the rate is equal to
min_rate and decides how far-apart the target of two flows
with close rate can be. In practice, the target cannot be lower
than a limit without decreasing the throughput because syn-
chronized arrivals can cause premature window decrease. The
target cannot be very large too because a) it can cause packet
drops in switches when the target delay exceeds the queue
capacity; b) as long as we achieve high utilization, we prefer
to back-pressure hosts to leverage other mechanisms such as
load-balancing and admission control for isolation. We use
min_range and max_range to not waste the target range for
differentiating rates that only happen rarely [35]. m defines
the “step” when updating the rate. The larger m is, the slower
the rate of update will be (sensitivity analysis is in §5.6.2).

When |T (rate)− delay| → 0, then U(rate,delay) → 1.
This means when the delay is far away from the target, flows
increase/decrease more drastically for faster convergence, and
when the delay approaches the target delay, the steps will
be more gentle to achieve stable flow rates (solves §2.1.4).
Figure 7(a) shows how the flow can quickly increase its rate
to reach 50 Gbps using the adaptive solution. We explain the
intuition behind the update function with an example. Assume
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the rate of a flow is x, and the target delay is D. We define
the target rate r, such that T (r) = D thus U(r,D) = 1. We can
rewrite the update function for the flow as follows (calculation
is in Eq. 11):

U(x,D) =
U(x,D)

U(r,D)
=
( r

x

)m
(5)

Thus, the update function is only related to the ratio of r
and x; when x is far-away from r, the change will be larger.
Poseidon updates the rate of flow from x to r in one RTT, be-
cause x ·U(x,D) = r if m = 1, and for m < 1, it will take more
RTTs because x ·U(x,D)m = r. In this way, the parameter m
controls how fast Poseidon converges to the fair-share rate.

A legitimate alternative for T (rate) is α√
rate +β which is an

extension of the Swift flow-scaling (Appendix §C). However,
we designed Eq. 3 because it gives a meaningful difference
between the target of flows over all rates: The target of a flow
with rate a and c ·a have a fixed difference T (a)−T (c ·a) =
ln(c)/p, providing uniform resolution across all ranges of
rates (Figure 7(b)). This generalizes Swift’s use of 1/

√
cwnd

for target flow scaling (§3.5 of [35]), which only provides
high resolution for small windows. Similarly, an option for
the update function is to use the ratio of target over delay,
similar to Swift. Appendix B.3 shows why distance provides
a better result in high concurrency scenarios.

3.4 Network-wide Max-min Fairness
The key designs of Poseidon to achieve network-wide max-
min fairness are: 1) only react to the max-hop delay; 2) the
target delay of a flow increases when the flow rate decreases.
We will start from the definition of max-min fair and then
show how the above two designs achieve max-min fairness.

Definition 1 (Max-min Fairness [16, 38]). A feasible alloca-
tion of rate~x is “max-min fair” if and only if an increase of
any rate within the domain of feasible allocations must be at
the cost of a decrease of some already smaller rate. Formally,
for any other feasible allocation~y, if ys > xs (s is a flow), then
there must exist another flow s′ such that xs′ ≤ xs and ys′ < xs′ .

For a certain network and workload, the max-min fair allo-
cation is unique [38]. In the max-min fair allocation, for each
flow, there is a unique queue (switch port), which restricts the
rate for that flow. We denote this queue as a flow’s bottleneck,
and the flow’s rate should be the fair-share rate of that queue.
(As a special case, a flow’s bottleneck can also be the source
or destination host, if either of them restricts the rate of the
flow.) Specifically, we can conclude the following Lemma
from the above definition (proved in Appendix D):

Lemma 1. When achieving network-wide max-min fairness,
each flow will have the largest rate among all flows on its
bottleneck hop and not on any other saturated hop.

Formally, for the “max-min fair” allocation~x, for any flow s,
denote the flows that traverse s’ bottleneck as {b1,b2, ...,bk},

Figure 8: The stable state of max-min fairness among 3
switches with 100 Gbps links.

Figure 9: Only the queuing delay on red flows’ bottleneck
(switch 1) can reach red flows’ target.

then for any flow bi, xs ≥ xbi . Denote the flows that traverse
one of the saturated non-bottleneck hops of s as {c1,c2, ...,ck},
then there must exist some c j such that xc j > xs.

With the above definition and Lemma, we first give an
intuition about why Poseidon could converge to the max-min
fair state from any initial state.

With other CC algorithms, the hop with max queuing delay
for a flow may not be the bottleneck hop based on the max-
min fairness. Thus, using INT naively and reacting to the max
delay cannot lead to max-min fairness. However, Poseidon
uses a monotonically decreasing target function, which lets
faster flows have lower target delay. With this design and
Lemma 1, a flow should have the smallest target among all
other flows on its bottleneck, and its target is never the small-
est on other congested hops. Moreover, the delay on a queue
will generally remain close to the minimum target among
all flows on that queue. So gradually, the delay may reach a
flow’s target on its bottleneck; but on other congested non-
bottleneck hops, the delay is not able to reach its target. Thus,
in Poseidon’s final stable state, the max hop delay must
come from flow’s bottleneck. And because each flow only
reacts to its bottleneck, it achieves fairness on the bottleneck
with other flows that have the same bottleneck (§3.2). Then,
the network-wide max-min fairness is achieved by Poseidon.

We provide an example in Figure 8 where green flows have
higher rates than red and blue flows in max-min fair state,
rgreen > rred = rblue, so green flows also have smaller targets,
namely, T (rgreen)< T (rred) = T (rblue). Switch 1 is the bottle-
neck of red and blue flows, and switch 2 is the bottleneck of
green flows. On switch 2, the delay is similar to the target of
green flows, dsw2 ≈ T (rgreen), because the moment the delay
passes the target, green flows reduce their rate. Meanwhile,
red and blue flows have higher targets than the delay dsw2, as
shown in Figure 9(b). This prevents red flows from reacting
to the queuing on switch 2, which means every flow only
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reacts to its bottleneck and maintains max-min fairness. This
property of Poseidon solves the problem mentioned in §2.1.2.

Theorem 1. Poseidon converges to the max-min fairness.

To formally prove that the network converges to the max-
min fair state, we use induction to prove that each queue
achieves max-min fair. Denote the max-min fair rate alloca-
tion as ~x, and for each queue, we denote the fastest flow’s
rate on that queue as Rx

q. Then we sort all the k queues
in the network according to Rx

q from smallest to largest:
Rx

q1
≤ Rx

q2
≤ ... ≤ Rx

qk
. For any other flow rate allocation ~y,

with induction: (1) we prove that the queue q1 will converge
to the max-min fair allocation; (2) assuming the queue q1 to
queue qm have already converged to the max-min fair alloca-
tion~x, we prove that the queue qm+1 will also converge to~x.
A detailed proof is provided in Appendix §E.

4 Deployment
Here, we discuss the design decisions that facilitate the de-
ployment of Poseidon in a large-scale datacenter network.
Firstly, Poseidon provides benefits even if only part of the
network supports INT (incremental deployment), and bounds
the unfairness between flows that see INT vs those that do not.
Secondly, Poseidon allows old switches to transparently route
INT traffic, adds minimum overhead to packets and switches,
and requires no changes in applications or NICs.

4.1 Brownfield Deployment
For a network where a subset of switches can provide hop
delay information, Poseidon splits the fabric delay into two
parts: the MPD from switches equipped with INT; and the
delay from the rest of the path. This is calculated based on
the end-to-end delay, using the NIC timestamp similar to
Swift [35], minus the max-hop delay (both forward and back-
ward). Then we apply Poseidon based on the maximum of
the two. Note that this solution is not robust to reverse-path or
multi-hop congestion happening in the hops that do not have
INT, but still provides incremental benefits (§5.5).

The fairness issue is only relevant if the bottleneck hop of
the two flows is the same. Consider two flows A and B and
three switches, X, Y, and Z. A goes through switch X to Z,
and B goes through Y to Z. The common switch, Z, is the
bottleneck, X supports INT and Y doesn’t. If Z has INT, both
flows get the right feedback about Z in max-hop delay. There-
fore, we get partial benefits. If Z doesn’t have INT, the fabric
delay of flow A doesn’t include the delay of X, but for flow
B it will include the delay of Y. Therefore, flow B observes a
high delay and may decrease its window sooner. However, we
argue that this decrease will be minimal and bounded because
of target scaling. As the rate of flow B goes down, its target
will go higher. The moment the target increases by the delay
at hop Y, the rate of flow B will stabilize.

Interestingly, the above argument suggests that in order to
get most of the benefit, we should prioritize deploying INT

in the usual congestion points (ToRs with oversubscribed
uplinks or incast in downlinks). We evaluate this in §5.5.

4.2 A Deployable INT Format for CC
In this section, we describe the requirements for deploying
INT in datacenters for CC and compare existing INT formats.

4.2.1 Requirements
We consider both the INT metadata that we ask from each
hop and how/where we put it inside the packet.

Make INT information available to the sender for CC:
INT metadata on the forward path should be reflected in the
reverse path ACKs for CC signaling. Ideally, ACKs could
reflect opaque information that could be carried in the INT
header but not be replaced by switches. Or, similar to ECN,
INT could be marked by switches in the forward direction
and echoed back to the sender in L4 headers.

Low-overhead INT metadata: For simplicity and precision,
we want INT on all packets, thus its bandwidth and pro-
cessing overhead must be low. Having many metadata fields
per packet adds bandwidth overhead [15] and is costly for
switches, NICs, and offloaded transports to process [11].

Fixed-sized INT metadata: Per-hop INT metadata makes
the number of INT fields not only large but also variable.
This is bad for two reasons: a) It is wasteful to reduce MTU
for the worst case because link failures may add more hops
to packets transiently, so that the number of hops is long-
tailed. A smaller MTU means more packets to be processed
by hosts and switches. b) Variable-sized INT metadata is more
complex to parse at switches, offloaded transports, and mid-
dleboxes if they access bytes after the INT header. Therefore,
for the CC use case, it is essential for an INT format and its
implementation in the switch to use fixed-size INT metadata,
and support aggregation functions (e.g., max/min/sum) that
can overwrite the information from the previous hop.

Implementable in dataplane at line rate: The aggregation
function must require minimal state and computation in the
switch. This means that it must be simple (e.g., max/min/sum)
and not require per-flow state.

Transparent to routing: Many datacenters use a hash-based
scheme (ECMP [30], WCMP [48]) to balance the load over
multiple ports. Such schemes may use the 5-tuple and/or
IPv6 flow label. A brownfield deployment requires a scheme
that balances load efficiently for packets with/without INT
metadata in switches with/without INT support. For switches
without INT support to balance INT traffic, they must be able
to find and parse L4 headers. Thus, we either need to a) put
INT metadata after L4, b) enable switches to pass over the
INT metadata by adding it as a sub-header in headers that
support extensions, such as VLAN-tag, MPLS-tag, IP option,
GRE shim layer, or VXLAN shim layer. We believe option (a)
is easier to deploy as it is transparent to the network, and thus
works with different L2/L3 protocols, with virtualized and
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Figure 10: INT packet format in a) In-band Flow Analyzer (IFA) b) P4-INT

non-virtualized traffic, and with other boxes (except special
middleboxes, which are usually implemented in extensible
software anyway [23, 43], and don’t need to parse INT).

Compatible with encrypted packets: Many cloud providers
encrypt network traffic inside datacenters [4]. But switches
must be able to change INT data. Fortunately, recent NIC
encryption modules such as PSP [6] allow passing an offset
in the packet descriptor to only encrypt the bytes after. PSP
also only authenticates the bytes after its header. For UDP
checksum, PSP requires its implementation to support zero
values (thus there’s no need to rely on switches, even though
programmable switches can update that). We also verified
that we can change where the NIC expects the PSP header.

4.2.2 INT formats
Figure 10 shows two predominant INT formats in the context
of IPv4; the IPv6 format is similar. Poseidon is possible on
both formats, but a few improvements help its deployability.

IFA [36] indicates the presence of INT with a special proto-
col value in the IP header and adds part of the header between
the IP and L4 header. P4-INT [2] indicates INT using a DSCP
(traffic class) value/bit and puts all metadata after the L4
header. In order to use ECMP on switches without changing
their configuration, we prefer to not change the location of L4.
Still, IFA can be used on most switches by first changing the
expected location of the UDP header for IFA packets (using
User Defined Fields, UDF) and then rolling out INT. IFA also
supports a format that puts INT metadata at the tail of the
packet to avoid changing the location of L4.

Neither of the formats has a place to reflect the forward
path INT. But given that the switches in the reverse path don’t
need to read the forward path INT, the receiver can just reflect
the INT metadata in L4 headers, and the sender networking
stack will consume it along with the INT metadata.

Neither of the formats defines a max calculation action,
however, they allow extending the action vector.

Finally, we believe an overhead of 12B for sending a 2B
metadata is excessive for small packets and look forward
to working with the community to reduce overhead while
maintaining protocol flexibility.

5 Evaluation
First, §5.1 explains our prototype implementation on a testbed
with a production networking stack and NIC to highlight the

ease of implementation and show the robustness of Poseidon
to multi-hop and reverse-path congestion. Then we use sim-
ulations to explain how and why Poseidon is robust in those
scenarios (§5.2). §5.3 shows that the adaptive window up-
date enables faster convergence and better stability. Next, we
present the aggregate benefit of the above techniques on op la-
tency (flow completion) in multiple scenarios (§5.4). Finally,
we wrap up with brownfield results (§5.5) and a parameter
sensitivity analysis (§5.6). We use Swift, a practical CC de-
ployed at scale, and HPCC, the state-of-the-art in INT-based
CC, as our main points of comparison.
Simulation setup: We implemented Poseidon along with
Swift and HPCC in the OMNeT++ packet simulator and sim-
ulated a Clos network of 200 Gbps links, with 245 ns link
delay (including 230 ns FEC delay), 600 ns switch delay,
64 MB buffer size, and 4096 Bytes MTU size. For Poseidon,
we set the parameters in Eq. 3 and Eq. 4 as p = 40, k = 2,
m = 0.25 based on §5.6.2. For Swift, we follow the best pa-
rameters in [35] and set the base delay to 25 µs, the max flow
scaling to 100 µs, and the hop-based scaling to 1 µs per hop.
We verified the fidelity of the simulator by comparing it to
the result of the testbed. Note that RTT here is calculated
based on NIC timestamp and doesn’t include the delay in the
networking stack at the host. For HPCC parameters, we use
the values from the paper [40]. To be fair in our comparisons,
we enable pacing only when cwnd < 1, similar to Swift4.

5.1 Implementation in Testbed
For the host networking stack, we change Swift implemen-
tation in a transport stack similar to Pony Express [41] to 1) at
the sender, add a 2-bytes INT header for max-hop-delay right
after L4; 2) at the receiver, reflect back the max-hop-delay in
another 2-bytes in the payload; 3) at the sender, update the
congestion window based on Poseidon algorithm in §3.3.

For network switches, we extract the queuing delay at
the egress pipeline and update the max-hop-delay in the INT
header. We implemented the P4 program with only 2 lines of
P4 code (Listing 1) and 16 lines of parser/deparser code in
a Tofino switch. Moreover, we verified that packets with or
without INT headers can both be routed.

Our testbed only has two hosts and one switch (Fig-
ure 11(a)). To simulate congestion from multiple hosts, we cre-
ate 8 virtual interfaces in hosts with 100G links and route the

4HPCC always paces packets, but that is costly in software and hardware.
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bit<16> queuing_delay =

(bit<16>) (eg_intr_md.deq_timedelta >> 8);

hdr.telemetry.max_hop_delay =

max(hdr.telemetry.max_hop_delay, queuing_delay);

Listing 1: Core P4 code for telemetry in Poseidon.

Figure 11: Testbed with 8 virtual sender/receiver ports

traffic insides the switch based on the virtual IPs into separate
loopback ports. Each port, loopback at MAC layer, is config-
ured to 10Gbps and plays the role of a virtual sender/receiver
(Figure 11(b)). Ports 0-7 receive traffic from host 1, and ports
8-15 pass the traffic to host 2.
Testbed Results: To create multi-hop and reverse-path con-
gestions from Figure 2 and Figure 3, we route the flows
between virtual senders/receivers as Figure 12(a) and Fig-
ure 13(a) show. For the multi-hop congestions, Poseidon could
fairly share the bandwidth between background flows and the
victim flow, while Swift only spares 0.16 Gbps for the victim
flow in Figure 12(b). For the reverse-path congestion, Posei-
don could achieve line rate for the victim flow, while Swift
could only achieve 1.91 Gbps (similar throughput as the flows
on the reverse-path) as shown in Figure 13(b).

5.2 Robustness From Max-min Fairness
Poseidon achieves fairness in multi-hop congestion. Con-
sider the scenario in Figure 14(a) where we have M green
flows at Rack 0 and N blue flows at Rack 10. We add more
flows to change M and N to create different multi-hop conges-
tion scenarios. With Swift, the moment we have congestion
at multiple hops (M > 0 and N > 0), the victim flow, red,
cannot compete with other flows (Figure 14(b)). The reason is
that Swift reacts to the inflated sum of delays (Figure 14(c)).
Therefore, the victim reduces its congestion window until
its scaled (because of flow-scaling) target delay matches this
larger end-to-end delay. HPCC and DCTCP also react to the
congestion at any hop, thus when M = N, the victim does an
MD when either of the hops gives a congestion signal (ex:
ECN) and cannot achieve the fair rate.

Poseidon, however, allows the victim flow to achieve its
max-min fair share (200Gbps/max(M + 1,N + 1)) by only
reacting to the bottleneck hop where it gets the fair-share.
One reflection is that Poseidon’s congestion signal, max-hop
delay, and target only changes when the bottleneck hop or its
congestion changes. For example, they stay the same when

(a) Victim from virtual host 2 (vh2) contends
with 2 flows on port 16 and 2 flows on port 10.

(b) Victim achieves fair-
share rate in Poseidon.

Figure 12: Multi-hop congestion. (Linerate: 10 Gbps)

(a) 4 flows create a congestion on the victim’s
reverse-path.

(b) Victim achieves liner-
ate (10 Gbps) in Poseidon.

Figure 13: Reverse-path congestion. (Linerate: 10 Gbps)

M changes from 0 to 2, but change when N increases from
2 to 9 in Figure 14(c) and Figure 14(d). Although the victim
flow experiences higher RTT than other flows, Poseidon uses
a higher congestion window to achieve the fair rate. Another
interesting point happens when both hops have the same fair-
share rate (M = N). Although the delay of both hops is close
to the target (Figure 14(d)), with a rate-adjusted target, the
moment the victim reduces its window, Poseidon raises its
target and will not react to the max-hop delay until the rate
increases again. §5.6 shows that both max-hop latency and
scaling the target are necessary to achieve fairness.
Poseidon utilizes forward path regardless of reverse-path
congestion. Reproducing the scenario in Figure 3, Fig-
ure 15(a) shows that with Swift, as the number of flows on
the reverse-path, N, increases, victim’s throughput decreases
to the fair-share rate in reverse-path. However, with Posei-
don, the victim could maintain 200 Gbps (line rate). The
reason is that Poseidon only uses the max-hop delay from
the forward path, which is not affected by the reverse traffic
(Figure 15(b)). HPCC doesn’t have this problem since it only
uses INT information on the forward path.

5.3 Fast Convergence and Stability
Figure 16 shows the rate of flows in Swift and Poseidon as
we add competing flows one by one and then remove them.
At a single hop, not only does Poseidon achieve the fair-share,
similar to Swift, but also lower throughput variation, hence
better stability. Next, we evaluate Poseidon’s convergence
time and throughput stability.
Poseidon converges fast for flows with large windows. Fig-
ure 17(a) shows the ramp-up phase of a flow, growing its
window to a large value. This flow is competing with another
one on a 200G link. First, the ramp-up shows that Poseidon
does fewer rate reductions than Swift and HPCC. Second,
it shows that Poseidon achieves a super-linear ramp-up at
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(a) Multi-hop congestion scenario (b) Victim flow’s rate (c) Victim’s delay signal (d) Victim’s target & per-hop delays

Figure 14: Multi-hop congestion with the same or different fair-share rate on different hops (linerate: 200 Gbps).

(a) Victim’s rate is protected by Po-
seidon (linerate: 200 Gbps) from the
congestion on the reverse-path.

(b) Victim’s congestion signal never
changes for Poseidon, despite in-
creasing delay on the reverse-path.

Figure 15: Reverse-path congestion: N reverse flows

(a) Single hop fairness in Swift (b) Single hop fairness in Poseidon

Figure 16: Fairness on a single hop with step-in&out flows,
throughput is measured every 50 µs.

the beginning, and the rate of growth decreases as it reaches
the fair-share rate as expected in Figure 7(a). As a result,
Poseidon converges around 12× faster than Swift and HPCC.
Poseidon achieves stable throughput for flows with small
windows. Figure 17(b) shows the throughput for a flow com-
peting with N−1 others on a hop. Poseidon reduces the stan-
dard deviation of throughput by 24× for N = 200 (70% on
average over the four cases). As mentioned in §3.3, the reason
is that AIMD in Swift and HPCC becomes more aggressive
for smaller congestion windows. By contrast, Poseidon uses
an adaptive update ratio to adjust the congestion window.
Poseidon keeps link utilization high with low RTT. Posei-
don achieves a smaller RTT than Swift for flows across differ-
ent rates, which means lower latency for small messages. For
example, Figure 18 compares the RTT over different num-
bers of flows in two cases: large window and small window.
Swift cannot use a very low target delay because, for high link
utilization, it has to accommodate the summation of delays
on multiple hops and the variation of delay in a high-degree
incast caused by AI (Figure 17(b)). Since the adaptive up-
date ratio can stabilize the rate, Poseidon could afford to use
a tighter target and achieve high link utilization and small

(a) Fast convergence for big windows (b) Stability under high concurrency

Figure 17: Poseidon achieves fast convergence for flows with
large windows & stable rate for flows with small windows.

(a) Large window: +1 flow per 25ms (b) Small wnd: +50 flows per 25ms

Figure 18: Poseidon achieves lower RTT than Swift by keep-
ing queues short and stable.

queues at the same time. HPCC, however, achieves lower
RTT than Poseidon as it targets near-zero in-network queues
at the cost of op latency (§5.4).

5.4 Application-level Improvements
A key application-level performance metric is op latency,
namely, the time from a message was enqueued for sending
to its completion [22]. We create two scenarios on two racks
(A and B) with 3:1 oversubscription and compare op latency
for 128 KB messages:

1) Uniform Random (UR): Rack A sends 960 Gbps to
Rack B (60% uplink load), while Rack B sends 480 Gbps to
Rack A (30% uplink load). The source and destination hosts
are randomly chosen. Poseidon has a 61% lower median and
14.5× lower 99.9p op latency than Swift (PLB [44] enabled),
44% lower median and 5.49× lower 99.9p op latency than
HPCC in Figure 19(a). This mostly comes from robustness to
reverse-path and multi-hop congestion.

2) Uniform Random with Rotating Incast (UR+RI): A and
B communicate similar to UR scenario, but Rack A also suf-
fers from rotating incast from 100 hosts in other racks (not
A or B). The incast traffic has 100 flows with 0.5 Gbps load
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(a) Uniform random (UR) (b) UR + Rotating Incast (RI)

Figure 19: Poseidon improves op latency (FCT)

(50G in aggregate) and changes its target after sending a mes-
sage from each host. Poseidon achieves 56% faster median
and 41× lower 99.9th op latency for UR traffic than Swift
(PLB [44] enabled), 51% faster median and 6.25× lower
99.9p op latency than HPCC in Figure 19(b). Besides being
robust to reverse-path congestion, Poseidon allows UR flows
to ramp up faster than Swift when the rotating incast targets
another victim.

5.5 Brownfield Evaluation
With brownfield deployments, Poseidon achieves partial per-
formance gains over Swift. We repeat the UR scenario ex-
plained in §5.4 over 4 racks. There are 24 hosts in each rack
connected through 6 hops to hosts in other racks. Only ToRs
have 3:1 oversubscription. Figure 20(a) compares the op la-
tency of Poseidon with INT at all switches vs. Poseidon in the
brownfield where only 2 or 4 ToRs support INT. It shows that
Poseidon can achieve most of the gains compared to Swift in
the brownfield.

To evaluate the fairness scenarios in §4.1, we use the topol-
ogy in Figure 14(a) and enable INT only on Rack 10. We
make sure all blue flows send to the same host and all green
flows send to another to create congestion on multiple hops
for them. In Figure 20(b), when M = 2,N = 9, the bottleneck
of red and blue flows is on Rack 10 that has INT, thus vic-
tim and other blue flows reach the fair rate (20 Gbps). When
M = 9,N = 2, the bottleneck of red and green flows is on
Rack 0, which doesn’t have INT, and brownfield Poseidon
gives a little more bandwidth to the red flow because the green
flows have to react to the end-to-end delay. The unfairness
is bounded because green flows increase their target until it
covers the sum of delay on their congested hops.

5.6 Sensitivity Analysis
5.6.1 Ablation Study
To show the importance of each major aspect of the Poseidon
design, we use the same algorithm and parameters as Posei-
don, but remove one design aspect each time: 1) maximum
per-hop delay (MPD) information instead of RTT; 2) rate-
adjust target for per-hop delay; and 3) adaptive increase
ratio algorithm instead of AIMD.

Figure 21(a) compares the throughput in the multi-hop
scenario (Figure 14(a)). It shows that network-wide fairness
is only achieved when using both rate-based target scaling

(a) Message op latency shrinks when
more switches are equipped with INT
capability.

(b) Unfairness is bounded when the
bottleneck is not on the INT-capable
switches.

Figure 20: Partial gains and fairness in brownfield Poseidon

and max hop delay. However, removing the adaptive update
ratio will not harm the max-min fairness, and Poseidon can
achieve fairness even using AIMD. Figure 17 has already
shown that AIMD slows down ramp-up and causes wider
throughput variations in the presence of many flows.

5.6.2 Robustness of Parameters
Though Poseidon could achieve the design targets with a
wide range of functions and parameters, it is worthwhile to
understand the trade-off of each parameter. In this section, we
vary the three parameters in Eq. 3 and Eq. 4 and show why
we choose: p = 40, k = 2, and m = 0.25.

ppp controls the range of target scaling, affecting round-trip
time and rate variation. Figure 21(b) shows that when we
have congestion from hundreds of flows, a higher p allows
reacting to rate unfairness faster and reduces rate variations.
However, that means enduring larger RTT in the network.

kkk avoids under-utilizing the link bandwidth. Figure 21(c)
shows the utilization % when we have a few flows on the
bottleneck (where the rate is close to max_rate thus the target
is close to k) vs. the fabric RTT when we have hundreds of
flows. For small k values, the fluctuation of the queuing delay
may lead to link under-utilization as the target is low and
flows reduce the congestion window conservatively. However,
if the value of k is too large, the RTT will increase.

mmm determines the trade-off between the variance of flow
rates and the convergence speed. Figure 21(d) compares the
convergence time in Figure 17(a) experiment and rate varia-
tion in Figure 17(b) for different values of m. Larger m values
improve stability as they dampen the effect of the target in
Eq. 4 but also slow down convergence.

6 Related Work
Delay-based: Swift [35], the basis of Poseidon, is a state-of-
the-art delay-based algorithm that relies on hardware times-
tamps from NICs. Swift has some elements of Poseidon, al-
though for different purposes. 1) It separates fabric delay from
engine delay and tracks a separate congestion window for
each. However, this separation was because of fundamental
differences in congestion at fabric hops vs. hosts, and doesn’t
address fabric issues explained in §2.1. 2) Swift uses a larger
target delay for flows with smaller congestion windows to
address synchronized packet arrival from many flows on a
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(a) Ablation study (b) p: maximum target scaling (c) k: base target (d) m: update intensity

Figure 21: Ablation study in multi-hop congestion scenario and sensitivity analysis over three parameters.

bottleneck link (flow scaling for windows <10), which forces
flows to converge to the same window. Appendix §C shows
even if we combine flow-scaling with max-hop latency, Swift
still faces unfairness. 3) For multiplicative decrease, Swift
decrease depending on how far the delay is from the (almost
fixed) target, but still uses a fixed step for additive increase. At
a higher level, Swift only looks at the end-to-end delay while
Poseidon uses max-per hop latency and rate-based target scal-
ing to respond to the bottleneck hop. Copa [12] adjusts the
target rate based on end-to-end delay to achieve short queues
and fair allocation, but Poseidon compares the max-hop delay
to a rate-adjust target to reach network-wide max-min fairness.

ECN-based: ECN can be seen as a one-bit INT signal from
switches that is set based on a configurable threshold inside
switches. It is successfully deployed in datacenters and used
by end-to-end CC algorithms such as DCTCP [8] because
ECN was non-intrusive (two bits in the IP header) and those
algorithms were deployable in brownfield environments. Still,
ECN-based algorithms do not recognize the bottleneck hop
and all flows react to any hop in their path that marks packets.

Richer signals from switches: XCP [34] and RCP [22] get
help from switches to enable flows to react to congestion
and achieve the fair-share allocation. In particular, XCP intro-
duced the idea of decoupling utilization from fairness. How-
ever, both proved difficult to deploy in datacenters because
of the lack of a brownfield solution and the overhead in high-
speed switches. Poseidon achieves fairness using target scal-
ing and introduces adaptive update ratios to reach better sta-
bility. It is deployable in brownfield and requires minimal
changes in hardware to support max-hop delay in INT.

HPCC [40] uses queue length, timestamp, and tx-bytes
of each hop to estimate in-flight bytes on each link and up-
date a congestion window in an AIMD fashion in order to
achieve very low queuing in the network. However, HPCC
doesn’t recognize the bottleneck hop: high utilization on any
hop along the path should not force a flow that didn’t get the
link’s fair-share to reduce rate. In addition, HPCC assumes
all flows experience the same base RTT, relies on the additive
increase to achieve fairness, doesn’t address brownfield de-
ployment, and requires bandwidth and CPU overhead from
three INT metadata per hop. In contrast, by using a novel
target-scaling solution, Poseidon achieves fairness without
relying on AIMD, supports brownfield deployment, and only

needs a single max hop delay per packet. PowerTCP [7] ar-
gues that CC should react to both absolute CC signal and its
change rate to avoid slow reaction or overreaction to queue
build-up. Poseidon’s adaptive update ratio in Figure 7(a) ad-
dresses this issue. PowerTCP similar to HPCC still looks at
congestion at any hop and uses per-hop INT metadata.
Receiver-driven: NDP [29] and HOMA [42] face challenges
in oversubscribed networks where may have congestion in the
core. However, Poseidon is insensitive to over-subscription,
and we expect similar gains on op latency by applying Posei-
don’s idea to receiver-driven schemes.
Combined with schedulers: HOMA [42] combines a CC
algorithm with a scheduling policy that prioritizes the short-
est remaining flows to achieve shorter flow completion time.
While Poseidon is currently a pure CC algorithm, we believe
it has the potential to be integrated with similar scheduling
policies and preserve the benefits of fast convergence and
robust performance.

7 Conclusion
We proposed Poseidon, a congestion control algorithm that re-
duces op latency through fast convergence and lower latency
and is robust in multi-hop and reverse-path congestion by
leveraging in-band network telemetry (INT) in a novel way.
Poseidon only needs a single max-hop delay per packet from
INT, which makes it easily deployable with low overhead.
We showed how INT packets can be deployed in brownfield
and how Poseidon can still gain from an incremental deploy-
ment. In the future, we plan to implement Poseidon in NIC
offloading protocols (e.g., RDMA), leverage INT to break
down the delay at end-host networking stacks, use INT to
hint path changes to avoid hash collisions [33], and apply
the target scaling idea to other congestion signals, such as
in-flight bytes [40], to achieve lower in-network delay.

This work doesn’t raise any ethical issues.
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A Poseidon Algorithm
Algorithms 2 shows the RetransmitTimeout and FastRecovery
functions called in Algorithm 1 for completeness.

Algorithm 2: Poseidon’s CWND Update Algorithms

1 Function RetransmitTimeout():
2 retransmit_count← retransmit_count +1
3 if retransmit_count ≥

RET X_RESET _T HRESHOLD then
4 cwnd′← min_cwnd

5 else
6 if now− t_last_decrease > rtt then
7 cwnd′← cwnd ∗min_md

8 return cwnd′

9 Function FastRecovery():
10 retransmit_count← 0
11 if now− t_last_decrease > rtt then
12 cwnd′← cwnd ∗min_md

13 return cwnd′

B A Valid Cluster of Functions
We prove that the cluster of functions in Eq. 3 and Eq. 4
satisfy Eq. 1 and Eq. 2.

The target functions are:

T (x) = p∗ ln(max_rate)− ln(x)
ln(max_rate)− ln(min_rate)

+ k

min_rate < x < max_rate, p > 0,k > 0
(6)

Then we give a cluster of update functions, which is specif-
ically designed for the above target functions:

U(x,D) = exp
[

T (x)−D
p

·α ·m
]

where α = ln(max_rate)− ln(min_rate)
(7)

B.1 Proof for Target Functions
When delay D≤ T (x):

U pdate(x,D) = exp
[

T (x)−D
p

·α ·m
]
≥ 1 (8)

When delay D > T (x):

U pdate(x,D) = exp
[

T (x)−D
p

·α ·m
]
< 1 (9)

Thus, Eq. 3 satisfies Eq. 1.

B.2 Proof for Update Functions
Without loss of generality, assume two flows’ rates a < b,
delay is D.

For the rhs, since T(a) > T(b):

U(b,D)

U(a,D)
=

exp
[

T (b)−D
p ·α ·m

]
exp
[

T (a)−D
p ·α ·m

]
= exp

[
T (b)−T (a)

p
·α ·m

]
< 1

(10)

For the lhs:

U(b,D)

U(a,D)
=

exp
[

T (b)−D
p ·α ·m

]
exp
[

T (a)−D
p ·α ·m

]
= exp

[
T (b)−T (a)

p
·α ·m

]
= exp

[
p · ln(a)− ln(b)

α
· 1

p
·α ·m

]
= exp [m · (ln(a)− ln(b))]

= exp
[
m · ln(a

b
)
]

=
(a

b

)m

(11)

So as long as m < 2, we can have

U(b,D)

U(a,D)
=
(a

b

)m
>

a2

b2
(12)

Thus, Eq. 4 satisfies Eq. 2.

B.3 Updating Based on Ratio vs. Distance
A valid update function with the same target function as in
Eq. 3 is to use the ratio of target and max-hop delay. This can
be seen as an extension of the Swift’s MD function.

U(T (rate),delay) =
T (rate)+m
delay+m

,m≥ 0 (13)

A problem with Eq. 13 is that it scales its update ratio
depending on the value of delay. As an example, suppose
that m is negligible, and we went 1 µs above the target. If the
target is 4, the update ratio will be 0.8, but if the target is 30
(high concurrency scenario), the update ratio will be 0.968.

This means that for high concurrency scenarios where fair-
share rate is low, and the target is high, the convergence will
be slow. For example, Figure 22 compares the op latency in
UR+RI scenario introduced in §5.4 for the update function
based on the distance in Eq. 4 vs. the function based on the
ratio in Eq. 13. The update function based on the distance
clearly has an advantage at the tail.

C Flow Scaling in Swift
Swift uses flow scaling to inflate target delay to compensate
for synchronized packet arrivals. The authors in [35] noticed
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Figure 22: Poseidon can achieve lower op latency using the
update function based on the distance of targe and max-hop-
delay

that the average queue length grows as O(
√

N) where N is
the number of flows on a link. Swift adjusts the target in
proportional to 1/

√
cwnd because it argues that the cwnd

trend is inversely proportional to the number of flows when
Swift converged to its fair-share. The flow scaling in Swift
also helps fairness as it speeds slow flows with a larger target,
and slows fast flows with a smaller target. However, the flow
scaling of Swift is not applicable to max-hop delay to find the
bottleneck hop because of two reasons: 1) Its effect is nominal
for windows > 10 (See Figure 5 in [35]) and more importantly
2) The formulation that reached 1/

√
cwnd assumes, at fair-

share, flows see the same RTT (≈target delay) and pushes
them to have the same cwnd. However, to solve the scenarios
in §2.1 and get the fair-share, we only need to react to the
congestion at the bottleneck hop. This means that flows get
different RTTs and pushing flows to get the same cwnd cannot
achieve the fair share rate (rate = cwnd

RT T ). For example, in the
fair-share allocation of multi-hop congestion scenario, the
victim flow will have higher RTT and needs higher cwnd to
achieve the fair-share.

We show this shortcoming in the following equations. Sup-
pose that the link capacity is C, and the congestion window
and RTT for flow i are cwndi and RT Ti. The target delay is
calculated as follows, where tbase is the base delay in Swift
and A is just a constant.

t = tbase +A ·
√

N
C

(14)

Fair share for flow i =
cwndi

RT Ti
=

C
N

(15)

If we assume that at the steady state RT Ti is equal to t
(target delay) for all flows and thus cwnds are equal to w in
order to get the same throughput, we can estimate

√
N from

Eq. 15 as follows

√
N =

A+
√

A2 +4 ·C ·w · tbase

2 ·w
(16)

Therefore,
√

N can be estimated by α√
w +β.

However, as explained above, to achieve fair-share rate,
flows get different RTTs thus converging to the same conges-
tion window is not fair. Now, we show that if we follow the

(a) Rate of the victim flow (b) CWND of the victim flow
Figure 23: Compare scaling the target using the rate or con-
gestion window in Poseidon.

formulation of how Swift reached 1/
√

cwnd for cases that
flows have different RTTs at fair share, we end up with a valid
Poseidon rate-based scaling. We repeat Eq. 14 here as Eq. 17
after changing t to thop to emphasize that for Poseidon we
have a target for per-hop delay.

thop = thop_base +A ·
√

N
C

(17)

If we combine Eq. 17 and Eq. 15 we get

thop = thop_base +
A√
C
.

√
RT Ti

cwndi
=

α√
cwndi
RT Ti

+β (18)

cwndi
RT Ti

in Eq. 18 is the rate of flow i. Therefore, for the
flow scaling of Swift to work in a fair-share setting where
flows can have different RTTs, the target should increase in
reverse relation to rate not just cwnd. Figure 23 compares
the throughput and congestion window of the victim flow in
Poseidon if it uses the above target function using rate vs
cwnd in the multi-hop congestion scenario (Figure 14(a)).
The victim and N = 9 flows start at time 0. Then at 50 ms,
M = 5 flows start to create congestion at the source rack.
Figure 23(b) shows that after 50ms, target scaling based on
the rate converged to a higher cwnd to keep the throughput
the same for the victim flow.

Eq. 18 is a special case of T (b) = p ·bq + k, a valid cluster
of functions that satisfy Eq. 1 and Eq. 2 for −2≤ q < 0, with
q =−0.5. However, we believe Poseidon’s function in Eq. 3
is a better function as explained in §3.3.

D Proof of Lemma 1
We first repeat the Lemma here: When achieving network-
wide max-min fairness, each flow will have the largest rate
among all flows on its bottleneck hop and not on any other
saturated hop. Formally, for the “max-min fair” allocation~x,
for any flow s, denote the flows shared the same bottleneck
with s as {b1,b2, ...,bk}. For any flow bi, xs ≥ xbi . Denote
the flow’s share on the saturated non-bottleneck hop of s
as {c1,c2, ...,ck}, then there must exist some c j such that
xc j > xs.

Proof: Assume there exists a flow s that has reached its fair-
share rate r, and there is another flow s′ on its bottleneck hop
with an even larger rate r′. But this state is not max-min fair
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because flow s could get some bandwidth from flow s′ and let
them have the same rate r+r′

2 . By contradiction, the flow s has
the largest rate on its bottleneck hop.

On the other hand, assume there exists a flow s, which is
the fastest flow, with rate r, on one of the non-bottleneck hops.
However, given that this link is congested, its fair-share flows
with rate r′ could obtain bandwidth from flow s and increase
their fair-share rate to at least r+n·r′

n+1 , where n is the number
of fair-share flows. By contradiction, the flow s cannot be the
largest flow on its non-bottleneck hop.

E Proof of Convergence to Max-min Fairness
Problem description:

For any network topology, any traffic pattern (flows’ source
and destination, routing), given an initial flow rate allocation,
Poseidon converges to the max-min fair allocation.
Notations:

Denote all the link bandwidth as B;
Denote the target for flow with rate r as T (r);
Denote a flow rate allocation as~y;
In allocation~y, denote the rate of flow f as y f ;
In allocation ~y, denote the maximum flow rate on a satu-

rated queue q as Ry
q;

In allocation~y, denote the delay on a queue q as Dy
q;

Denote the max-min fair rate allocation as~x;
In max-min fair allocation ~x, denote the maximum flow

rate on a saturated queue q as Rx
q, which is also the fair-share

rate of that port.
Designs of Poseidon and observations:

Design 1: Poseidon reacts to the maximum hop delay along
the path.

Design 2: In Poseidon, the target of a flow increases when
the flow rate decreases. And Poseidon decreases the flow rate
when the delay is higher than the flow’s target; increases the
rate when the delay is lower than the target.

Observation 1: The queuing delay on a saturated port is no
larger than the target of flows with the fastest rate on that port.

Observation 1 holds true because of design 2: if the delay
exceeds the target of a flow, that flow will decrease its rate
immediately. However, in Poseidon, the decrease operation
only happens once per RTT, so the reaction of decreasing rate
may happen at most one RTT later. But this will not affect the
overall trend of queuing.

Observation 2: the queuing delay on an unsaturated port is
always 0.

Observation 2 holds true when senders send packets with-
out bursts. However, the synchronized arrival of many flows
may create a transient queue. But the queue will disappear
within 1 RTT, because the average data sent within one RTT
is less than the line rate.
Proof:

We will use induction to prove any allocation~y will con-
verge to max-min fair allocation~x.

In allocation ~x, if we sort the saturated queues based on
their maximum flow rate (fair-share rate), we can get:

Rx
q1
≤ Rx

q2
≤ ...≤ Rx

qk
(19)

T (Rx
q1
)≤ T (Rx

q2
)≤ ...≤ T (Rx

qk
) (20)

(1) prove queue q1 will converge to the max-min fair
allocation:

For any allocation~y, for queue q1, its fastest flow’s rate is
Ry

q1 . Note that this q1 is still the same q1 sorted by allocation
~x.

Because the queue q1 is saturated in~y, it has to satisfy:

∑
f∈Flows(q1)

y f ≥ B (21)

And we already know:

∑
f∈Flows(q1)

x f = B (22)

Because in allocation~x, all the flows on queue q1 has the
same rate, which is Rx

q1
. Any other allocation~y’s largest rate

cannot be as small as Rx
q1

because their rates are not all equal,
so we have:

Ry
q1
≥ Rx

q1
(23)

Dy
q1
= T (Ry

q1
)≤ T (Rx

q1
) = Dx

q1
(24)

Because of the same reason, we also have:

Dy
qi
= T (Ry

qi
)≤ T (Rx

qi
) = Dx

qi
,∀i ∈ [2,k] (25)

So for flows whose rates are smaller than Rx
q1

, their target
is higher than delay on queue q1 and also delay on any other
queue qi:

T (y f )> T (Rx
q1
)≥ Ry

q1
,∀y f < Rx

q1
(26)

T (y f )> T (Rx
q1
)≥ T (Rx

qi
)≥ Ry

qi
,∀y f < Rx

q1
,∀i ∈ [2,k] (27)

Thus, those flows with smaller rate will keep increasing
and flows with larger rate than Rx

q1
will decrease because of

the delay on queue q1 or on other queues. Eventually, all of
them will converge to the same target:

T (y f ) = T (Rx
q1
),∀ f ∈ q1 (28)

So that:

T (Ry
q1
) = T (Rx

q1
) (29)

Thus, we show that the queue q1 will converge to the max-
min fair allocation x
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(2) Assume queue q1 to qm have already converged,
prove queue qm+1 will converge:

Assume queue q1 to qm have already converged to max-min
fair allocation~x, so we have:

T (Ry
qi
) = T (Rx

qi
),∀i ∈ [1,m] (30)

For queue qm+1, the flows whose bottleneck is qm+1 will
not travel queue q1 to qm. Because if they travel to one of
those ports, those ports will have a higher fair-share rate,
which contradicts the max-min fair allocation’s conclusion.

Thus, with a similar analysis as the proof for step 1, we
have:

T (y f )> T (Rx
qm+1

)≥ Ry
qm+1

,∀y f < Rx
qm+1

(31)

T (y f )> T (Rx
q1
)≥ T (Rx

qi
)≥ Ry

qi
,∀y f < Rx

q1
,∀i ∈ [m+2,k]

(32)
So that, the flows with smaller rate than Rx

qm+1
will increase

their rate, while flows with larger rate will decrease their rate,
until:

T (y f ) = T (Rx
qm+1

),∀ f ∈ q1 (33)

So that:

T (Ry
qm+1

) = T (Rx
qm+1

) (34)

So we proved that queue qm+1 will also converge to max-
min fair allocation~x.

In conclusion, all the ports in allocation ~y will eventu-
ally converge to the max-min fair allocation~x.
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Abstract

The recent advancement of high-bandwidth I/O devices en-
ables scalable delivery of online content. Unfortunately, the
traditional programming model for content servers has a
tight dependency on the CPU, which severely limits the over-
all performance. Our experiments reveal that over 70% of
CPU cycles are spent on simple tasks such as disk and net-
work I/O operations in online content delivery.

In this work, we present IO-TCP, a split TCP stack design
that drastically reduces the burden on CPU for online content
delivery. IO-TCP offloads disk I/O and TCP packet transfer
to SmartNIC while the rest of the operations are executed on
the CPU side. This division of labor realizes the separation
of control and data planes of a TCP stack where the CPU
side assumes the full control of the stack operation while
only the data plane operations are offloaded to SmartNIC for
high performance. Our evaluation shows that IO-TCP-ported
lighttpd with a single CPU core outperforms the Atlas server
and lighttpd on Linux TCP for TLS file transfer by 1.8x and
2.1x, respectively, even if they use all 10 CPU cores.

1 Introduction

The demand for online content delivery is booming in re-
cent years [1, 5]. Especially, the popularity of high-quality
video streaming is growing rapidly [9, 56].For cost-effective
streaming service, it is highly important for online video ser-
vice providers [3, 4, 11, 19, 26, 44] to optimize their content
delivery systems.
However, improving the content delivery performance

is increasingly challenging as the growth of CPU capacity
stagnates [50]. While modern innovation in I/O devices such
as high-bandwidth NICs and NVMe disks has alleviated the
I/O bottleneck, the lack of CPU cycles often fail to translate
the high I/O performance into content delivery throughput.
The root cause lies in the inefficiency of the modern OS ab-
straction which requires all disk data to be brought to main
memory before being delivered to remote clients. For this
reason, CPU (or more precisely, the memory subsystem) eas-

ily becomes the performance bottleneck for I/O-intensive
applications like video content delivery as over 70% of its
entire cycles are spent on simple I/O operations. To effec-
tively harness the recent advancement in the I/O devices, the
OS abstraction must reduce the dependency on CPU and its
memory system for I/O operations.
Our approach to breaking the CPU dependency is to em-

ploy peripheral processors to handle the I/O operations. We
observe that the recent programmable I/O devices such as
SmartNICs [7, 24, 27, 33] or Computational SSDs [28, 40]
may make up for the insufficient compute cycles in CPU.
As the PCIe standard allows peer-to-peer DMA (P2PDMA)
without the intervention of CPU [35], one can conceive a
server system whose NIC offloads disk I/O operations com-
pletely from the CPU. In fact, recent works like DCS [46] and
DCS-Ctrl [63] have demonstrated that an FPGA-based coor-
dinator can perform all disk I/O operations via P2PDMA for a
content delivery server. The main drawback of these systems
is that they do not support TCP-based delivery commonly
adopted by today’s video streaming [3, 11, 26].
However, supporting TCP for an I/O-offloaded server

raises an interesting question of function placement – if
disk I/Os are offloaded to SmartNIC, where do we run the
TCP stack? Running the TCP stack on CPU is impossible as
the data for packet payload is unavailable. So, the obvious al-
ternative is to run it on the NIC side. While it is non-trivial to
implement a full TCP stack on an FPGA 1, it is possible to run
it on SmartNIC. Actually, recent SmartNIC platforms support
Arm-based embedded processors that run Linux with a full
TCP stack [7, 33]. However, running the full TCP stack on
NIC typically requires its application to co-execute on the
same platform, with limited resources. In fact, we observe
that the throughput of nginx on SmartNIC with 8 Arm cores
is smaller than that with even a single CPU core.

We tackle this question with I/O Offloading TCP (IO-TCP),
a split TCP stack design for I/O-intensive applications. The

1There are a few TCP/IP stacks on the FPGA [87, 88], but they simplify
the key features with assumptions on the data center environment.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    275



key idea of IO-TCP is to run only the "control plane" opera-
tions on CPU while delegating all "data plane" operations to
SmartNIC that can access disks via P2PDMA. Figure 1 shows
the overview of our design. The control plane includes all
core functionalities of the TCP protocol – connection man-
agement, reliable data transfer, and congestion/flow control.
On the other hand, the data plane operations refer to all
aspects of data packet creation and transmission including
content fetching from disks. This design ensures that the
CPU side assumes full responsibility of controlling all op-
erations while actual disk and network I/O operations are
offloaded to SmartNIC under the hood. This design enables
dedicating CPU cycles to complex control operations while
exempting them from simple but repetitive I/O operations.
The rationale for the design is that the split stack avoids CPU
cache pollution from intensive disk IO [96] that slows down
the control path operations, stretches the RTT, and lowers the
throughput. In addition, the control path would benefit from
advanced hardware features of modern CPU as it is compute-
intensive with frequent random accesses and branches. In
contrast, the data path depends more on memory bandwidth
than computation, and it is easily parallelizable and can be
even built into hardware.

While IO-TCP presents a great potential for saving CPU cy-
cles, it brings a fewnew challenges. First, IO-TCPmust handle
TCP packet retransmission on SmartNICwithout the timeout
or packet loss information, which may issue redundant disk
I/Os. To avoid the inefficiency, IO-TCP employs an internal
ACK protocol to notify the SmartNIC of the data delivery
so that it can safely throw it out from memory. Second, the
RTT measurement in the host TCP stack could be inaccurate
due to disk-induced delay on SmartNIC before transmission.
In IO-TCP, actual data packet transfer is delayed until the
packet content is fetched from the disk. However, disk I/O
could add significant delay to packet transfer even without
any congestion in the network path. IO-TCP addresses this
challenge by carefully removing the disk-induced delay from
RTT measurement. It employs an echo packet that allows
the host stack to keep track of the packet departure time
accurately. Third, IO-TCP must provide a well-defined API
for an application to flexibly construct file or non-file con-
tent for data transfer. For this, IO-TCP extends the Berkeley
socket API with a few "offload" functions that open a file and
send the file content from the NIC. The "offload" functions
are implemented as a form of API remoting, and the results
are seamlessly delivered to the application on the CPU side.
We implement IO-TCP with the Mellanox BlueField-2

SmartNIC [31] that can directly access NVMe disks with
P2PDMA. For the host stack, we extend an existing user-level
TCP stack [58] to support I/O offloading while we implement
the NIC stack with the DPDK library [12]. It requires 1,793
lines of code modification for the host stack and 1,853 lines
of C code for the NIC stack. To evaluate the effectiveness
with real-world applications, we also port lighttpd [23] to

Host Application

IO-TCP Control Plane
(connection management, congestion/flow control, 

reliable data transfer, error handling)

PC
Ie

 B
us

NIC

NVMe
Disks

P2PDMA

IO-TCP Data Plane
(disk I/O, delay correction,

data packet creation/transfer)

Packet I/O
Command

Echo Packet
Departure
Notification

Data Stream

Clients

Figure 1: Overview of IO-TCP stacks

using IO-TCP with only about 10 lines of code modification.
Our evaluation demonstrates that IO-TCP-ported lighttpd

achieves 77.4 Gbps of TLS video content delivery with a sin-
gle CPU core, nearly saturating the full bandwidth of four
NVMe disks. In contrast, the Atlas server [74] on FreeBSD
and lighttpd on Linux reach only 44.2 and 37.4 Gbps, respec-
tively, even with all 10 CPU cores. We observe that the cur-
rent bottleneck of IO-TCP lies in the low memory bandwidth
of the BlueField-2 NIC, but we believe the future version
will achieve better performance. The main contributions of
this work are summarized as follows. (1) We analyze the
impact of CPU usage and cache interference by disk I/O on
the performance of modern content delivery systems. (2) We
present the design and implementation of IO-TCP, a split
TCP stack design that fully leverages recent I/O advances in
SmartNICs by separating TCP control and data planes. (3)
We demonstrate how IO-TCP can surpass the limitations of
the CPU bottleneck to achieve I/O bandwidths far greater
than what the CPU could have normally performed.

2 Background & Motivation

We provide a brief background on content delivery systems
in terms of recent trends in computing hardware.

2.1 Inefficiencies in Content Delivery Sys-
tem Stacks

Modern content delivery systems [2, 14, 26] consist of a
large number of geographically distributed content delivery
Web or reverse proxy servers. These systems serve as the
basis for many applications such as video streaming andWeb
page accesses. Among them, the video traffic takes up about
60% of the entire Internet traffic and the overall volume has
increased due to the recent pandemic [39, 56]. Average Web
object sizes range from 0.01 to 1 MB while average video
chunk sizes are between 0.2 to 1.5 MB [89].

For high performance, the server design has traditionally
focused on optimizing disk access and CPU utilization be-
cause hard disk I/O is many orders of magnitude slower
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Figure 2: Throughputs of lighttpd and nginx on a single CPU core.
Function % CPU
Read data from disk to a kernel buffer 33.53%
Memory management 21.93%
Move data to TCP send buffer (no copy) 10.30%
Open files and get stat 6.00%
Control Plane 28.24%
Total 100%

Table 1: CPU usage per data plane function in nginx when serv-
ing disk-bound workload with sendfile(). The breakdown for
lighttpd is also similar.

than modern storage. For fetching small objects such as Web
page content, the server is optimized to minimize the disk
seeks while maintaining a small memory footprint for in-
dexing [47]. For large-object access like video download, the
server exploits sequential disk reads to maximize the disk
throughput. Also, it typically employs sendfile() to avoid
redundantmemory copy and context switching between user
and kernel spaces. To improve CPU utilization, the server
typically takes the event-driven architecture [48, 67, 77, 81].

Traditional disk-based optimizations have become largely
obsolete due to the advent of inexpensive large RAM and
flash-based disks (e.g., NVMe SSDs) that removed the seek-
induced limitations. Since the major disk bottleneck is lifted,
the memory subsystem becomes the next bottleneck in to-
day’s server [74]. The problem is exacerbated by multiple
memory copies due to disk and network I/O as well as con-
tent scanning for encryption and decryption. While a recent
work [74] optimizes the disk access layer and exploits Intel
Data Direct I/O (DDIO) [21] to arrange all such operations to
perform with the data in CPU cache, it does not dissipate the
workload from CPU. Also, it may be hard to expect a similar
benefit if the workload exceeds the CPU cache size.

To better understand the performance of Web-based con-
tent delivery, we run experiments with two popular Web
servers, lighttpd (v1.4.32) [23] and nginx (v1.16.1) [29] for
disk-bound workload, which simulates a typical setting for
HTTP-adaptive video streaming. The server setup is the
same as in §5.1, and we use various file sizes that represent
Web objects and video chunks of different quality. We con-
figure the servers to use sendfile() for good performance.

Figure 2 shows the results with a single CPU core (refer to
Figure 7 for performance trend overmultiple CPU cores). The
performances of both servers are similar, and they generally
improve with larger file sizes. As our NVMe disk achieves
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Figure 3: CPU utilization of fiowith for varying number of NVMe
disks. BS refers to block size.

around 2.5 GB/s (or 20 Gbps) per disk for random file reading,
the single CPU core utilizes around half the bandwidth (10
Gbps) of a single NVMe disk for 300KB files. Considering
that a server-class machine can carry 8 to 10 NVMe disks
per CPU, CPU is a major source of resource bottleneck.

We analyze the CPU overhead in popular Web servers for
content delivery. Table 1 shows the CPU cycle breakdown of
nginx reported by perf[36]. sendfile() and open() take
up the majority of the CPU cycles, which amounts to 71.76%
of the consumed cycles. sendfile() reads the data on disk
to kernel buffers, and serve it to clients withoutmemory copy
(33.35%). This clearly shows where the most of CPU cycles
are spent in a content delivery server – disk and network
I/O. Offloading these operations from the CPU would have a
great potential for improving the performance.

2.2 Mismatch between I/O Device Advances
and CPU Capacity

The capacity growth with recent I/O devices is impressive.
Two decades ago, the fastest hard disk could achieve only
about 200 random I/O operations per second (IOPS), but the
recent NVMe disk can perform over 1 million IOPS [41, 97],
a speedup of almost four orders of magnitude. For the same
period, the bandwidth of an Ethernet NIC has improved by
400 times (from 1 Gbps in 1997 to 400 Gbps in 2021) while 800
Gbps / 1.6 Tbps Ethernet is expected to be standardized in a
few years [55]. In contrast, CPU capacity improvement has
been largely hampered by the end of Moore’s law and break-
down of Dennard scaling 2 [54]. The first general-purpose
multicore CPU appeared in 2005 [6], but the number of cores
of Intel CPU has increased by only 28 times for 16 years [22].

Figure 3 shows the utilization of a single CPU core when
saturating the NVMe disks with fio [15]. We use Intel Xeon
Silver 4210 (2.20GHz) for CPU and Intel Optane 900P for
NVMe devices. The figure indicates that it is relatively easy
to handle large block sizes but a single core cannot saturate
even 2 NVMe disks with a block size of 4KB. For 16KB blocks,
it can handle up to 3 NVMe disks in parallel. Even when
serving large files, disk I/O could still spend a significant
portion of the CPU cycles as metadata access in filesystem
would require frequent random accesses for small blocks.

2Dennard scaling dictates that the power density stays constant as the
transistors become smaller. It is said to stop in 2006 and CPU capacity could
only scale out since then.
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In addition to NVMe, the use of persistent memory (PM)
sees similar CPU bottlenecks. A recent PM performance
study [94] on Intel Optane DC memory shows that 16
cores are required to fully utilize PM read bandwidth even
with large I/O sizes like 64KB or 256KB. Due to the CPU
bottleneck, many PM-based storage systems fall back to a
lightweight storage stack design that misses features [51, 52,
53, 59, 64, 93, 98].

The performance disparity between CPU and I/O devices
calls for revisiting the current OS abstraction for I/O oper-
ations, especially for serving large files with the growing
trend of high-throughput content delivery. Existing OS re-
quires CPU intervention for performing I/O operations such
as reading disk content and transferring it via NIC. This
is because the programming model on the current OS re-
quires the content of the I/O device to be brought to main
memory before performing any operation on the content.
This memory-centric execution model wastes CPU cycles for
frequent memory access stalls due to memory operations.
2.3 Opportunities with SmartNIC
The key idea of our work is to offload data I/O from CPU
to a programmable I/O device while supporting TCP-based
content delivery. Any programmable device that can perform
direct disk I/O and network packet I/O can meet our goal,
but we use SmartNIC as it serves as a convenient place to
interact with remote clients. For example, recent SoC-based
SmartNICs [7, 33] offer an Arm-based embedded system on
top of a NIC data processing unit. These systems support
direct access to NVMe disks on the same domain without
intervention of CPU or main memory. More specifically, the
Mellanox BlueField NIC supports P2PDMA via NVMe over
Fabrics (NVMe-oF) target offload [18] through which the
Arm processors can read directly from local NVMe disks.
These disks are directly mounted on the Linux environment
running on the Arm processors, and they run on the same
file system as seen by the host OS.

Figure 4 shows the architecture of the Mellanox BlueField-
2 NIC (BF-2) [31] that we use for our platform. It is equipped
with 8 Armv8 cores and 16 GB of DDR4 memory that runs
on Linux 3. The Arm subsystem allows running DPDK ap-
plications to perform fast packet I/O either with remote ma-
chines or with the local host. In addition, applications can

3We run CentOS 7.6, but one can run embedded Linux like Poky [37].

lighttpd setup Throughput (Gbps)
Linux TCP on BF-2 only 11.98
Linux TCP on BF-2 and 1 CPU core 22.02
IO-TCP-on BF-2 and 1 CPU core 44.13

Table 2: Performance of lighttpd with Linux TCP vs. IO-TCP for
serving 300KB files over 1600 connections on BlueField-2 (BF-2) and
a single CPU core. We use four Intel Optane 900P in all experiments.

offload TCP/IP checksum calculation as well as TCP segmen-
tation (i.e., TSO) to its ConnectX-6 Dx NIC hardware. The
BlueField-2 also supports hardware acceleration for crypto-
graphic operations that we use for supporting TLS.

With the Linux-operated SmartNIC, one might be tempted
to use it as an extra server system [90]. However, running
a server directly on SmartNIC does not efficiently use the
resources. Table 2 compares the performances of lighttpd on
only BF-2 (w/ all 8 cores), lighttpd on BF-2 and the host’s
single CPU core combined (by evenly dividing the request
load), and IO-TCP-ported lighttpd on the same setup. Naïve
scaling of processing power with SmartNIC ends up with
only half the throughput of our solution (§4).

The experiments clearly show the current limitation with
the SmartNIC – the processors and their memory are not
so powerful as the host system. In fact, the Arm processors
on BF-2 have 2.2x and 4.2x smaller L3 cache and memory
bandwidth than those of our host CPU, which limits the over-
all performance. While this is not an inherent limitation as
the next version [32] is reported to have 3.5x larger memory
bandwidth, one should carefully design the offload function-
ality to effectively exploit the architectural difference.

3 Design
In this section, we present the design of IO-TCP that enables
content delivery systems to leverage recent SmartNIC I/O
advances. The key design choice of IO-TCP is to separate the
control and data planes of the TCP stack such that the CPU
stack takes the full control of every operation (control path)
while individual I/O operations (data path) are offloaded to
the SmartNIC stack. The core rationale for this is to save the
majority of CPU cycles for performing I/O operations while
keeping the SmartNIC stack simple to implement. Simplicity
is the key to achieve the performance scalability.

There are three design goals for IO-TCP: (1) IO-TCP must
conform to the TCP protocol and should be able to support
various congestion control implementations. For example,
handling disk I/O in the NIC stack should not compromise
the congestion control logic in the host stack due to imprecise
RTT measurements induced by disk access latency (§3.5). (2)
The modification of existing applications should be minimal
for migrating to IO-TCP – it should use the same socket API
except for offloading file I/O (§3.2). (3) The IO-TCP host stack
needs to communicate with the NIC stack for I/O offloading,
and its overhead should be made small. In addition, the host
stack should be notified of any failures in the NIC stack to
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int offload_open(const char *filename, int mode) – opens a file in the NIC and returns a unique file ID (fid).
int offload_close(int fid) – closes the file for fid in the NIC.
int offload_fstat(int fid, struct stat* buf) – retrieve the metadata for an opened file, fid.
size_t offload_write(int socket, int fid, off_t offset, size_t length) – sends the data of the given length
starting at the offset value read from the file, fid, and returns the number of bytes virtually copied to the send buffer.

Table 3: IO-TCP offload API functions

handle them in time (§3.3 and §3.6).

3.1 Separating TCP control and data planes
To save host CPU cycles, we need to determine which op-
erations would benefit the most from offloading based on
the capabilities of SmartNICs and CPU. The embedded pro-
cessors on either SoC or ASIC-based SmartNIC are better
fit for simpler data plane operations while x86 CPUs with
advanced features 4 can handle complex control plane opera-
tions faster. To better reflect the architectural difference into
the design, we divide the TCP stack into control and data
plane operations.
The control plane functions refer to the key TCP proto-

col features such as connection management, reliable data
transfer, congestion/flow control, and error control. These
typically require complex state management as the behavior
depends on the response from the other end. For example,
reliable data delivery on the receiver side requires tracking
all received data ranges that are disjoint for proper in-order
delivery and ACK generation. It is also tightly coupled with
congestion control as loss detection and packet retransmis-
sion for reliable delivery in turn re-adjust the send window
size. Similarly, flow control needs to run with congestion
control as they collectively determine the window size. Er-
ror control cannot run alone, either, as it requires tracking
detailed flow states to infer any erroneous behavior. Theo-
retically, each individual operation can be offloaded, but it
would be more efficient to offload them together. However,
offloading them all could overload the SmartNIC as seen in
experiments in §2.3.
The data plane operations refer to all operations that in-

volve data packet preparation and transfer, which supports
the implementation of control plane functions. These include
managing data buffers, segmenting data into packets, cal-
culating TCP/IP checksums, etc. IO-TCP offloads only the
operations in the send path because they are simple, state-
less, and easily parallelizable. In addition, IO-TCP offloads the
file/disk I/O and combines it into TCP data plane operations.
The rationale for offloading is that these operations would
interfere with control plane operations on CPU as recent
innovation like Intel DDIO would pollute the CPU cache by
huge disk data [96]. Offloading them to SmartNIC would al-
low the control path to execute on CPUmuch faster, which in
turn improves the data path performance. Also, SmartNICs
tend to have hardware-based crypto accelerators [24, 27, 31],
which enables TLS data encryption at line rate. Section 5.5

4Such as larger CPU cache and vectorized instructions like AVX/AVX2.
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analyzes the source of performance improvement in depth.

3.2 IO-TCP Offload API Functions

Ideally, porting an application to IO-TCP should require little
modification of its core logic, yet it should flexibly express
the application needs. For example, an IO-TCP application
should be able to compose any data to transfer regardless
of whether it is file content or not. Towards this goal, we
extend the existing socket API by adding only four functions
(see Table 3) for offloaded file and network I/O.
offload_open() asks the NIC stack to open a file and to

report the result (either success or any error). It returns a file
ID (instead of a file descriptor) that identifies the opened file
in the NIC stack for later operations. offload_open() is an
asynchronous function whose result should be checked with
epoll() or subsequent function calls as file opening can
fail for various reasons. After all file operations, the applica-
tion can call offload_close() to close the file on the NIC
stack. In addition, IO-TCP supports offload_fstat() that
retrieves the metadata for a file (e.g., file size and permission).
With the opened file ID, the application can call

offload_write() to send the file content on a TCP con-
nection. Essentially, offload_write() carries out the same
operation as sendfile() in Linux with the file opened at
the NIC embedded system. The application can still call an
existing socket API like write() to send out any custom
data (e.g., HTTP response headers), or it can send the content
from multiple files opened by the NIC stack. Figure 5 illus-
trates a subset of these operations with the API functions in
the context of an HTTP server.
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3.3 IO-TCP Host Stack
The role of IO-TCP host stack is to provide the full TCP
functionality to applications while it interacts with the NIC
stack to offload the data plane operations. The key challenge
in the host stack design is how to create data packets with
"missing" file data. Similarly, it should handle TCP packet
retransmission without actual file data in the host side.
IO-TCP addresses the challenge by virtually performing

data plane operations on the host stack. The host stack
keeps track of which data in the sequence number space
is "virtual" and performs only the bookkeeping operations
while it delegates the real I/O operations to the NIC stack.
For example, an application can call a mix of write() and
offload_write(), and the host stack writes the immediate
content directly into the send buffer while it virtually fills out
the buffer range for offload_write() by metadata update.
offload_write() returns immediately with the number of
"virtual" bytes that can be written to the send buffer.
Then, the host stack determines the send window size

with its congestion and flow control parameters, and posts a
"SEND" command to the NIC stack to transfer the virtual data
(Refer to 3⃝ and 4⃝ in Figure 5). Note that any data packets
with real content (written by write()) in the host stack are
sent out directly bypassing the NIC stack. 5 The "SEND"
command is carried on a TCP packet destined to the NIC
stack (with an internal MAC address of the NIC). The TCP/IP
headers of the command packet contain the full connection
information (i.e., four connection tuples, sequence and ACK
numbers for the next data packet, etc.) while its payload
contains the "SEND" command that is eventually replaced
by the real content before it is sent out to the client. The
"SEND" command specifies a file ID, the start offset to read,
and the length of the data. With this information, the NIC
stack reads the file content and creates and sends real data
packets with the header information. Depending on the file
content size, one "SEND" command can be translated into

5If real data has to be sent after virtual data, the host stack delays trans-
mission until the arrival of an echo packet (§3.5) to keep the order.

multiple MTU-sized data packets. Figure 6 illustrates how a
"SEND" command packet is processed.

The host stack handles packet retransmission in the same
manner – sending a "SEND" command with the file content
information for retransmission. The rationale for this design
is to make the NIC stack as simple as possible. An obvious
alternative is to have the NIC stack handle retransmission so
that it ensures reliable delivery of whatever data is transmit-
ted due to the "SEND" command. Then, the NIC stack must
keep track of all ACKs from the client and run the congestion
control logic to determine when to retransmit packets. This
would make the NIC stack stateful and more complex, which
would be challenging to implement efficiently on some other
SmartNIC platforms (e.g., FPGA-based ones).

For all other operations, IO-TCP behaves similarly to the
normal TCP stack. All complex operations such as per-
connection state and buffer management on the receive path,
timer management, reliable data transfer, congestion/flow
control, and error control are executed on the host stack. In
addition, for the control packets or packets whose data is
available on the host stack, the host stack creates and sends
them directly to the client bypassing the NIC stack. All in-
coming packets from the client get delivered directly to the
host stack as well. (See 2⃝ and client-sent ACKs in Figure 5)
This is not only because going through the embedded sys-
tem on the NIC incurs extra latency, but it also places an
unnecessary burden on the NIC stack. This packet steering
can be easily enforced in the separated mode of the Mel-
lanox BlueField-2 NIC where an embedded system on NIC
has different IP and MAC addresses.

3.4 IO-TCP NIC Stack
The IO-TCP NIC stack is responsible for performing all real
data plane operations for the host stack – it handles offloaded
file I/O and network I/O for data packet transfer. It operates
by handling custom commands from the host stack where
each command is carried on a special packet destined to the
NIC stack. Currently, four commands are defined: "OPEN",
"CLOS", "SEND", and "ACKD". "OPEN" and "CLOS" are for fille
opening or closing. "SEND" is the main command for sending
the file content to the client. "ACKD" is used to efficiently
handle retransmission without redundant disk access.

The "SEND" command is the key driver for I/O operations.
Conceptually, it extends TCP segmentation offload (TSO)
with the metadata that describes how to fill in the packet
payload. Given the "SEND" command, the NIC stack checks if
the target file is opened, and reads the file content into a fixed-
sized memory buffer. The file read offset and its length are
aligned to the NVMe disk page boundary (e.g., 4KB), and the
actual file I/O is executed asynchronously to prevent blocking
of the main thread. When the file content becomes available
on the memory buffer, the NIC stack creates a TSO packet
with the TCP/IP headers in the "SEND" command packet,
and sends it out to the NIC hardware data plane. The NIC
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hardware data plane takes care of TCP packet segmentation
and TCP/IP checksum calculation.

3.5 Challenges with Integrated I/O
Combining file I/O into the network I/O in the NIC stack
brings a few unique challenges in the correctness of the TCP
stack operation.
Retransmission timer and RTT measurement. TCP re-
lies on delay measurement for setting up retransmission
timers. However, the delays induced by disk I/O could con-
fuse the RTT measurement. Even with fast NVMe disks, the
disk access delay for reading a few KBs of data is in the order
of microseconds, and it can be up to milliseconds if the I/O
requests for the same disk are backlogged. We observe that
our early implementation of IO-TCP often retransmits the
packets even if the original packets have not been sent out
to the client.

To address this problem, we have the NIC stack send back
an echo packet to the host stack just before transferring data
packets for the corresponding “SEND” command. The host
stack starts the retransmission timer only when it receives
an echo packet for the SEND command. For accuracy, the
host stack adds a one-way delay of the echo packet (∼3 mi-
croseconds on our platform) from the NIC stack to itself to
the timeout value. The CPU overhead for the echo packet is
small as it is sent per "SEND" command and a typical "SEND"
command is translated to tens to even hundreds of MTU-
sized packets for large-file delivery.

Also, for precise RTT measurement, the NIC stack reflects
the real "packet processing" delay into the TCP timestamp
option value, i.e., the delay between the arrival of a “SEND”
command to the NIC stack and the departure of the cor-
responding data packets from the NIC stack. That is, the
"SEND" command packet carries the TCP timestamp option
filled by the host stack, and the NIC stack updates the value
before sending out the packets. As the timestamp option
value is in the millisecond granularity [38] and the time feed
in the host stack is on the order of microseconds, the host
stack sends the extra time information in the microsecond
granularity to the NIC stack. Then, the NIC stack can round
up the timestamp value if necessary.
Handling retransmission. Since retransmission of I/O-
offloaded packets is also implemented with the “SEND” com-
mand, a naïve implementation that re-reads the file con-
tent would waste the disk and memory bandwidth. To avoid
the inefficiency, the NIC stack keeps the original data con-
tent in memory until the host stack confirms the delivery
to the client. When the host stack sees the ACKs for the
I/O-offloaded sequence space range, it periodically informs
the NIC stack of the delivered portion with the “ACKD” com-
mand packet. Then, the NIC stack can recycle the memory
buffers holding the delivered data. To minimize the over-
head, the host stack informs the NIC stack whenever it sees

a threshold amount of data (e.g., we use 32KB for now) ac-
knowledged by the client from the last time. Note that this
buffer memory essentially serves as the socket send buffer
in the normal TCP stack, and the required memory in prac-
tice roughly corresponds to the bandwidth-delay product. A
100 Gbps NIC with 30ms of average RTT for the connections
would require 375MB of the buffer memory in aggregate.
3.6 Handling Errors
In IO-TCP, the host stack is responsible for handling all TCP-
level errors such as handling packet losses, malformed pack-
ets, or abrupt connection failures. Since the NIC stack only
sends packets on behalf of the host stack and all incoming
packets bypass the NIC stack, the host stack can reason about
any TCP-level errors as other TCP stacks do.
In contrast, the NIC stack must report errors in file I/O

to the host stack. For an "OPEN" command, the NIC stack
responds to the host stack whether opening a file was suc-
cessful or not. Then, the host stack raises an event to the
corresponding file ID so that the application learns the result.
Since the host stack caches the metadata for an offloaded
file (see §4), it can return an error if offload_write() is
passed wrong parameter values. In case a file read operation
itself fails, it is reported to the host stack with an "Error"
command packet with the file ID and the error code. Then,
offload_write() would return −1 with the error code at
errno next time the application calls it.
3.7 Support for TLS and QUIC
TLS is widely used in the modern Internet as QUIC [65] and
HTTP/2 [20] adopt it by default. IO-TCP can support TLS
similarly to kTLS [92] except that it offloads the encryption to
the SmartNIC. This is feasible as many SmartNICs (including
Bluefield-2) [24, 27, 31] already support AES and SHA in
hardware. So, the CPU side runs the TLS handshake and sets
up the encryption and hashing keys with the SmartNIC. All
data in the receive path should be decrypted by the CPU
stack similarly to other receive-path processing in IO-TCP.
One complication lies in how to encrypt the non-offloaded
data, but one can forward such packets to SmartNIC for
encryption or encrypt them with CPU’s AES-NI instructions.
Support for TLS is still in progress as we have implemented
content encryption with AES-GCM in NIC hardware and
plan to support TLS handshake and TLS record structures.
The key idea of IO-TCP can be easily applied to other

transport layer protocols like QUIC – Appendix A briefly
explains the architecture of IO-QUIC. We plan to elaborate
on the detailed design in the follow-up work.

4 Implementation
IO-TCP host stack.We implement the IO-TCP host stack
bymodifying mTCP [58], a high-performance user-level TCP
stack. We choose mTCP as its socket API is similar to the
Berkeley socket API and it supports event-driven program-
ming with epoll. The host stack extends the mTCP API
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functions with four offload functions (as shown in Table 3).
Each offload function is implemented by exchanging special
command packets with the NIC stack. The NIC stack detects
a command packet by checking the special value in the ToS
field in the IP packet. The "SEND" command packet has valid
TCP/IP headers with the full connection information so that
only the payload (as well as checksums) needs to be replaced
with the real file content before being sent to the client.

For offload_open(), the host stack generates a unique
file ID for the file path and returns it to the user. Under
the hood, it attaches the file ID to the "OPEN" command
to refer to the opened file on the NIC stack. As part of re-
sponse, the NIC stack provides the metadata of the opened
file (e.g., output of fstat()) so that the host stack can handle
offload_stat() locally on its own. This should cut back
the round trip to the NIC stack. For file operations, both the
host and NIC stacks share the same file system – the host OS
mounts the file systems on the NVMe disks as read/writable
while the NIC stack mounts them as read-only. One prob-
lem is that any update on the host-side file system does not
automatically propagate to the NIC stack as they run on a
separate operating system. While we currently assume that
the files do not change during the content delivery service,
one should add support for dynamic synchronization of the
two file systems in the future.
IO-TCP NIC stack. The NIC stack is implemented as a
DPDK application. It operates by handling command packets
from the host stack. Each Arm core runs one main thread
and a few disk reading threads that are pinned to the core.
The command packets are distributed to the main threads
by receive-side scaling (RSS) on the NIC hardware, which
ensures in-order packet delivery in the same connection.
For efficient memory buffer management, the NIC stack

pre-allocates all buffers for file content at startup. Each main
thread owns 1/𝑛 of them to avoid any lock contention, and a
simple user-level memory manager allocates and frees the
buffers at low cost. We implement zero-copy DMA of file
data and packet header with DPDK (i.e., scatter-gather DMA),
which improves the large-file delivery throughput (in the
experiments for Figure 8) by 63%.

File reading, even with faster NVMe disks, is slower than
memory operations, so each main thread employs a few disk
reading threads to prevent blocking of the main thread. Disk
reading threads use direct I/O to bypass the inefficiency in
the file system cache [74], and communicate with the main
thread through shared memory. An alternative is to use a
user-level disk I/O library like Intel SPDK [42]. In fact, we
observe that SPDK reaches the peak disk read performance
with half the Arm processor cycles used by direct I/O, but
we stick to a regular file system here (i.e., ext4 on Linux) as
SPDK’s support for file system is not mature yet.
IO-TCP TLS implementation. We modify the DPDK NIC
driver to offload TLS symmetric key encryption with the
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BlueField-2 NIC. Our TLS module initializes the NIC with
TLS offloading feature enabled, and it registers a chosen
ciphersuite with the NIC and returns an ID for it. When
the TLS module marks the packets with the ID, the packets
are encrypted with the corresponding ciphersuite. We im-
plement AES-GCM with 256bit keys with ConnectX-6 Dx,
which supports the encryption almost at line rate.
Porting lighttpd to IO-TCP. To evaluate the effectiveness
of IO-TCP in the real-world applications, we port lighttpd
v1.4.32 to IO-TCP. We obtain the mTCP-ported lighttpd code
in Github [16], and have modified it to support offloaded I/O
operations. Porting it to IO-TCP was straightforward as we
needed to modify only about 10 out of 41,871 lines of the
lighttpd code.

5 Evaluation

We evaluate IO-TCP with the following questions in mind:
(1) how much performance improvement does IO-TCP bring
over Linux or custom TCP stacks for content delivery sys-
tems? (2) does it result in significant CPU cycle saving? and
(3) do our design choices (Retransmission timer and RTT
measurement correction) serve their purposes well? Before
running the experiments, we first verified the correctness
(integrity of transferred files) of the IO-TCP stackwith the IO-
TCP-ported lighttpd server even in the case of many packet
losses and multiple concurrent connections.

5.1 Experiment Setup
Our experiment setup consists of one server and two client
nodes. The server machine has two Intel Xeon Silver 4210
CPU @ 2.20 GHz (20 cores) 6, with two 100G Mellanox
BlueField-2 SmartNICs and four Intel Optane 900P NVMe
SSDs. We attach one SmartNIC with two NVMe disks using
NVMe-oF target offload so that the NIC can access the two
NVMe disks directly. The host CPU runs on Linux 4.14 while
the SmartNIC runs on Linux 4.20. The client machines are
each equipped with an Intel E5-2683v4 CPU @ 2.10GHz (16

6We use only one CPU (i.e., 10 cores) for experiments.
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cores) and a 100G Mellanox ConnectX-5 NIC. All clients run
on Linux 4.20, and we confirm that the clients are not the
bottleneck for the experiments. All NICs are connected to a
100 Gbps Dell EMC Networking Z9100-ON switch.

We populate the NVMe disks with 100KB, 300KB, 500KB
and 1MB files, which represent the video chunks of different
quality [74, 89]. We make sure that the workload is disk-
bound so that the working set size exceeds the main mem-
ory size. Each disk has an advertised read throughput of
2500 MB/sec, which would imply that we have a theoretical
limit of 80 Gbps when reading from our four disks.

5.2 IO-TCP Throughput
We evaluate the effectiveness of IO-TCP in the large-file con-
tent delivery. We compare the throughput of IO-TCP-ported
lighttpd and that of the stock version with sendfile() over
varying numbers of CPU cores. We also compare against the
Atlas server of Disk|Crypt|Net [74] that runs on FreeBSD
1.10. The Atlas server integrates raw disk reading into large-
file transfer over a user-level TCP stack. For Atlas, we use a
dual-port Chelsio 100Gbps NIC (T-62100) as FreeBSD 1.10
does not support the netmap [86] driver for BF-2. We have
added support for TSO to the NIC driver. We note that it
is not an apples-to-apples comparison as the current imple-
mentation of the Atlas server deviates from the correct oper-
ation of a typical Web server – the current version does not
support regular file systems, so it simply returns a random
content whose HTTP response headers are also hard-coded
into NVMe disks. While implementing a proper custom file
system should fix the problem, the current version bene-
fits from avoiding the overhead. Nevertheless, comparing
with Atlas would give us the rough idea of how well an IO-
TCP-ported server fares over the state-of-the-art CPU-based
server. Clients run wrk [43] to concurrently request on 1600
persistent connections. For testing Atlas, we reduce the num-
ber of concurrent connections to 800 for plaintext transfer as
its custom TCP stack becomes unstable at high concurrency.
Comparison with Linux TCP and Disk|Crypt|Net. Fig-
ure 7 shows the results for serving 500KB files. lighttpd on
IO-TCP achieves 78.1 Gbpswith a single CPU core on the host
side for plaintext transfer, which demonstrates that a single
CPU core is sufficient to handle the control plane operations
for all 1600 clients. IO-TCP saturates the full bandwidth of the
four NVMe disks, and each NIC reaches 39 Gbps, indicating
that the performance scales to the number of NICs. In con-
trast, Linux TCP does not go beyond 57 Gbps even with 10
CPU cores. Even when we use both CPUs (i.e., 20 cores), we
do not see performance improvement (56.2 Gbps). This shows
that the memory bandwidth is inefficiently utilized [74] de-
spite the usage of a zero-copy API like sendfile(). When
lighttpd on each CPU runs with a distinct port and serves
a disjoint set of files, the performance goes up slightly (59
Gbps) as it benefits from local memory bandwidth. However,
the improvement is limited because the content often has to
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Figure 8: Comparison of maximum performance of lighttpd on
LinuxTCP, and IO-TCP and Atlas for varying file sizes.

cross the NUMA domain to a NIC and the placement of ker-
nel objects are not NUMA-aware. On the other hand, Atlas
performs much better, reaching the same performance of IO-
TCP at four CPU cores. When we add more NVMe disks (up
to 8) and use two CPUs with both NIC ports, the performance
of Atlas peaks at 107 Gbps where the memory bandwidth
becomes a bottleneck. The performance of IO-TCP goes up
to 95.2 Gbps if IO-TCP serves a random content with raw
disk access like in Atlas, but the bottleneck lies in the mem-
ory bandwidth of the BF-2 NIC. This shows that efficient use
of the host memory bandwidth is highly effective in achiev-
ing a very good throughput with only CPU. However, the
performance advantage disappears when serving TLS traffic
where the memory bandwidth becomes a bottleneck much
earlier (discussed in the next paragraph). Figure 8a compares
the performances with different file sizes. All performances
of Atlas are similar as it avoids calling filesystem APIs. The
performance of IO-TCP is comparable to those of Atlas from
300 KB files. IO-TCP outperforms Linux TCP by 38% to 51%
and it uses 2x to 10x smaller number of CPU cores to reach
the peak performance.
TLS performance. IO-TCP excels at serving TLS traffic. We
enable packet encryption with AES-GCM with 256bit keys
on the NIC crypto hardware for IO-TCP. For stock lighttpd,
we use OpenSSL 1.0.2k [34] with TLSv1.2, and use the same
algorithm for symmetric key encryption. Both Atlas and
the IO-TCP-ported lighttpd do not implement the TLS hand-
shake, but the overhead for the handshakewith stock lighttpd
is negligible as we use persistent connections. Figure 7 and
Figure 8b show that IO-TCP experiences little performance
degradation with TLS due to the dedicated crypto hardware
on NIC. In contrast, Atlas achieves only 44.2 Gbps even with
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Figure 9: Comparison of TLS performance of IO-TCP over different
number of connections using 1 and 2 CPU cores.

10 CPU cores as the main memory bandwidth becomes the
bottleneck. The performance goes up to 54.6 Gbps with two
CPUs, but overall, the TLS performance is 51% to 56% of the
plaintext throughput. The similar trend is seen with Linux
TCP - the TLS performance drops by 48% to 63%. We confirm
that both Atlas and Linux TCP benefit from the AES-NI in-
structions of the CPU, but their TLS performances are poor
due to content scanning for encryption. We note that the
working set size of Atlas exceeds the CPU cache, so their
TLS performance is bottlenecked by the memory bandwidth
much faster. So, the claim that Disk|Crypt|Net manages the
workload within the CPU cache depends on the hardware.
Connection scaling. Figure 9 shows the performance of IO-
TCP serving 1000 to 4000 concurrent TLS connections. We
observe that the performance is more or less stable over dif-
ferent number of connections. For 4000 connections, IO-TCP
loses about 5% of performance with a single CPU core, but it
reaches 80 Gbps again with two CPU cores. We check that the
plaintext performance exhibits comparable trends. At 4000
connections, each connection would get around 20 Mbps, a
comfortable bandwidth to stream 4K videos.
Comparison with user-level TCP stacks. One might be
tempted to compare the performance with recent user-level
TCP stacks likemTCP [58], IX [49],TAS [62], and F-Stack [13]
as they use the CPU cycles efficiently. However, we find that
these stacks are not optimized for large-file content delivery
as most of them do not implement sendfile() nor bene-
fit from TSO. In fact, we measure the performance of TAS,
mTCP, and F-Stack on the same platformwith all 10 cores, but
they showe 8, 21.4, and 36 Gbps, respectively, for 500KB file
delivery. Even if they implement a zero-copy API, we doubt
that it would substantially outperform Linux TCP because
the primary goal of the kernel-bypass networking stacks is to
avoid the overhead of frequent system calls and kernel data
structures for small-message transactions. However, trans-
ferring large messages would rarely impose the system call
overhead nor suffer from the overhead of kernel structures.
Instead, insufficient memory bandwidth (or CPU cycles) is
the main cause for poor performance in large-file content
delivery, which kernel-bypass TCP stacks do not help.
TCP fairness. We also evaluate if IO-TCP provides band-
width fairness among the competing connections. Jain’s Fair-
ness Index of IO-TCP ranges from 0.91 to 0.97 for different
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Figure 10: Time measurement correction in IO-TCP

numbers of concurrent connections. We see a similar range
(0.90 to 0.97) with Linux TCP for the same experiments.

5.3 Evaluation of IO-TCP Design Choices
Retransmission timer correction. We evaluate the im-
pact of echo packets that adjust the retransmission timer –
when the real data packets are sent out. Figure 10a compares
the throughput of lighttpd on IO-TCPwith andwithout timer
correction. Without timer correction, the IO-TCP host stack
stays at 63.12 Gbps. With timer correction, IO-TCP improves
the throughput by 22.6%. This is because IO-TCP without
timer correction experiences highly variable RTTs and pro-
duces 600x more timeouts than that with timer correction.
Such performance drop due to premature timeouts can be
more severe in the wide-area-networks (WANs) where the
end-to-end RTTs are larger.
RTT measurement correction. We compare the impact
of fixing the TCP timestamps on the NIC stack. We measure
the average RTT values recorded by the TCP stack every sec-
ond with 200 concurrent connections. Figure 10b shows that
the average RTT is 1 ms with timestamp correction. When
we disable the TCP timestamp correction, the average RTT
reaches 5 ms, a blowup by a factor of 5. This is because the
RTT includes disk access delay that adds a few milliseconds.
More accurate latency measurement is critical to trigger the
timeout in time when there is a packet loss.

5.4 Overhead Evaluation
The split architecture of IO-TCP may suffer from the com-
munication overhead between host and NIC stacks as well
as lower computing capacity of the Arm-based subsystem in
the NIC. For this reason, the CPU-only approach on Linux
TCP would perform better than IO-TCP for a small number
of concurrent connections as CPU can comfortably handle
the connections without the overhead. However, this trend
will change as the number of connections increases.

Figure 11a shows the throughputs over different numbers
of concurrent connections requesting 300KB files. With a
single persistent connection, Linux TCP outperforms IO-TCP
by over 1.5 times. However, it reaches the peak performance
with as few as four connections and the performance stays
the same beyond that. In contrast, the throughput of IO-TCP
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Figure 11: Overhead Evaluation.

slowly increases due to the overhead, but it outperforms the
Linux TCP at four connections.

The performance trend continues to hold with smaller file
sizes. Figure 11b shows the throughput for serving 10KB files
over different numbers of connections. Like in the previous
case, Linux TCP and IO-TCP reach the peak performance at
4 and 64 connections, respectively, but their performance is
much lower than in Figure 11a due to the increased overhead
of file operations. Nevertheless, IO-TCP outperforms Linux
TCP at four or more concurrent connections.

To evaluate the latency overhead, we compare the latency
of single-file downloading with IO-TCP vs. Linux TCP. IO-
TCP shows 50 to 80us of an extra delay for 10KB files, but the
extra overhead goes up to 150 to 200us for 300KB files. This
latency overhead at low congestion is inevitable as the host
CPU is much faster than the Arm processor in the NIC, but
it is negligible for content delivery in wide-area networks.
Memory bandwidth limitation. The performance bottle-
neck of our current prototype lies in the low memory band-
width of the BlueField-2 NIC when it accesses more than two
NVMe disks. We confirm this by running the same test as
in Figure 8a without disk I/O – we observe that the perfor-
mance reaches 80 Gbps per NIC. Note that disk I/O is the
only memory copy for packet payload in our NIC stack as we
employ scatter-gather DMA. Nevertheless, we still think our
design is promising in the future. First,Arm-based SoC can be
designed with much higher memory bandwidth and future
SmartNICs would benefit from it. For example, Bluefield-
3 [32] is reported to have 3.5x better memory bandwidth
(∼90 GB/s) than Bluefield-2, and we expect over 100 Gbps
per NIC 7 for the same workload as in Figure 8a. Cavium
ThunderX2 [8], an Armv8-based SoC server, has 166 GB/s of
peak memory bandwidth, even larger than that of our CPU.
Second, improving the memory bandwidth of the SmartNIC
is more cost-effective as Arm SoCs are less expensive than
server-class x86 CPUs [70] and one can easily scale the over-
all performance by employing multiple NICs. We note that
the current SmartNIC price is very high, but it will go down
with wider adoption as evidenced in the GPU prices.

740 Gbps (perNIC) × 90 GB/s (BF-3 BW) / 25.6 GB/s (BF-2 BW) = 141 Gbps

Functions Instr. per cycle
Before After

APP: Parsing HTTP request 0.82 1.57
APP: Writing response header 0.92 1.89
TCP: Check RTO expire 2.65 3.26
TCP: Process ACK 0.13 1.24
Overall IPC 0.93 1.47

Table 4: Comparison of the IPC of lighttpd and control plane func-
tions before and after data plane offloading with IO-TCP.

100.0

70.2

1.4

33.6

0

20

40

60

80

100

0

20

40

60

80

100

Ca
ch

e 
M

is
s 

Ra
te

 (%
)

Re
l. 

Th
ro

ug
hp

ut
 (%

)

w/o Disk IO w/ Disk IO

(a) Relative throughputs and cache
miss rates with and without disk IO.

99.1 

62.9 

37.1 
28.1 21.6 18.2 

0

20

40

60

80

100

10 20 40 60 80 100Re
l. 

Th
ro

ug
hp

ut
 (%

)

Additional Delay (μs)

(b) Relative throughputs over extra
delays by the control plane.

Figure 12: Analysis on the source of performance improvement.

5.5 Source of Performance Improvement

We analyze the source of performance improvement with
IO-TCP. First, we observe that the control plane functions
in the IO-TCP stack run faster after the separation of the
data plane. Table 4 indicates that the instructions per cycle
(IPC) of the control path in the IO-TCP stack improves by
58% with the division of labor. Especially, ACK processing
benefits the most from the split – note that it is the key
function that initiates complex operations frequently such
as looking up the TCB in the connection table, determin-
ing packet loss/duplicate ACKs, computing the new send
window size, etc. After the split, the IPC of this function im-
proves by 9.53x. The performance gain mainly comes from
reduced cache/memory contention as we find that the cache
miss rate of last-level cache (LLC) improves by 27% with the
separation. Then, how come the cache miss rate is reduced?
This is because DDIO of NVMe disk IO evicts the data in the
CPU cache if both planes run together [96]. To confirm this,
we measure the TCB lookup performance with and without
NVMe disk reading (fio). Figure 12a shows that the cache
miss rate of the TCB lookup goes up by a factor of 24 if we
co-run disk IO, which in turn reduces the lookup perfor-
mance by 30%. Finally, we observe that the faster execution
of the control plane actually improves the content delivery
throughput. To show this, we add redundant code into the
ACK processing function so that we can delay its execution
by as much as we want. Figure 12b shows that the through-
put degrades significantly as the extra delay increases. This
implies that the faster control plane reduces the end-to-end
RTT and increases the send window size quickly, which ends
up improving the overall performance.
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6 Related Work
PCIe P2P communications. Enabling PCIe P2P communi-
cation between external devices could reduce CPU overhead
significantly when transmitting data among them. NVIDIA
GPUDirect RDMA [17], GPUDirect Async [45], and AMD
DirectGMA [10] techniques, provide a way for other devices
to directly access data from GPU by exposing GPU mem-
ory directly to PCIe memory space. EXTOLL [79] proposes
enabling direct communication between Intel Xeon Phi co-
processors (accelerators) and the NICs, so accelerators can
communicate with each other over the network without CPU
involvement. Morpheus [91] enables communications be-
tween NVMe devices and other PCIe devices. DCS [46] and
DCS-ctrl [63] propose a hardware-based framework to enable
P2P communication among various types of external PCIe
devices. However, all these P2P solutions only consider data
communication on hardware, without considering the kernel
stacks. As a result, those solutions still suffer from kernel
stack overhead when running content delivery applications.
Accelerated networking stacks. There are several exist-
ing works that attempt to improve the performance of net-
working stacks. Some works try to improve the performance
of existing kernel stacks. Fastsocket [71] improves the TCP
stack performance by achieving table-level connection parti-
tion, increasing the connection locality, and eliminating the
lock contention. StackMap [95] dedicates network interfaces
to applications and offer a zero-copy, low-overhead network
interface for applications. Megapipe [57] leverages parti-
tioned, lightweighted sockets, and batches system calls to
improve the performance. Another approach is bypassing the
heavyweight kernel stack and running the whole stack in the
user level. mTCP [58], IX [49], Sandstorm [73], F-Stack [13],
and PonyExpress/Snap [75] leverage user-level packet I/O
libraries, and leverage multiple CPU cores to process incom-
ing flows simultaneously, in order to increase the processing
throughput and reduce latency from kernel calls. ZygOS [85],
Shinjuku [60], and Shenango [80] further improve the tail
latency of packet processing by improving the load balancing
of the tasks among CPU cores. Arrakis [82] and IO-TCP share
the same vision of separation of data and control planes, but
Arrakis is focused on bypassing the kernel involvement on
the data path while IO-TCP harnesses extra processors for
work division of the TCP stack operations. TAS [62] builds
a TCP fast path as a separated OS service, which targets to
improve the performance of RPC calls in the data center.
Disk|Crypt|Net [74] builds a scalable video streaming stack,
containing a novel kernel-bypass storage stack and an ex-
isting kernel-bypass network stack, which achieves lower
latency and higher throughput for video streaming applica-
tions. However, all these solutions still require huge CPU
involvements in packet processing,which still consumes a lot
of CPU power on transmitting data among external devices.
A recent work called AccelTCP [78] offloads TCP connection
management as well as connection relaying into SmartNIC,

which relieves a part of packet processing computation from
host CPU cores. However, it focuses only on improving the
throughput for short-lived connections and L7 proxies.
NIC offload. Traditionally, there have been a spectrum of
NIC offload schemes. Stateless schemes like TCP/IP check-
sum offload, TCP segmentation offload (TSO) and large re-
ceive offload (LRO) have become ubiquitous in modern NICs
while stateful schemes like TCP Engine Offload (TOE) andMi-
crosoft Chimney Offload [25] have largely been deprecated
due to security and maintenance concerns coming from its
complexity. IO-TCP is essentially TSO with file reading, and
we believe it can be easily implemented into commodity NIC
hardware due to its simplicity.
More recently, several works have focused on offloading

various tasks to SmartNICs to improve the performance for
specific applications. KV-Direct [68] leverages FPGA-based
SmartNIC to improve the performance of in-memory key-
value stores. Floem [83], ClickNP [69], and UNO [66] lever-
age SmartNICs to accelerate general packet processing for
network applications. Metron [61] offloads packet tagging
into the NICs to reduce the latency of packet processing for
network functions. iPipe [72] builds a general framework for
offloading distributed applications into SmartNICs. Lynx [90]
uses the SmartNIC as part of an accelerator-centric archi-
tecture where the SmartNIC allows direct networking with
the accelerators. Gimbal [76] uses SmartNIC as the traffic
orchestrator for disk IO, and realizes efficient multi-tenancy
using congestion control algorithms and fair scheduling. Lea-
pIO [70] offloads disk IOs to SmartNIC and provides the
seamless address space for cloud tenants while [84] han-
dles NVMe-oF on NIC for remote storage access. However,
neither supports TCP operations to clients from NIC. To
the best of our knowledge, our IO-TCP is the first work that
leverages SmartNICs to accelerate disk and packet I/O for
content delivery systems.

7 Conclusion

In this paper, we have presented IO-TCP, a split TCP stack
design that offloads I/O operations from CPU for scalable
content delivery. IO-TCP provides a new abstraction that
leverages SmartNIC processors to perform I/O operations,
which significantly relieves the pressure on CPU and its main
memory system. Also, our proposal maintains the simplicity
in the NIC stack design so that it can be easily implemented
with low-powered processors on I/O devices.

Our evaluation shows IO-TCP significantly saves CPU
cycles while it delivers the benefit even for small-file transfer
when it serves enough connections. Along with the benefit,
we also discuss the limitations of the current prototype, and
we hope that SmartNIC vendors will consider highermemory
bandwidth for the embedded system when designing the
next version of their SmartNIC. The source code of IO-TCP
is available at https://iotcp.kaist.edu/
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Figure 13: An adaptation of IO-TCP to QUIC.

Appendix

A Support for the QUIC protocol

Unlike TCP/IP headers, the QUIC header is variable-sized,
so the host stack should carefully estimate the header size
before offloading. Since the data length can exceed an MTU
size, the SmartNIC should perform QUIC packet segmen-
tation with generation of QUIC headers as well as UDP/IP
headers. In addition to file IO offloading, UDP packet seg-
mentation with large content on SmartNIC could improve
the performance further as QUIC on the Linux UDP stack suf-
fers from frequent context switchings for invoking a system
call for each UDP packet. For reliable transfer, the host stack
should keep track of STREAM frame packet numbers and
data offsets that are sent out. Retransmissions can be handled
similarly to IO-TCP as the IO-TCP NIC stack manages the
file content buffers independently of the particular transport
layer protocol. Likewise, the "ACKD" command can free the
file content buffers that are confirmed to be delivered to the
QUIC client.
We have finished implementing "IO-QUIC" in the plain-

text version, and we will add support for TLS in the future.
Unlike the IO-TCP implementation, the host stack of our
IO-QUIC implementation uses unmodified Linux kernel as it
communicates with the NIC stackwith a special UDP packet.

B Performance Comparison with Asyn-
chronous sendfile() on FreeBSD

Recent FreeBSD supports asynchronous sendfile() that
does not block on disk reading [30], so we compare the per-
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Figure 14: Comparison of maximum performance of nginx that
uses asynchronous sendfile() on FreeBSD vs. IO-TCP. IO-TCP
uses the same number as in Figure 8a and Figure 8b.

formance of nginx (v1.20.1) on FreeBSD (v13.0) that utilizes
this feature. Since FreeBSD does not allow disabling indi-
vidual CPU cores, we use all 20 CPU cores for FreeBSD ex-
periments (FreeBSD-nginx(S)). Also, to gauge the impact of
higher-capacity CPU, we employ a different server with two
Intel Xeon Gold 6142 CPUs @ 2.60 GHz, a 100G Mellanox
ConnectX-5 NIC and 32GB memory of DRAM (FreeBSD-
nginx(G)). Again, we use all 32 cores in the two CPUs for the
experiments.

Figure 14a shows the results over different file sizes. Over-
all, FreeBSD achieves better performance than Linux for
plaintext transfer, but it does not reach the performance re-
ported in [74] (∼70 Gbps with 8 cores). This is because the
stock FreeBSD version does not support other features in
[74] except asynchronous sendfile(). In contrast, IO-TCP
outperforms all other setups despite that FreeBSD uses 19
to 31 more CPU cores. In terms of the TLS performance,
Figure 14b shows that FreeBSD suffers from the same issue
as Linux.
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Abstract
Many distributed systems, e.g., state machine replication and
distributed databases, rely on establishing a consistent order
of operations on groups of nodes in the system. Tradition-
ally, this ordering has been established by application-level
protocols like Paxos or two-phase locking. Recent work has
shown significant performance improvements are attainable
by making ordering a network service, but current network se-
quencing implementations require routing all requests through
a single sequencer – leading to scalability, fault tolerance, and
load balancing limitations.

Our work, Hydra, overcomes these limitations by using
a distributed set of network sequencers to provide network
ordering. Hydra leverages loosely synchronized clocks on net-
work sequencers to establish message ordering across them,
per-sequencer sequence numbers to detect message drops,
and periodic timestamp messages to enforce progress when
some sequencers are idle. To demonstrate the benefit of Hy-
dra, we co-designed a state machine replication protocol and
a distributed transactional system using the Hydra network
primitive. Compared to serialization-based network ordering
systems, Hydra shows equivalent performance improvement
over traditional approaches in both applications, but with sig-
nificantly higher scalability, shorter sequencer failover time,
and better network-level load balancing.

1 Introduction
Replication is ubiquitous in data center applications. Consen-
sus protocols like Paxos, Viewstamped Replication, and Raft
are used to maintain multiple copies of data, providing the illu-
sion of a single correct service that remains available even as
individual replicas fail and recover. However, these protocols
impose substantial latency and throughput overhead.

A recent line of work demonstrated that in-network pro-
cessing can alleviate this cost [42, 43, 56]. This network se-
quencing approach routes requests through a sequencer – im-
plemented in a programmable switch or middlebox – which
assigns a monotonically increasing sequence number to each
request. By pre-establishing a total order of all requests, they
enable lighter weight consensus protocols, ultimately yield-
ing impressive performance gains: Network-Ordered Paxos
achieves throughput within 2% and latency within 10% of an
unreplicated, non-fault-tolerant system [43].

However, employing this approach in practice is not easy.
Fundamentally, the difficulty stems from the fact that network

sequencing requires serialization: all traffic for a replicated
service must pass through a single sequencer. This poses three
major challenges in production networks. First, the single se-
quencer must process all request traffic, posing a scalability
bottleneck. Second, it imposes a new routing requirement for
specific application traffic, which network operators are loath
to accept. Restricting path diversity interferes with existing
policies, carefully engineered for load balancing and fault tol-
erance. Finally, it introduces an undesirable coupling between
network and application-level recovery. Replacing a failed or
unreachable sequencer requires coordinating a simultaneous
update to the network routes and recovery of the sequencer
state (via a consensus protocol). This adds deployment com-
plexity and increases system downtime during the recovery
process. All three are serious barriers to adoption, based on
our experiences with large-scale production data centers.

This paper asks whether network sequencing can be
achieved without serialization. We answer that question in the
affirmative by presenting the design of Hydra,1 a new protocol
for network sequencing that allows packets to be sequenced by
multiple active sequencers. Hydra’s sequencers themselves
run a lightweight coordination protocol, in which each se-
quencer independently assigns sequence numbers to requests
that can be merged to establish a total order of operations.
Specifically, Hydra leverages a combination of per-sequencer
sequence numbers and loosely synchronized physical clocks
across sequencers to assign a global ordering while still effi-
ciently detecting dropped messages.

Hydra is a practical protocol; we have built both a software
implementation that runs on end hosts and one in P4 [11] that
runs on an Intel Tofino programmable switch; the latter uses
only a small fraction of switch resources, demonstrating its
practicality for modern network devices. Hydra’s sequencing
functionality allows it to run the existing NOPaxos [43] and
Eris [42] replication and transaction processing protocols with
minimal modification, while making them more resilient to
sequencer faults with marginal performance cost.

Our evaluation results demonstrate that Hydra achieves a
378% increase in throughput and 42% reduction in latency
compared to an atomic multicast baseline, while scaling to
high numbers of receivers, multicast groups, and sequencers.
Comparing to systems that use a network serialization ap-
proach, Hydra significantly improves network-level load bal-

1Hydra is named after the Lernean Hydra of Greek mythology, a multi-
headed serpent that could regrow a new head if one was chopped off [31].
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ancing and reduces system downtime by 5×. Moreover, Hy-
dra achieves these benefits without sacrificing performance:
our Hydra-based state machine replication system gets latency
within 5 µs and throughput within 17% of NOPaxos, and our
transactional system attains 47% higher throughput than Eris.

2 Background
Establishing a consistent order of operations is fundamental to
many distributed systems: state machine replication [43,52,53,
61] requires all correct replicas to execute a totally ordered set
of client operations; distributed transactional systems [5, 14,
17,19,26,39] mandate that all shards of the data store process
transactions in a serializable order; distributed caches [50,55]
require consistent updates to ensure coherence.

Traditionally, guaranteeing strong consistency necessitates
running complex application-level distributed protocols which
involve coordination among servers. For instance, many state
machine replication protocols [52, 53, 61] designate a single
leader to assign an order to operations, and require it to com-
municate with replicas before returning a result to the client,
and existing distributed databases execute concurrency con-
trol, atomic commitment, and consensus protocols for each
client transaction. This expensive coordination is at odds with
the demanding throughput, latency, and scalability require-
ments of modern data center applications.

2.1 Request Ordering in the Network

The need for these protocols stems from the fundamental
assumption of a fully asynchronous network which can ar-
bitrarily drop, reorder, or delay messages. A classic line of
work in distributed computing proposes stronger communica-
tion primitives to simplify distributed applications, including
virtual synchrony [8,9], atomic broadcast [10,34], and atomic
multicast [28]. These provide broadcast or multicast opera-
tions that ensure all correct receivers will deliver the same set
of messages in the same order. Such guarantees can obviate
the need for consensus protocols – but implementing them is
a problem equivalent to consensus [13], so applications do
not enjoy a performance benefit.

Network ordering without reliability guarantees. A re-
cent line of work [42, 43, 56] proposes a new network model
that balances guarantees and implementation efficiency. This
new model moves the responsibility of consistent message
ordering into the network, but leaves reliable delivery of mes-
sages to application-level protocols. By providing ordering
guarantees in the network, this network/protocol co-design
approach allows faster replication protocols than traditional
designs; by not enforcing reliability, the network model is
simple enough to implement efficiently.

A key mechanism employed by these systems to imple-
ment network ordering is in-network serialization. For in-
stance, Speculative Paxos [56] routes all client requests first
to a designated switch in the network before multicasting to
the replica servers. The single switch serves as a serialization

point and ensures that, with high probability, all replicas re-
ceive client requests in the same order. NOPaxos [43] extends
this serialization approach by using programmable switch
ASICs to provide guarantees of request ordering. The des-
ignated switch stamps a sequence number into each client
request. Receivers then ensure consistent ordering by pro-
cessing requests only in sequence number order. Additionally,
sequence numbers allow replicas to identify dropped mes-
sages (by detecting gaps in the sequence).

Eris [42] further generalizes the sequencing approach to
support requests that are sent to multiple replication groups
(e.g., to implement fault-tolerant distributed transactions). The
sequencer switch maintains a counter for each group, and on
each client request, atomically increments the counter value
for all destination groups. These counter vectors ensure a
consistent ordering of all multi-group operations, while still
allowing receivers to independently detect dropped messages.

2.2 Limitations of In-Network Serialization

Prior work [42, 43, 56] has demonstrated the performance
benefits of the network ordering approach and its applicability
to several classes of distributed systems. However, the in-
network serialization approach employed by existing network
ordering solutions has important limitations.

Scalability bottleneck. A key requirement in the serializa-
tion approach is that all client requests need to go through
a single sequencer device. This device can become a perfor-
mance bottleneck. While in-switch sequencers can sustain a
far higher sequencing rate than the server-based replicas that
actually execute operations, sequencer capacity can still be a
scalability limit for sharded database systems like Eris [42]
where one sequencer serves many replica groups. Moreover, if
the sequencer is implemented on an end host, as can be more
practical for many deployments, poor CPU-based packet pro-
cessing performance is at odds with the horizontal scaling
capability of the system.

Prolonged system downtime. Being a serialization point
of all client requests, a failure in the sequencer will result
in unavailability of the entire distributed system. Sequencer
failover is more complicated than traditional recovery (e.g.,
changing leaders in a Paxos deployment) because it couples
network rerouting with application-level recovery. To resume
operation, the network control plane must first detect the fail-
ure and carry out network-wide routing changes to redirect
client traffic to a new sequencer, and afterwards begin a view
change procedure to ensure system state is consistent; only
then can replicas process requests from the new sequencer.
Rerouting in a large data center network is expensive: previ-
ous studies [38, 42, 43] show that updating forwarding tables
in a single switch alone can take more than 200 ms. Before
this lengthy rerouting procedure is complete, the system will
remain unavailable.
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Worsened data center network properties. Data center
networks are carefully engineered to provide high reliability,
performance, and cost efficiency [2, 27, 49]. By adding re-
dundant paths to the network and using protocols like ECMP,
these networks can effectively load balance network traffic,
tolerate link and switch failures, and sustain high bisection
bandwidth. Serializing traffic through a single switch, how-
ever, reduces the number of available paths and can easily
nullify these desirable network properties. For example, it can
lead to link congestion at the sequencer switch.

Incompatible with multi-pipeline switches. Many switch
ASICs scale out processing capacity by using multiple (e.g.,
2–8 [18]) separate pipelines, with few or no shared resources.
Existing sequencing approaches, however, update and atom-
ically read a single copy of the sequence number. This re-
quirement restricts deploying network sequencing logic to
a single switch pipeline [36]. This not only limits the maxi-
mum throughput of the network sequencer to a fraction of the
switch capacity, it complicates cabling and routing because
specific physical ports are bound to each pipeline.

3 Sequencing with Multiple Sequencers
Hydra allows multiple active sequencers to work concurrently,
preventing a single sequencer from becoming a scalability
bottleneck or a single point of failure. This allows Hydra to
support new deployment models for network sequencers.

3.1 Deployment Options

Hydra supports a spectrum of deployment models.

Root switches. Prior work envisioned using programmable
switches at the root of a tree topology as sequencers, leverag-
ing their centrality in the data center network. Such switches
can handle high request load, making scalability beyond a
single switch’s capacity a less urgent concern, but they do so
through the use of multiple ASICs and forwarding pipelines
which prior sequencer designs do not support. Hydra can also
improve availability by decoupling sequencer failover from
reroute latency of the underlying network (§7.5). In addition,
using multiple Hydra sequencers rather than routing all se-
quenced traffic through one switch provides path diversity,
which allows better link-level load balancing and resilience
to link failures (§7.4).

ToR switches. Many existing data center architectures
cannot deploy programmable switches at the network core:
they use large, multi-ASIC chassis switches at the root
layer [15, 27], and programmable switches are not available
in this configuration. For example, Tofino-based switches are
only available in smaller 32/64-port configurations. For many
scenarios, using top-of-rack switches as sequencers is thus a
more practical alternative. In such deployments, scalability
and fault tolerance are acute concerns: ToR switches fail more
commonly [25] and frequently experience congestion on their

uplinks. Hydra can avoid both problems by employing multi-
ple sequencers (§7.4).

Sequencer appliances. In our experience, incrementally
deploying new functionality in existing switches, ToR or oth-
erwise, can be a challenge: coordinating updates with existing
switch functionality and validating the correctness of a cus-
tom data plane are both obstacles. An appealing alternate
approach is to employ a cluster of switches as dedicated “se-
quencer appliances” attached to the network as edge devices
rather than being part of the fabric [57], as proposed for other
network function accelerators [37, 64]. Again, fault tolerance
of individual sequencers and congestion on their network
links (which may not exploit the full bandwidth of the switch)
are major concerns, which Hydra can alleviate.

End hosts. A final approach eschews specialized hardware
in favor of using end hosts as sequencers [43]. This offers
obvious deployment benefits and may be the only practical
approach for many environments. However, both scalability
and fault tolerance are critical here: Eris’s end-host sequencer
barely handles the load of a 15-shard database [42], making
it an option only for smaller deployments. Hydra’s multiple-
sequencer approach allows it to go beyond this limit, provid-
ing a practical, scalable approach for environments where
specialized hardware is unavailable (§7.1.3).

3.2 Addressing and Routing

Regardless of deployment options, Hydra integrates easily
with existing data center routing structures. Each Hydra de-
ployment has a unique IP address. Each sequencer in the de-
ployment advertises its IP address via BGP anycast, allowing
routes to be dynamically updated as sequencers join or leave
the deployment. Messages are routed to individual sequencers
using traditional shortest-path routing and load balancing tech-
niques, e.g., ECMP. Alternatively, in an SDN-oriented design
with a centralized controller, the network controller can install
appropriate anycast routes for the group of sequencers.

Apart from these routing changes, Hydra does not require
any changes to any other elements in the network besides the
sequencers themselves. This is a key design constraint, and
one that differentiates Hydra from other ordering approaches
like 1Pipe [41], which exchanges timestamps between every
switch, as well as complementary techniques like RDMA,
which requires complex in-network flow control [29].

4 Hydra: Serialization-Free Network Ordering
4.1 High-Level Abstraction

The core abstraction provided by Hydra is a group commu-
nication protocol. A Hydra deployment consists of receiver
groups, and each group contains one or more receivers. Hydra
offers a groupcast primitive, where a sender specifies one or
multiple groups as the destination, and the message is mul-
ticast to the receivers in the destination groups. The Hydra
groupcast primitive provides the following properties to the
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participants:
• Partial Ordering. Hydra groupcast messages are partially

ordered (the partial order relation is denoted as ≺) – all
groupcast messages with overlapping destination groups
are comparable. If groupcast message m1 is ordered before
m2 (m1 ≺m2) and a receiver receives both m1 and m2, then
every receiver delivers m1 before m2.

• Unreliable Delivery. Hydra only offers best effort mes-
sage delivery. A groupcast message is not guaranteed to be
delivered to any of its recipients.

• Drop Detection. If a groupcast message is not delivered
to all its recipients, the primitive will notify the remaining
receivers by delivering a DROP-NOTIFICATION. More for-
mally, let R be the set of receiver groups for message m,
then either one of the following two conditions holds: all
receiver groups in R deliver m or a DROP-NOTIFICATION
for m, or none of the receiver groups in R delivers m or a
DROP-NOTIFICATION for m.

These are the same guarantees provided by the network ab-
stractions in NOPaxos and Eris [42, 43]. However, critically,
Hydra allows scalability, fast failure recovery, and load bal-
ancing across sequencers, where previous designs fell short.

4.2 Prior Approach: Centralized Sequencer

A recent line of work [6, 7, 42, 43, 63] proposed to use ded-
icated devices in the network – a programmable switch, a
network processor, or an end-host server – as a centralized se-
quencer to establish message ordering. In particular, Eris [42]
builds a multi-sequenced groupcast primitive that provides
the same set of guarantees as we specified in §4.1.

To implement multi-sequenced groupcast, a centralized se-
quencer maintains a sequence number for each group in the
system. Senders of a groupcast message encode all recipi-
ent groups in a special packet header, and the packet is first
routed to the sequencer. Upon receiving a groupcast packet,
the sequencer atomically increments the sequence number for
each recipient group, and writes a multi-stamp into the packet.
The multi-stamp contains a set of ⟨group-id, sequence-num⟩,
one for each recipient group. The groupcast packet is then
forwarded to each receiver in each receiver group.

Groupcast receivers track the next sequence number they
expect from the sequencer. When a receiver receives a group-
cast packet, it checks the sequence number that corresponds
to its group ID in the multi-stamp. The receiver rejects the
packet if the sequence number is lower than the expected
value (indicating out-of-order or duplicated messages), and
delivers a DROP-NOTIFICATION to the application if the se-
quence number is higher than expected.

Multi-sequencing provides the three properties of §4.1. By
incrementing sequence numbers atomically, the sequencer en-
sures that if two groupcast messages have overlapping groups,
all receivers in those groups will deliver the two messages
in a consistent order. By maintaining per-group sequence
numbers, any packet loss from the sequencer to a receiver

Algorithm 1 SequencerHandlePacket(pkt)
id: sequencer ID
N: total number of Hydra groups
clk: switch physical clock
seq[N]: sequence number for each group

1: pkt.id← id
2: pkt.c← clk
3: for grp in pkt.grps do
4: pkt.seq[grp]← ++seq[grp]
5: end for
6: Forward pkt

will result in a gap in the received sequence numbers, and
hence a DROP-NOTIFICATION. However, using a centralized
sequencer introduces the limitations previously described.

4.3 Consistent Ordering with Multiple Sequencers

Naïvely applying multi-sequenced groupcast to a multi-
sequencer deployment violates the guarantees listed in §4.1.
Suppose each sequencer independently maintains sequence
numbers for each receiver group, and groupcast messages
can be forwarded to any of the sequencers. Consider two
groupcast messages m1 and m2, both destined to group G1,
but routed through two sequencers. The two sequencers may
write the same sequence number (since they maintain se-
quence numbers independently) for G1 into m1 and m2. When
receivers in G1 receive m1 and m2, they cannot consistently
order the messages while providing drop detection. Break-
ing ordering ties with sequencer ID, for example, would be
consistent across receivers, but a receiver that only received
the “larger” of m1 and m2 would have no way of inferring the
existence of the “smaller.”

To enforce all the guarantees in §4.1 while scaling to mul-
tiple sequencers, we propose a new approach by combin-
ing loosely synchronized clocks across sequencers and per-
sequencer sequence numbers to establish consistent ordering
and detect drops, and using periodic flush messages to ensure
receiver progress.

4.3.1 Physical Clocks for Message Ordering

Hydra uses a combination of sequence numbers and physical
clocks to order messages. Concretely, each Hydra sequencer
possesses a local physical clock that is strictly monotoni-
cally increasing; each sequencer also maintains a sequence
number for each receiver group. Physical clocks are loosely
synchronized across sequencers, but this is not required for
safety; clock skew can only slow progress. Safety of Hydra
only depends on physical clocks not drifting backwards. This
requirement is already common practice: existing clock syn-
chronization protocols such as NTP ensure that clocks can
only move forward [51].

Each Hydra groupcast message is routed to one sequencer
before being forwarded to all receivers in each destination
group. When a sequencer receives a groupcast message, in
addition to incrementing the sequence number for each recip-
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Algorithm 2 ReceiverHandlePacket(pkt)
M: total number of sequencers
gid: receiver group ID
bu f : ordered queue of undelivered messages
s[M]: largest sequence number received (per sequencer)
c[M]: largest clock value received (per sequencer)

1: if pkt.seq[gid]≤ s[pkt.id] then
2: return
3: end if
4: c[pkt.id]←max{c[pkt.id], pkt.c}
5: Deliver DROP-NOTIFICATION for

(s[pkt.id]+1 . . . pkt.seq[gid]−1) (inclusive)
6: s[pkt.id]← pkt.seq[gid]
7: if pkt is not a flush message∧ pkt ̸∈ bu f then
8: Add pkt to bu f
9: end if

10: for p in bu f do
11: if p⪯min{(c[m], m) : m ∈ (1 . . .M)} then
12: Dequeue p from bu f and deliver p
13: else
14: break
15: end if
16: end for

ient group and inserting a multi-stamp, it writes its current
clock value into the packet (Algorithm 1 line 2-5). Note that
reading the clock value and incrementing sequence numbers
must be done in an atomic block. Strict monotonicity of phys-
ical clocks and the above atomicity requirement ensure the
following: for any two groupcast messages m1 and m2 with
an overlapping recipient group g sequenced by the same se-
quencer, s1 ̸= s2 ∧ (s1 < s2 ⇐⇒ c1 < c2), where s1 and s2
are the assigned sequence numbers for g, and c1 and c2 are
the assigned clock values.

With a clock value inserted into each groupcast message,
Hydra defines the partial ordering (≺) of groupcast messages
in the following way: for groupcast messages m1 and m2
with overlapping recipient groups and clock values c1 and
c2 sequenced by sequencers with IDs i and j, m1 ≺ m2 if
c1 < c2 ∨ (c1 = c2 ∧ i < j) 2. Breaking ties between equal
clock values using sequencer IDs is necessary in guaranteeing
the partial order property in §4.1.

Hydra groupcast receivers deliver groupcast messages to
their users according to our partial order. If a receiver re-
ceives groupcast messages m2 before m1 with m1 ≺ m2, it
must either deliver a DROP-NOTIFICATION for m1 before de-
livering m2 or add m2 to a buffer until it receives m1. However,
delivery based on physical clocks alone is not strong enough
to detect message drops.

4.3.2 Combining Physical Clocks and Multi-Stamps for
Drop Detection

Attaching sequence numbers to messages offers the useful
property that any dropped message can be detected by observ-

2For ease of exposition, we slightly abuse the ≺ notation: it applies to
both groupcast messages and (clock value, sequencer ID) tuples.

ing gaps in the number sequence. Unfortunately, this property
is lost when using physical clocks to order messages – a re-
ceiver seeing a message with a clock value c cannot determine
if it missed any message with c′ < c. To detect message drops,
Hydra combines physical clock values and sequence numbers
from multiple sequencers. Hydra receivers buffer incoming
messages and deliver them in clock value order, but only once
they have determined – based on sequence numbers – that
no message with a lower clock value from another sequencer
will be delivered.

Specifically, each Hydra receiver maintains two values for
each sequencer i (Algorithm 2): the largest group sequence
number s[i] it has received from i, and the largest clock value
c[i] among messages it has received from i. Let cmin be the
minimum value among all (c[i], i) tuples, ordered by ≺. A
Hydra receiver delivers messages using the following rules:
(i) it delivers pending groupcast messages in clock value

and sequencer ID order (line 10),
(ii) it will only deliver a single message or DROP-

NOTIFICATION for each sequence number from each se-
quencer (lines 1 and 6),

(iii) it only delivers groupcast messages m if m⪯ cmin (line
11), and

(iv) when receiving groupcast message m with sequence num-
ber s from sequencer i, if s > s[i]+1, it delivers a DROP-
NOTIFICATION for each message from s[i]+ 1 to s− 1
(line 5).

From our discussion in §4.3.1, rules (i) and (ii) ensure the
partial ordering property of Hydra groupcast. To show how
rules (iii) and (iv) enforce drop detection, we leverage a key
invariant: for a receiver r in group g and for any groupcast
message m that has g as a recipient group, if m⪯ cmin, then
r has either received m, or has received another groupcast
message m′ stamped with a higher sequence number from
the same sequencer. With this invariant, the drop detection
property of Hydra groupcast is guaranteed, since r either de-
livers m (m is received and rules (i) and (iii)), or delivers a
DROP-NOTIFICATION for m (m′ is received and rule (iv)). As
an optimization, Hydra receivers can delay the delivery of
DROP-NOTIFICATIONs until a message is needed to advance
cmin. Because Hydra is robust to message reordering, this does
not affect the correctness of the receiver protocol.

4.3.3 Ensuring Progress with Flush Messages

Our groupcast design so far ensures all the properties listed
in §4.1, but has one remaining issue. In order for a receiver
to make progress in delivering messages, it needs to receive
groupcast messages from all sequencers to advance cmin. For
instance, if a receiver has received message m≻ cmin, to de-
liver m, the receiver needs to receive messages from other se-
quencers to advance cmin. Consequently, any single sequencer
that stays idle for an extended period of time would impede
the progress of all groupcast receivers in the system.

To ensure progress in message delivery, each sequencer
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Message Legend
M1 = ⟨G, 1, {(1,1),(2,1)}, 42⟩ M2 = ⟨G, 2, {(1,1)}, 42⟩ F1 = ⟨F, 1, {(1,3),(2,2)}, 80⟩
M3 = ⟨G, 2, {(1,2)}, 85⟩ M4 = ⟨G, 2, {(1,4)}, 90⟩ F2 = ⟨F, 1, {(1,3),(2,4)}, 98⟩
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Figure 1: An example execution of the Hydra message delivery protocol. At every step, the state of the Hydra buffer is displayed along
with any messages delivered to the application. Hydra groupcasts are written ⟨G, sequencer, multi-stamp, timestamp⟩, while
flush messages are written ⟨F, sequencer, multi-stamp, timestamp⟩, and DROP-NOTIFICATIONs are written ⟨D, sequencer,
sequence_num⟩. A multi-stamp is a set of (group, sequence_num) tuples. This execution follows a receiver in group 1 receiving
messages from two sequencers, 1 and 2. Transitions between states of the receiver show the message being received.

periodically sends a flush message to all groupcast receivers
containing its current clock value and the latest sequence num-
ber that the sequencer has sent to each receiver group (without
incrementing). When a receiver receives a flush message from
sequencer i, it follows the same procedure (§4.3.2) to advance
c[i], cmin, and s[i]. Applications are unaware of flush messages.
Receivers, however, still use the sequence number in flush
messages to deliver DROP-NOTIFICATIONs, following rule
(iv) (Algorithm 2 line 5). Again, Hydra receivers can delay
the delivery of DROP-NOTIFICATIONs until they are needed
as an optimization.

The above protocol guarantees that, in the absence of fail-
ures (we discuss failure handling below), all received group-
cast messages on every receiver will eventually be delivered.
Clock divergence on different sequencers can delay message
delivery (up to the clock skew), since cmin on each receiver
depends on the sequencer with the slowest clock value, but
cannot violate any of the safety properties.

Figure 1 shows an example execution of Hydra from the
point of view of a single receiver receiving groupcast and
flush messages from two sequencers. At every step of the
execution, the receiver accepts an incoming message and
delivers groupcasts and DROP-NOTIFICATIONs and retains
pending groupcasts in its local buffer according to the rules
defined in §4.3.2.

4.4 Handling Sequencer Failures

If a sequencer fails or link failures occur between a sequencer
and some of the groups, some (or all) groupcast receivers
will stop delivering messages, since they no longer receive
messages from the failed sequencer and are unable to advance
cmin. We use a reconfiguration protocol to address this issue.

Concretely, each Hydra deployment uses a centralized,
fault-tolerant configuration service to manage a sequence
of configurations. Each configuration specifies the set of
sequencers and groupcast receivers (here we only discuss
changes to sequencers across configurations). Groupcast re-
ceivers also store the current configuration locally. When a
receiver suspects that sequencer j in the current configuration
n has failed, e.g., when it has not received messages from

sequencer j in a timeout period, it notifies the configuration
service. The configuration service creates a new configuration
n+1 with sequencer j removed, and sends the configuration
to all groupcast receivers.

When groupcast receivers receive the new configuration,
they run an agreement protocol to agree on the last sequence
number each receiver group should deliver from the failed
sequencer. To do so, each Hydra receiver additionally stores,
for each sequencer, the largest sequence number it has seen
in a multi-stamp for each receiver group (not just its own). To
continue the sequencer removal process, each receiver sends
a message with the largest sequence numbers (for all groups)
it has received from the failed sequencer to the configuration
service and stops processing messages with higher sequence
numbers from that sequencer. Once the configuration service
receives a quorum of these messages from each receiver group,
it aggregates them to derive the highest sequence number each
receiver group has or should have received from the failed se-
quencer. The configuration service sends a removal message
to each group. A groupcast receiver delivers all necessary
DROP-NOTIFICATIONs based on this removal message and
continues to deliver messages following the rules in §4.3.2;
the removal message serves as a final flush from the failed
sequencer (with an infinitely large timestamp). Once all pend-
ing messages from the failed sequencer have been delivered,
the receiver can safely transition to the new configuration.
To avoid inconsistencies caused by different configurations,
a receiver always attaches its current configuration number
when delivering messages to the application.

Discussion. How does Hydra’s recovery protocol compare,
in terms of availability, to single-sequencer systems like those
originally used by NOPaxos and Eris? Like these systems,
Hydra experiences an interruption in message delivery caused
by the failure of a sequencer. However, Hydra receivers can
resume delivering messages from the other sequencers once
they run the above protocol, which requires coordination only
between the receivers, not the network layer. Thus, its un-
availability period depends only on failure detection time
and the agreement protocol latency, which can be orders-of-
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magnitude shorter than the duration of network rerouting. It
can also support more aggressive sequencer removal with
shorter timeouts. Even though deploying more sequencers
increases sequencer failure probability, by avoiding network
rerouting on the critical path, Hydra still achieves overall
improvement in system availability.

Adding new sequencers. To add a sequencer k to the sys-
tem, the configuration service similarly creates a new con-
figuration n+1 with sequencer k added, and sends the con-
figuration to all receivers. Once a receiver receives the new
configuration, it stops delivering groupcast messages to the
application, and waits until it receives a flush message from
the new sequencer k that has a higher timestamp than its latest
delivered message. It then sends that flush message to the con-
figuration service. When the configuration service receives a
quorum of flush messages from each receiver group, it picks
the flush message with the highest timestamp, denoted as tk,
and broadcasts that flush to all receivers; tk effectively serves
as the starting time of the new configuration. A receiver then
resumes delivering messages for the previous configuration,
until the next-to-be-delivered message has timestamp big-
ger than tk. At that point, the receiver transitions to the next
configuration, sets s[k] to the sequence number in the flush
message it receives from the configuration service, and starts
delivering messages from the new sequencer. Note that if an
old sequencer (removed previously) rejoins in a new config-
uration, the sequencer’s ID is reassigned to a value unique
from all other IDs, and its sequence numbers are all reset.

4.5 Correctness

We provide a detailed discussion of the safety of the Hy-
dra protocol in Appendix B. In addition, a TLA+ speci-
fication [40] of the Hydra groupcast and sequencer addi-
tion/removal protocols (Appendix C) has been model checked
against Hydra’s safety guarantees.

The liveness of the Hydra protocol is straightforward: as
long as (1) receivers continue to receive groupcasts or flush
messages from non-failed sequencers, and (2) the configura-
tion service remains available and can communicate with a
quorum of each receiver group to remove failed sequencers
and complete the addition of new sequencers, Hydra group-
casts will be delivered.

4.6 Optimizations

Flush messages facilitate progress of Hydra receivers. How-
ever, generating flush messages at an overly aggressive rate
will adversely affect a receiver’s performance, as these flush
messages consume network, CPU, and I/O resources. To strike
a balance between message delivery latency and throughput,
we propose two optimizations: receiver-side flush message
solicitation and in-network flush message aggregation.

4.6.1 Receiver-Side Flush Message Solicitation

In our basic protocol described in §4.3.3, sequencers periodi-
cally send flush messages to all receivers. We can manually
tune the flush message generating interval T on sequencers to
adjust the latency/throughput trade-off: a smaller T improves
message delivery latency but increases the load on the re-
ceivers, while a larger T has the opposite effect. However,
since flush messages are broadcast to all receivers, this one-
value-for-all policy cannot account for the different processing
capacities and load levels on different receivers. Moreover,
blindly sending flush messages every T time unit, particularly
when T is small, can result in significant amount of unneces-
sary traffic. To see why this is the case, consider a receiver
that currently has no message to deliver. Any flush message
sent to this receiver, before the next Hydra message (with
a higher clock value) arrives, will have no effect on the re-
ceiver’s delivery progress and thus are strictly unnecessary.

Our key observation is that receivers, not sequencers, have
perfect knowledge of when flush messages are required: re-
ceivers only need flush messages to make progress when
they possess undelivered messages. We therefore propose a
receiver-centric optimization, in which sequencers do not ac-
tively generate flush messages; instead, receivers explicitly
request flush messages when needed. This optimization also
enables various solicitation policies on the receivers. To op-
timize for latency, a receiver can immediately request flush
messages when it receives groupcast messages that cannot be
delivered. To optimize for throughput, it can delay requesting
flush messages, equivalent to a batching approach. It can also
apply a more sophisticated approach where it determines the
solicitation delay based on the current load of the receiver,
adaptively optimizing for both latency and throughput.

4.6.2 In-Network Flush Message Aggregation

Our message delivery rules (§4.3.2) require that a receiver
delivers a groupcast message if and only if it has received mes-
sages with higher clock values from all other sequencers. The
implication of this rule is that, the number of flush messages
required to deliver a groupcast message increases linearly
with the number of sequencers. To further reduce the pro-
cessing overhead caused by excessive flush messages, we
propose an advanced optimization technique inspired by re-
cent in-network aggregation work. Concretely, we leverage
ToR programmable switches connected to Hydra receivers
to track each sequencer’s clock value and sequence numbers.
These numbers are updated when a ToR switch receives a
flush message, but it does not immediately forward the flush
message to the receiver. Only when the minimum stored
clock value becomes large enough, the switch sends a single
aggregated flush message containing all the clock values and
sequence numbers to the receiver. To accurately determine
this threshold, receivers attach the largest clock value among
all undelivered messages in its flush message solicitation re-
quest. The ToR switch uses this value as the clock threshold,
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which guarantees that the aggregated flush message would
allow the receiver to deliver all undelivered messages in the
buffer (those when the solicitation request was made). By
applying our in-network aggregation optimization, the num-
ber of flush messages a receiver processes remains constant
regardless of the number of sequencers.

5 Hydra Implementation
A Hydra deployment contains a dynamic set of groupcast
senders, receivers, and sequencers, managed by a configura-
tion service. We use a centrally-controlled SDN approach
for managing groupcast routing: a POX [58]-based SDN
controller installs rules that route groupcast messages to a
randomly-selected reachable sequencer. When using end-host
sequencers, we use a source routing approach: the configura-
tion service tracks addresses of sequencers, which are cached
on Hydra senders. When sending groupcast messages, senders
randomly pick one of the sequencers and send to it via unicast.
No special network routing is required.

Hydra sequencers each maintain minimal state: a unique
sequencer ID, a sequence number for each receiver group, and
a physical clock that is monotonically increasing. One of our
key design principles is simplicity. It enables us to implement
a Hydra sequencer efficiently on different hardware platforms.

In-network sequencing using programmable switches.
Implementing Hydra sequencers in the data plane of network
switches offer the highest sequencing performance, as cur-
rent programmable switches can process billions of packets
per second, with switching latency consistently under a few
hundred nanoseconds. Hydra groupcast is implemented as
an application-level protocol atop UDP. We reserve a special
UDP port for Hydra groupcast, and append a customized Hy-
dra header after the UDP header. The Hydra header includes a
bitmap to specify the destination groups, a vector of sequence
numbers (one for each destination group), and a single clock
value. The switch implementation uses one switch register
array element for each receiver group to store its current se-
quence number. The switch checks each bit of the bitmap,
and for each enabled bit, increments the corresponding se-
quence number register and writes the sequence number into
the Hydra header. Since there is no dependency across groups
when processing a groupcast message, bit checking and se-
quence number updating for all destination groups can be
done in parallel. This enables us to significantly reduce the
required pipeline stages, allowing us to scale to higher num-
ber of groups. Subsequently, the switch stamps the hardware
clock time into the header, and uses the replication engine to
multicast the packet to receivers.

End-host Sequencers. Implementing Hydra sequencers on
end-host servers offers better flexibility and portability, partic-
ularly attractive for deployments that cannot deploy special-
ized hardware. The downside is comparatively lower packet
processing performance. Our Hydra protocol, however, en-

ables scaling sequencing performance by adding additional se-
quencers. As we will show in our evaluation (§7.1.3), through-
put of Hydra scales linearly with the number of sequencers.

Sender and receiver libraries. Hydra provides user-space
libraries for sending and receiving groupcast messages. In
addition to coordinating with the configuration service to track
active sequencers and groups, this library also implements
receiver-side buffering to deliver messages in the right order,
and the flush message solicitation policies of §4.6.1. We have
implemented two I/O stacks for the libraries. First, a polling-
based DPDK [23] stack for efficient, kernel-bypassed packet
processing. Second, a Linux-based transport using sockets
and libevent [45] for better compatibility. Our evaluation in
§7 uses the DPDK stack.

6 Building Distributed Systems using Hydra
Our Hydra groupcast primitive has a unique set of trade-offs
between its guarantees and efficiency of the implementation.
Compared to best effort primitives such as unicast and IP
multicast, Hydra offers strong message ordering guarantees;
compared to atomic broadcast and atomic multicast primitives,
Hydra does not guarantee reliable message delivery, but can
be implemented efficiently using a single phase protocol. In
order to show the benefits of its design, we applied Hydra to
two recent distributed systems – NOPaxos and Eris [42, 43] –
and built a state machine replication called HydraPaxos and a
distributed transaction processing system called HydraTxn.

Hydra’s groupcast provides the same guarantees as the
network protocols used in NOPaxos and Eris (Ordered Unre-
liable Multicast and Multi-sequenced Groupcast). Therefore,
Hydra is readily composed with these existing protocols. Hy-
draPaxos and HydraTxn use the NOPaxos and Eris protocols
to tolerate server faults and handle DROP-NOTIFICATION,
while use Hydra to provides message ordering guarantees and
allows the adding and removing of sequencers. The only nec-
essary modifications to NOPaxos and Eris are the disabling of
their sequencer failure handling protocols, as this is handled
by Hydra itself. Both HydraPaxos and HydraTxn can commit
operations in a single round trip in the normal case.

HydraPaxos. HydraPaxos is a state machine replication
system based on NOPaxos that tolerates crash failures of
less than half of the replicas (or equivalently, with 2 f + 1
replicas, HydraPaxos tolerates f crash failures). It guarantees
linearizability [30] as long as the application state machine
is deterministic. Each HydraPaxos deployment registers a
unique Hydra groupcast address. HydraPaxos clients send
state machine operations as a groupcast message with a single
destination group. Each replica in a HydraPaxos deployment
acts as a single Hydra receiver of the group. HydraPaxos
operations are handled in a single round trip in the normal
case. Once Hydra delivers an operation to the replicas, the
replicas use the NOPaxos protocol to ensure operations are
committed durably. Briefly, each replica adds the operation to
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its log, and the leader replica executes the operation against
the current state. Clients wait for consistent replies from a
majority of replicas (including the leader) before considering
a reply committed. When a DROP-NOTIFICATION is delivered
to a replica, replicas need to reach consensus on the fate of
the message – either to process or to permanently ignore – to
ensure linearizability. The replica first attempts to recover the
missing message by contacting other replicas in the group. If
replicas fail to recover the dropped message, they coordinate
(driven by the leader) to commit the message as a NO-OP.

HydraTxn. HydraTxn, is a fault-tolerant, distributed trans-
action processing system. HydraTxn partitions the entire data
store into multiple shards with each shard replicated on multi-
ple servers. Clients wrap data reads and writes into transac-
tions. HydraTxn guarantees atomic, strict serializable execu-
tion of the transactions, and tolerates failures of less than half
of the replicas in each shard. Similar to HydraPaxos, each Hy-
draTxn deployment uses a unique Hydra groupcast address.
Each shard of the deployment is assigned a unique group, and
each replica in the shard registers a Hydra group receiver,
delivering Hydra messages and DROP-NOTIFICATIONs. For
transactions that qualify as independent transactions – stored
procedures that has no dependency across shards and requires
no client interactions – clients send the transaction in a single
Hydra groupcast message destined to all the involved shards.
HydraTxn also supports more general transactions by divid-
ing them into multiple independent transactions and using
two-phase locking on the servers to ensure isolation. As in
HydraPaxos, independent transactions are handled in a single
round trip in the normal case. Replicas in each shard involved
in the transaction log the transaction and reply to the client,
with the leader of each shard additionally executing the trans-
action. Clients wait for majority quorums from each shard
to reply before considering a transaction committed. Since
a transaction groupcast may involve multiple shards, DROP-
NOTIFICATION requires all involved shards, not just the local
group, to reach consensus on the reception/dropping decision.
Similar to Eris [42], we use a logically separate, fault-tolerant
failure coordinator service to manage this agreement protocol.

7 Evaluation
Our Hydra implementation includes Hydra host libraries,
switch data and control planes, end-host sequencers, and Hy-
dra co-designed replication (HydraPaxos) and transactional
(HydraTxn) protocol implementations. The switch data plane
is implemented in 1040 lines of P4 [11] code, and the switch
control plane is written in 493 lines of Python code. We im-
plemented the end-host sequencer, Hydra host libraries, the
HydraPaxos protocol, and the HydraTxn protocol in approxi-
mately 8000 lines of C++ code.

Our evaluation testbed consists of 10 nodes connected to
an APS BF6064X-T (Barefoot Tofino-based) programmable
switch. We ran servers/replicas on nodes with dual 2.90GHz
Intel Xeon Gold 6226R processors (32 total cores), 256 GB

RAM. We used the remaining nodes to run clients and end-
host sequencers. Clients use 2.10GHz Intel Xeon Gold 6230
processors (20 total cores) and 96 GB RAM. All nodes
ran Ubuntu Linux 20.04 and use Mellanox ConnectX-5
100 GbE NICs. We statically partitioned resources on the pro-
grammable switch to implement multiple switch sequencers.

7.1 Hydra Groupcast Microbenchmarks

We first used microbenchmarks to evaluate the performance
of our Hydra groupcast primitive. We ran closed-loop clients,
each sending groupcast messages to a set of receiver groups.
When a Hydra receiver delivers a groupcast message, it imme-
diately replies to the client. Clients send the next groupcast
message when they receives replies from each receiver in all
destination groups (we assume no receivers fail).

We compared Hydra to two other groupcast implementa-
tions. First, we implemented a version of genuine atomic
multicast [28]. To atomic multicast a message, a client first
sends the message to all the receivers in each destination
group. Receivers in each group run a consensus round to
agree on a message timestamp and send the group timestamp
to the client. The client picks the highest timestamp as the
final message number, and forwards the message number to
all involved group receivers. Receivers deliver messages in
message number order. Second, we implement an unordered
multicast – receivers immediately deliver client messages
without any ordering guarantee – as a baseline.

7.1.1 Latency and Throughput

In the first experiment, we used a single group with three
receivers to evaluate the base case performance. Two switch
sequencers were deployed when evaluating Hydra, and we
applied the receiver-side solicitation optimization (§4.6.1).
We gradually increased the offered client load, and measured
both the latency and the throughput of each system. As shown
in Figure 2a, Hydra achieves a 378% increase in throughput
and 42% reduction in latency compared to atomic multicast.
Running consensus among group receivers for each message
adds substantial throughput and latency overheads to atomic
multicast. On the contrary, Hydra receivers require no coor-
dination among each other to deliver messages in consistent
order. In the worst case, they wait for a half RTT (receiver
→ switch→ receiver) to receive flush messages in order to
deliver a groupcast. This overhead is reflected in Hydra’s
small latency penalty (3 µs) compared to the baseline. As
Hydra receivers can deliver messages without explicit flush
messages when sequencers receive enough traffic, Hydra is
able to attain throughput within 39% of the baseline.

Increasing group size. Next, we added more receivers to
the group. When we increased the group size threefold (from
three to nine), throughput of Hydra dropped only by 8%, and
its latency remained the same. Hydra scales well to larger
group sizes because receivers can independently determine
the correct order of messages with no coordination. Perfor-
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Figure 2: Latency and throughput of running a micro multicast benchmark. We use two switch sequencers for Hydra, and compare its
performance to an atomic multicast and an unordered multicast protocol. For (b) and (c), we use a group size of three.
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Figure 3: Impact of different flush message policies and parameters
on performance of Hydra. The policies are: the receiver solicitation
strategy (SOL), sequencer generation strategy (GEN), adaptive so-
licitation strategy (ADP), ToR switch aggregation (AGG).

mance of atomic multicast, however, degrades proportionally
to the number of receivers as the cost of consensus increases.
At group size of nine, Hydra outperforms atomic multicast by
567% in throughput and 56% in latency.

Scaling to more groups. To test how well Hydra scales
to larger number of groups, we fixed the group size to three
receivers, and increased the total number of groups. We used a
workload where 80% of the groupcast messages were destined
to a single group, and the remaining 20% had two destination
groups. Clients chose destination groups following a uniform
distribution. As shown in Figure 2b and Figure 2c, Hydra’s
throughput and latency continue to closely match the base-
line. At 15 groups, throughput of Hydra is within 25% of the
baseline, and 340% higher than atomic multicast.

7.1.2 Impact of Flush Messages

As we discussed in §4.6, policies for generating and handling
flush messages can affect Hydra performance. To evaluate
their effectiveness, we ran 15 groups each with three receivers,
deployed four switch sequencers, and measured the latency
and throughput of Hydra with increasing client load. We apply
three flush message policies and show their impact in Figure 3:
(1) sequencers periodically generate flush messages (GEN),

(2) receivers solicit flush messages from sequencers after a
delay (SOL), (3) receivers adaptively solicit flush messages
based on current load (ADP). We also examine the impact
of having ToR switches aggregate flush messages from se-
quencers (AGG).

When we use a higher delay for generating or soliciting
flush messages, receivers on average need to wait longer to
deliver messages. This effect is validated by the higher aver-
age latency experienced by GEN and SOL when their delay
is at 100 µs. By decreasing the delay, both policies enjoy bet-
ter message delivery latency. Unfortunately, it also degrades
maximum throughput, as receivers use more CPU cycles to
process flush messages – up to 14% lower throughput for
GEN. ToR switch aggregation reduces the impact of frequent
flush messages: AGG improves the throughput of GEN by
14%. Finally, by using an adaptive solicitation strategy, ADP
achieves both low latency – it immediately requests flush mes-
sages when it has spare CPU cycles – and high throughput –
it does not receive excessive flush messages at high utiliza-
tion. As shown in Figure 3, it attains latency within 3µs and
throughput within 33% that of the baseline result.

7.1.3 Sequencer Scalability

To evaluate the sequencer scalability of Hydra, we emulated
an increasing number of switch sequencers (up to eight) on
the same physical switch. For each emulated sequencer, we
allocated a dedicated queue in the switch traffic manager
that rate limits to 10 Gbps. Due to the limited number of
physical servers, we only deployed 15 real Hydra groups, each
with three receivers. To saturate the sequencers’ capacity, we
deployed additional virtual groups, whose request traffic were
simply dropped at the switch egress ports. Figure 4a shows
that throughput of the system increases linearly with more
deployed switch sequencers. With eight sequencers, Hydra
can process more than 250 million groupcast per second. The
additional switch sequencers also have minimum impact on
groupcast latency.

For clusters without programmable switches, sequencers
can be deployed on end-host servers, offering an immediately
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Figure 4: Scalability of Hydra with increasing number of sequencers.
We use 15 groups, three receivers per group, and deploy sequencers
on switches and end-host servers. We also generate additional group-
cast traffic to virtual Hydra groups to saturate the sequencers.

deployable solution. End-host sequencers, however, have lim-
ited processing capacity compared to an in-switch implemen-
tation. Figure 4b shows that Hydra can avoid this dilemma
by adding more end-host sequencers, with near-linear scal-
ing. With enough Hydra traffic, request load were evenly
distributed among all sequencers. Since receivers need to
wait for at least one message from each sequencer for mes-
sage delivery, latency of Hydra increases slightly with more
sequencers.

7.2 HydraPaxos Evaluations

Next, we evaluate the performance benefits of co-designing
state machine replication (SMR) systems with Hydra. We
compared our HydraPaxos to three other SMR protocols:
Paxos (with the Multi-Paxos optimization), Fast Paxos, and
NOPaxos. We also ran an unreplicated system with no fault
tolerance as a baseline. All protocols were implemented in the
same codebase for a fair comparison. We deployed each SMR
system on three replica servers, ran an echo-RPC applica-
tion, and measured the end-to-end latency and throughput of
each system with increasing client load. We used two switch
sequencers for HydraPaxos, and one switch sequencer for
NOPaxos. Figure 5 shows HydraPaxos achieves significantly
higher throughput than Paxos (204%) and Fast Paxos (180%),
by avoiding replica coordination in the common case. Figure 5
also shows that our design can attain performance compara-
ble to a network serialization approach: HydraPaxos achieves
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Figure 5: State machine replication system comparison. We measure
the latency and throughput of HydraPaxos and other SMR protocols
with three replicas. HydraPaxos uses two switch sequencers.

latency within 5 µs and throughput within 17% of NOPaxos.
Like NOPaxos, HydraPaxos can sustain its throughput even
with a moderate rate of packet drops (≤ 0.1%), because drop
recovery uses a lightweight protocol; a full evaluation appears
in Appendix A.

7.3 HydraTxn Evaluations

The second distributed application we evaluated was a fault-
tolerant, distributed transactional system. We compared Hy-
draTxn with three other systems: Granola [19], Eris [42], and
a standard distributed transactional system [17] called Lock-
Store that uses two-phase commit, two-phase locking, and
Paxos. All systems are implemented in the same code base.
We deployed each system on 15 database shards, each repli-
cated on three servers. HydraTxn uses two switch sequencers,
while Eris uses only one. Similar to our experiment in §7.1.3,
we rate limit each sequencer’s bandwidth in the switch traffic
manager and generate traffic to virtual Hydra groups.

We use the YCSB+T [16] benchmark that wraps read and
write operations into stored-procedure style transactions.
The workload we used consists of single-shard transactions
with a read/write ratio of 1:1. Keys are selected using a uni-
form distribution. As shown in Figure 6, HydraTxn avoids
server coordination overhead when processing transactions,
leading to a 3.1× and 1.9× throughput, and a 49% and 13% la-
tency reduction compared to Lock-Store and Granola. Perfor-
mance of Eris is bottlenecked by the single switch sequencer.
Excessive client load can even cause sequenced packets to be
dropped in the network, leading to throughput collapse due to
more frequent drop agreement protocol [42]. Hydra enables
HydraTxn to scale beyond the central sequencer bottleneck,
achieving a 47% throughput improvement over Eris.

We also tested HydraTxn’s resilience to network anomalies
by injecting simulated packet drops. As in the SMR experi-
ment, small to moderate levels of packet drops have minimal
impact on HydraTxn’s performance (Appendix A).

7.4 Network-Level Load Balancing

To evaluate the impact of our approach on network properties,
we simulated a data center network with a three-layer FatTree
topology in NS3. The network consisted of 2560 servers and
112 switches. All servers generate background traffic follow-
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Figure 6: Distributed transactional system comparison. We mea-
sure the latency and per-shard throughput of HydraTxn and other
transactional systems when running on 15 shards each replicated on
three servers. HydraTxn uses two sequencers, while Eris uses one
sequencer.
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(b) Network link utilization when multicast messages are randomly routed to
one of the eight ToR switch sequencers

Figure 7: Average link utilization of a simulated data center network.
We simulate a three-layer FatTree topology with 2560 servers and
112 switches. Links between servers and ToR switches are 1 Gbps,
and all other links are 10 Gbps.

ing a Poisson distribution. We set up 16 multicast receiver
groups in the network, each with three receivers. We selected
a few servers across the data center to generate periodic multi-
cast messages, each message destined to a randomly selected
group. We compared two approaches: a network serialization
approach where all multicast messages are routed through
a single ToR switch, and the Hydra approach where eight
ToR switches are deployed as sequencers. Figure 7 shows
the link utilization of each aggregation and core layer link
for each approach. In the network serialization deployment,
several aggregation layer links were fully saturated due to
concentrated multicast traffic. By distributing multicast traffic
across multiple sequencer switches, utilization of all core and
aggregation links stayed below 50% in the Hydra deployment,
demonstrating the load balancing benefit of our approach.
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Figure 8: Latency distribution of multicast in the same simulated
data center network as Figure 7. We generate bursty traffic to a
single sequencer switch that causes congestion.
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(b) Throughput of HydraTxn during a sequencer failover

Figure 9: Throughput of Eris and HydraTxn during a sequencer
failover. For both, we injected a sequencer failure at time 0.

We then studied the impact of network congestion by gen-
erating bursty background traffic to one of the sequencer
switches. Figure 8 shows that in a network serialization de-
ployment, congestion at the sequencer switch caused median
multicast latency to degrade by more than 13×. By distribut-
ing multicast traffic to multiple sequencer switches, Hydra
reduces the impact of local congestion and improves the me-
dian latency by 11×. We also simulated congestion-aware
routing (CAR) [3] for Hydra. By preferentially routing to
non-congested sequencers, Hydra further improves multicast
tail latency.

7.5 Sequencer Failover

Lastly, we evaluated the effectiveness of Hydra in handling se-
quencer failures and compared it to the network serialization
approach. To do so, we used the same transactional system
setup in §7.3, triggered a sequencer failure during the run,
and measured the sustained throughput over time. As shown
in Figure 9b, after the Hydra receivers detected the failure
of one of the sequencers (we used a 30 ms timeout value),
they immediately ran a reconfiguration protocol to remove the
failed sequencer. The protocol only took a few hundred mi-
croseconds. HydraTxn was able to resume normal operation
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and returned to its maximum throughput afterwards, using
the remaining sequencers. By contrast, Eris (Figure 9a) relies
on the network control plane needed to perform rerouting
once a failure is detected, to forward client requests to a new
sequencer switch. We simulated a 100 ms rerouting delay
which matches results in the literature [38]. Unlike HydraTxn,
Eris remained unavailable during network rerouting, demon-
strating the benefit of our redundant sequencer approach.

8 Related Work
Ordered group communication primitives such as atomic mul-
ticast [28] have a long history, dating back to virtual syn-
chrony [8], and have been implemented and used widely [4,9,
32,34,62]. The classic atomic broadcast model is equivalent to
consensus [13]. Our work explicitly adopts the ordered but un-
reliable communication model introduced by NOPaxos [43]
and Eris [42], which enables network-accelerated sequencing.

Other distributed systems also use sequencers.
CORFU [63] combines an unreliable sequencer with
replicated storage on flash to build a shared log that
can be used to build distributed data structures [7].
vCorfu [63] extends it to a multi-log abstraction analogous
to multi-sequencing. Scalog [22] addresses the blocking
reconfiguration and sequencer scalability issues of previous
shared log designs by distributing log data to replicated data
shards and periodically order log entries using an Paxos-based
ordering layer. Hydra does not guarantee message persistence,
so it avoids the overhead of intra-shard replication. Hydra
also eliminates coordination among the sequencers on the
critical path, which reduces message delivery latency and
avoids potential bottlenecks of a centralized ordering service.
Percolator [54] uses a sequencer for transaction processing,
and deterministic databases like Calvin [60], SLOG [60], and
Aria [47] combine sequencers with transaction schedulers for
concurrency control.

Hydra builds on work on improving the scalability of con-
sensus protocols. Its use of multiple active sequencers and
flush messages is analogous to Mencius’s rotating leader [48].
Hydra uses loosely synchronized clocks [46] to establish a
total order, an idea used in concurrency control protocols like
CLOCC [1], Spanner [17], and TAPIR [66]. Protocols like
PTP [59] make clock synchronization widely available in data
centers, and recent work like Sundial [44] and DPTP [35]
demonstrates the precision available. Hydra’s approach of
using timestamps to order operations is similar to that of
TEMPO [24]. However, TEMPO requires at least one and a
half RTTs to commit a timestamp. Hydra, using network se-
quencers, can commit timestamps in half of an RTT even in
the presence of concurrent requests. Similar to TEMPO, Hydra
also waits for higher timestamps from other sequencers to
ensure a timestamp is stable.

Hydra is designed to support programmable devices as se-
quencers, including PISA/RMT switch ASICs [12]. Recent
work shows that these switches can implement complex pro-

tocols including consensus [20,21] and chain replication [33].
Like NOPaxos and Eris, Hydra intentionally implements a
limited set of sequencing functionality on the switch, leav-
ing most of the protocol complexity at the end hosts. Red-
Plane [37] and SwiSh [64, 65] provide abstractions for repli-
cating switch data plane state for reliability and scalability,
respectively; sequencing, which requires strong consistency
and frequent updates, represents a worst-case performance
scenario for both, necessitating a different approach.

A concurrent effort, 1Pipe [41] uses programmable
switches in a data center to implement causally and totally
ordered communication. Senders in 1Pipe attach local times-
tamps to messages, and receivers deliver messages strictly
in timestamp order. To determine when a timestamp is safe
to deliver, switches in 1Pipe track barrier information from
all ingress links and write the aggregated barrier timestamp
into each packet. Hosts and switches periodically send beacon
messages on idle links to ensure progress.

Hydra similarly uses timestamps to order messages. A
key difference is that 1Pipe uses sender-generated times-
tamps, while in Hydra timestamps are generated by the se-
quencers. Consequently, 1Pipe requires synchronized clocks
on all nodes in the network and in-network computation at
each switch, a deployment challenge in heterogeneous net-
works where not all switches are programmable [57]; Hydra
accommodates more practical deployments by only running
logic on the sequencers and replicas, and only synchronizing
clocks across sequencers. Moreover, in a 1Pipe deployment,
any node, link, or switch failure in the network would stall
the progress of all receivers; in Hydra, only failures local to
the sequencers may impact progress.

9 Conclusion
The deployment of network sequencing approaches has been
hindered because they require serializing messages through
a single sequencer. Hydra addresses this with a new proto-
col that allows the concurrent use of multiple sequencers. A
Hydra deployment serves as a drop-in replacement for se-
quencers in systems like NOPaxos and Eris, making their ben-
efits more widely accessible. In particular, it scales beyond the
performance of a single sequencer, which allows commodity
servers rather than programmable switches; reduces system
downtime during sequencer failures; and improves network
load balancing by avoiding serialization.
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A Additional Evaluation
A.1 Clock Skew

Clock skew among sequencers does not affect Hydra cor-
rectness, but can delay message delivery progress. To eval-
uate the impact of clock skews, we deployed eight switch
sequencers, 15 groups (no virtual groups), and three receivers
in each group. We injected artificial clock skews to different
sequencers, and measured both the latency and throughput of
Hydra. As shown in Figure 10, clock skew does not impact
Hydra throughput. Messages stamped by sequencers with
faster clocks are buffered temporarily on the receivers, but
the rate of delivering messages remains the same. At small to
medium clock skews (1 to 10 µs), Hydra experiences marginal
latency penalties (0 to 5 µs). Such clock skews are realistic:
modern clock synchronization protocols [59] can maintain
clock skews in the sub-microsecond range, and recent work
has demonstrated synchronization error under 50 ns between
programmable switches [35]. Even a 200 µs clock skew only
resulted in less than 100 µs of added latency.

A.2 Message Loss for HydraPaxos and HydraTxn

Handling message drops. When Hydra messages are
dropped in the network, HydraPaxos replicas need to coor-
dinate to handle DROP-NOTIFICATIONs. To evaluate Hydra-
Paxos’s resilience to network anomalies, we measured its max-
imum throughput when an increasing percentage of packets
were artificially dropped in the network. Figure 11 shows that
HydraPaxos is able to sustain its high throughput even with a
moderate rate of packet drops (≤ 0.1%). HydraPaxos uses a
lightweight protocol to recover from DROP-NOTIFICATIONs,
as long as the message is not dropped on all replicas. At
higher drop rates, throughput of HydraPaxos starts to decline
due to more frequent coordination. We observe a similar level
of throughput reduction for NOPaxos at these high drop rates.

We conduct the same experiment for HydraTxn. As in the
SMR experiment, small to moderate levels of packet drops
have minimal impact on HydraTxn’s performance (Figure 12):
its peak throughput decreased only by 11% even when the
network dropped 1% of packets, and remained higher than
that of Eris.
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Figure 10: Latency and throughput of Hydra with increasing clock
skew among sequencers. We use 15 groups, three receivers per group,
and eight switch sequencers. Clock skew shows the maximum skew
between any two sequencers.
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Figure 11: Maximum throughput of SMR systems with increasing
packet drop rate. All systems run on three replicas. HydraPaxos uses
two switch sequencers.
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Figure 12: Maximum throughput of transactional systems with in-
creasing packet drop rate. All systems run on 15 shards each repli-
cated three-way. HydraTxn uses two switch sequencers.

B Proof of Safety
As specified in §3.1 Hydra provides the following guarantees
to receivers of groupcast messages:
• Partial Ordering. All groupcast messages are partially

ordered (the partial order relation is denoted as ≺) – all
groupcast messages with overlapping destination groups
are comparable. If groupcast message m1 is ordered before
m2 (m1 ≺m2) and a receiver receives both m1 and m2, then
every receiver delivers m1 before m2.

• Unreliable Delivery. Hydra only offers best effort mes-
sage delivery. A groupcast message is not guaranteed to be
delivered to any of its recipients.

• Drop Detection. If a groupcast message is not delivered
to all its recipients, the primitive will notify the remaining
receivers by delivering a DROP-NOTIFICATION. More for-
mally, let R be the set of receiver groups for message m,
then either one of the following two conditions holds: all
receiver groups in R deliver m or a DROP-NOTIFICATION
for m, or none of the receiver groups in R delivers m or a
DROP-NOTIFICATION for m.
It is important to note that Hydra receiver groups, like

NOPaxos and Eris receiver groups, use quorum-based proto-
cols to decide which messages are delivered to the the group
and which are permanently dropped. In order to tolerate the
failure of some receivers in a receiver group, the drop de-
tection requirement only considers each receiver group as a
whole. Here, a receiver group delivers a message m or DROP-

NOTIFICATION for m if every receiver in some quorum deliv-
ers m or a DROP-NOTIFICATION for m. Individual receivers
in a group can diverge from the quorum when a sequencer is
added or removed, and the receiver groups themselves must be
able to handle this divergence. (NOPaxos and Eris do handle
this case.) If an application using Hydra requires that the drop
detection property apply uniformly to all receivers, then the
quorum size for each receiver group is the size of the entire
group.

Also important to note is that in the drop detection require-
ment, when we say a receiver delivers a DROP-NOTIFICATION
for message m, what we mean is that the receiver delivers a
DROP-NOTIFICATION for m before delivering any message
ordered after m in the partial order. In this way, the drop
detection requirement is indeed a safety requirement and not
a liveness guarantee.

In the absence of sequencer failures, the correctness of Hy-
dra’s groupcast delivery is straightforward. Receivers deliver
groupcast messages only when the message’s clock value
is less than or equal to cmin, the minimum among the latest
timestamps received from each of the sequencers. In fact,
they only deliver messages whose timestamp is exactly cmin,
as ties in clock value are broken by sequencer ID. Because
receivers only deliver messages in sequence number order,
once message m is delivered by a receiver, no message with
smaller sequence number or clock value from m’s sequencer
will be delivered by the receiver. Therefore, messages are
always delivered in (timestamp,sequencer ID) order, which
is a total order; the partial ordering guarantee is satisfied a
fortiori. Furthermore, because receivers always deliver DROP-
NOTIFICATION for smaller undelivered sequence numbers
before delivering a message when there would be gaps in
the sequence numbers delivered for that sequencer, the drop
detection guarantee is satisfied.

In order to show that the sequencer removal process is
correct, we first note that it is consistent with the Hydra
safety guarantees for a receiver to at any time deliver a DROP-
NOTIFICATION for the next sequence number yet to be deliv-
ered for some sequencer. The sequencer removal process is
functionally equivalent to each receiver delivering infinitely
many DROP-NOTIFICATIONs for all non-delivered sequence
numbers for that sequencer. The agreement round is only nec-
essary to determine exactly how many DROP-NOTIFICATIONs
each receiver must explicitly deliver based on the results from
each quorum. If a message m or a DROP-NOTIFICATION for
m is delivered by a quorum from group g, and the sequencer
that sequenced m is removed, then the configuration service is
guaranteed to receive a multi-stamp with a sequence number
for g at least as high as m’s. Before transitioning to the new
configuration (or delivering any message with a timestamp
larger than m’s), all other receiver groups that m was sent to
must deliver a DROP-NOTIFICATION for m. Similarly, if no
quorum from any receiver group received m or a message
with sequence number larger than m’s’ before agreeing to
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stop processing messages from the removed sequencer, then
m will never be delivered by any receiver group (nor will an
explicit DROP-NOTIFICATION for m be delivered by any re-
ceiver group). Therefore, for every groupcast sequenced by
the removed sequencer, either all groups deliver the message
or a DROP-NOTIFICATION for it or none do, satisfying the
drop detection requirement.

When a sequencer is added, the flush message with times-
tamp tk constructed by the configuration service when adding
sequencer k is sent to all receiver groups. tk is necessarily
larger than the clock value of any message delivered by a quo-
rum of receivers by construction. No message from sequencer
k with clock value less than or equal to tk will be delivered, nor
will any DROP-NOTIFICATION for a message from sequencer
k with clock value less than or equal to tk. tk was derived
from a flush message that included sequence numbers for all
groups, and upon entering the new configuration, a receiver
immediately sets its sequence number for the added sequencer
to the one included in this flush message. Conversely, once
the new configuration starts, receivers in the new configu-
ration will deliver messages or DROP-NOTIFICATIONs from
the new sequencer with timestamp greater than tk following
the normal protocol for message delivery. Therefore, for any
groupcast sequenced by the added sequencer, either all groups
deliver the message or a DROP-NOTIFICATION for it or none
do, satisfying the drop detection requirement.
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module Hydra

Specifies the Hydra protocol.

Receiver groups in this model are treated as single entities. This is done to increase model
checking performance and avoid making assumptions about the protocol being run by the receiver
groups. This specification focuses on the Hydra protocol and avoids the details of the quorum-
based protocol being run by the receivers.

extends Naturals , FiniteSets , Sequences , TLC

Constants and Variables

constants numSequencers , receivers , initialActiveSequencers

assume numSequencers ∈ Nat
assume numSequencers > 0
assume IsFiniteSet(receivers)
assume IsFiniteSet(initialActiveSequencers)
assume initialActiveSequencers ∈ subset Nat

sequencers
∆
= (1 . . numSequencers)

mGroupcast
∆
= “mGroupcast”

mFlush
∆
= “mFlush”

mAddSequencer
∆
= “mAddSequencer”

mFinishAdd
∆
= “mFinishAdd”

mRemoveSequencer
∆
= “mRemoveSequencer”

mFinishRemove
∆
= “mFinishRemove”

vGroupcast
∆
= “vGroupcast”

vDropNotification
∆
= “vDropNotification”

variables messages , sequencerState, receiverState, configState

Init
∆
= ∧messages = {}

∧ sequencerState = [s ∈ sequencers 7→
[timestamp 7→ 0,
sequenceNums 7→ [v ∈ receivers 7→ 0]
]]

∧ receiverState = [v ∈ receivers 7→ [
Undelivered groupcasts

buffer 7→ {},
Delivered groupcasts and drop notifications

delivered 7→ 〈〉,
Largest timestamps seen

timestamps 7→ [s ∈ sequencers 7→ 0],
Largest sequenceNums seen

sequenceNums 7→ [s ∈ sequencers 7→ 0],
Currently active sequencers

C Hydra TLA+ Specification
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activeSequencers 7→ initialActiveSequencers ,
Sequencers being added

addedSequencers 7→ initialActiveSequencers ,
Sequencers being removed

removedSequencers 7→ {}
]]

∧ configState = [addedSequencers 7→ initialActiveSequencers ,
removedSequencers 7→ {}]

Helper and Utility Functions

Min(S )
∆
= choose s ∈ S : ∀ sp ∈ S : sp ≥ s

Max (S )
∆
= choose s ∈ S : ∀ sp ∈ S : sp ≤ s

Range(f )
∆
= {f [x ] : x ∈ domain f }

recursive SeqFromSet( )
SeqFromSet(S )

∆
=

if S = {} then 〈〉
else let x

∆
= choose x ∈ S : true

in 〈x 〉 ◦ SeqFromSet(S \ {x})

Short-hand way of sending a message

Send(m)
∆
= messages ′ = messages ∪ {m}

Main utility function for delivering groupcasts and drop notifications.

Receiver r adds G to its buffer, increments sequencer s’s timestamp to t , increments s’s
sequenceNum to n, and delivers deliverable groupcasts.

It also permanently removes all sequencers in the removed set.

DeliverAvailable(r , G, s , t , n, removed)
∆
=

let
rstate

∆
= receiverState[r ]

newRemovedSequencers
∆
= rstate.removedSequencers ∪ removed

newActiveSequencers
∆
= rstate.activeSequencers \ removed

bg
∆
= rstate.buffer ∪G

oldLog
∆
= rstate.delivered

newTimestamps
∆
= [rstate.timestamps except ! [s ] = Max ({@, t})]

newSequenceNums
∆
= [rstate.sequenceNums except ! [s ] = Max ({@, n})]

Groupcasts about to be delivered

deliverable
∆
= {gp ∈ bg :

Min({newTimestamps [sp] :
sp ∈ newActiveSequencers}) ≥ gp.timestamp}

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    313



Newly/previously delivered Groupcasts + previous drop notifications

delivered
∆
= Range(oldLog) ∪ deliverable

newBuffer
∆
= bg \ deliverable

Necessary drop notifications

dropNotifications(sequencer)
∆
= {

[vtype 7→ vDropNotification,
sequencer 7→ sequencer ,
sequenceNum 7→ k ] : k ∈ {l ∈ (1 . . newSequenceNums [sequencer ]) :

¬∃ gp ∈ Range(oldLog) ∪ bg :
∨ ∧ gp.vtype = vDropNotification

∧ gp.sequencer = sequencer
∧ gp.sequenceNum = l

∨ ∧ gp.vtype = vGroupcast
∧ gp.sequencer = sequencer
∧ gp.sequenceNums [r ] = l}}

allDropNotifications
∆
= union {dropNotifications(s) : sp ∈ sequencers}

orderedDropNotifications
∆
= SortSeq(

SeqFromSet(allDropNotifications),
lambda d1, d2 : d1.sequenceNum < d2.sequenceNum)

orderedDeliverables
∆
= SortSeq(SeqFromSet(deliverable),

lambda g1, g2 : ∨ g1.timestamp < g2.timestamp
∨ ∧ g1.timestamp = g2.timestamp

∧ g1.sequencer < g2.sequencer)

newLog
∆
= oldLog ◦ orderedDropNotifications ◦ orderedDeliverables

in
∧ receiverState ′ = [receiverState except ! [r ] =

[@ except ! .buffer = newBuffer ,
! .timestamps = newTimestamps ,
! .delivered = newLog,
! .sequenceNums = newSequenceNums ,
! .activeSequencers = newActiveSequencers ,
! .removedSequencers = newRemovedSequencers

]]
∧ unchanged 〈messages , sequencerState, configState〉

Main Spec

If two receivers deliver groupcasts, they deliver them in the same order

GlobalOrder
∆
= ∀ r1, r2 ∈ receivers : let

d1
∆
= receiverState[r1].delivered

d2
∆
= receiverState[r2].delivered
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in
∀n1 1 ∈ (1 . . Len(d1)), n2 1 ∈ (1 . . Len(d2)) :

( ∧ d1[n1 1] = d2[n2 1]
∧ d1[n1 1].vtype = vGroupcast
∧ d2[n2 1].vtype = vGroupcast) ⇒

∀n1 2 ∈ (1 . . n1 1), n2 2 ∈ (n2 1 + 1 . . Len(d2)) :
( ∧ d1[n1 2].vtype = vGroupcast
∧ d2[n2 2].vtype = vGroupcast) ⇒

d1[n1 2] 6= d2[n2 2]

If any receiver delivers a Groupcast , then all receivers deliver that

Groupcast or a DropNotification before that timestamp

Delivery
∆
= ∀ r1 ∈ receivers : let

d1
∆
= receiverState[r1].delivered

in
∀n1 ∈ (1 . . Len(d1)) :

d1[n1].vtype = vGroupcast ⇒
let

g1
∆
= d1[n1]

t
∆
= g1.timestamp

in
∀ r2 ∈ domain g1.sequenceNums :
let

d2
∆
= receiverState[r2].delivered

in
∨ ∃ g2 ∈ Range(d2) : g1 = g2
∨ ¬∃ g2 ∈ Range(d2) : ∧ g2.vtype = vGroupcast

∧ g2.timestamp ≥ t
∨ ∃n2 ∈ (1 . . Min({x ∈ domain d2 :

d2[x ].vtype = vGroupcast ∧ d2[x ].timestamp ≥ t})) :
∧ d2[n2].vtype = vDropNotification
∧ d2[n2].sequencer = g1.sequencer
∧ d2[n2].sequenceNum = g1.sequenceNums [r2]

Groupcasts are always delivered in timestamp and sequence number order

LocalOrder
∆
= ∀ r ∈ receivers :

let
deliveredGroupcasts

∆
= SelectSeq(receiverState[r ].delivered ,

lambda g : g.vtype = vGroupcast)
deliveredFromSequencer(s)

∆
= SelectSeq(deliveredGroupcasts ,

lambda g : g.sequencer = s)
SeqNum(g)

∆
= if g.vtype = vGroupcast

then g.sequenceNums [r ]
else g.sequenceNum

in

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    315



∧ ∀n ∈ (1 . . Len(deliveredGroupcasts) − 1) :
deliveredGroupcasts [n].timestamp ≤ deliveredGroupcasts [n + 1].timestamp

∧ ∀ s ∈ sequencers : ∀n ∈ (1 . . Len(deliveredFromSequencer(s)) − 1) :
SeqNum(deliveredFromSequencer(s)[n]) ≤
SeqNum(deliveredFromSequencer(s)[n + 1])

Safety
∆
= GlobalOrder ∧Delivery ∧ LocalOrder

Actions and Message Handlers

Advance time at sequencer s

AdvanceTime(s)
∆
=

∧ sequencerState ′ = [sequencerState except ! [s ] =
[@ except ! .timestamp = @+ 1]]

∧ unchanged 〈messages , receiverState, configState〉

Sequencer s sends a groupcast to set of receivers R

SendGroupcast(s)
∆
= ∃R ∈ subset receivers :

∧ Cardinality(R) > 0
∧ Send([mtype 7→ mGroupcast ,

sequencer 7→ s ,
timestamp 7→ sequencerState[s ].timestamp + 1,
sequenceNums 7→ [r ∈ R 7→

sequencerState[s ].sequenceNums [r ] + 1]
])

∧ sequencerState ′ = [sequencerState except ! [s ] =
[@ except ! .sequenceNums = [r ∈ receivers 7→

if r ∈ R then @[r ] + 1 else @[r ]],
! .timestamp = @+ 1]]

∧ unchanged 〈receiverState, configState〉

Sequencer s sends a flush

SendFlush(s)
∆
=

∧ Send([mtype 7→ mFlush,
sequencer 7→ s ,
timestamp 7→ sequencerState[s ].timestamp,
sequenceNums 7→ sequencerState[s ].sequenceNums
])

∧ unchanged 〈sequencerState, receiverState, configState〉

Receiver r receives an mGroupcast message m from receiver i

HandleGroupcast(r , m)
∆
=

let
rstate

∆
= receiverState[r ]

s
∆
= m.sequencer

n
∆
= m.sequenceNums [r ]
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g
∆
= [vtype 7→ vGroupcast ,

timestamp 7→ m.timestamp,
sequencer 7→ s ,
sequenceNums 7→ m.sequenceNums ]

in
Don’t accept Groupcasts if we’re adding a sequencer

∧ rstate.addedSequencers ⊆
(rstate.activeSequencers \ rstate.removedSequencers)

Sequencer must be active and not being removed

∧ s ∈ rstate.activeSequencers
∧ s /∈ rstate.removedSequencers
Don’t receive if already handled

∧ g.sequenceNums [r ] > rstate.sequenceNums [s ]
∧DeliverAvailable(r , {g}, s , m.timestamp, n, {})

Receiver r receives an mFlush message m

HandleFlush(r , m)
∆
=

let
rstate

∆
= receiverState[r ]

s
∆
= m.sequencer

t
∆
= m.timestamp

largestDeliveredTimestamp
∆
= Max ({0} ∪ {

g.timestamp : g ∈ {gp ∈ Range(rstate.delivered) :
gp.vtype = vGroupcast}})

in
Don’t accept flushes while adding sequencers

∨ ∧ rstate.addedSequencers ⊆
(rstate.activeSequencers \ rstate.removedSequencers)

∧ s ∈ rstate.activeSequencers
∧ s /∈ rstate.removedSequencers
∧DeliverAvailable(r , {}, s , t , m.sequenceNums [r ], {})

∨ ∧ s ∈ rstate.addedSequencers \ rstate.activeSequencers
∧ s /∈ rstate.removedSequencers
∧ t > largestDeliveredTimestamp
∧ Send([mtype 7→ mAddSequencer ,

receiver 7→ r ,
sequencer 7→ s ,
timestamp 7→ t ,
sequenceNums 7→ m.sequenceNums ])

∧ unchanged 〈sequencerState, receiverState, configState〉

Receiver r begins adding sequencer s

BeginAddSequencer(r , s)
∆
=

let
rstate

∆
= receiverState[r ]

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    317



in
∧ s /∈ rstate.activeSequencers
∧ s /∈ rstate.addedSequencers
∧ s /∈ rstate.removedSequencers
∧ receiverState ′ = [receiverState except ! [r ] =

[@ except ! .addedSequencers = @ ∪ {s}]]
∧ unchanged 〈messages , sequencerState, configState〉

The config service finalizes the addition of sequencer s

AddSequencer(s)
∆
=

let
adds

∆
= {m ∈ messages : m.mtype = mAddSequencer ∧m.sequencer = s}

tStart
∆
= Max ({m.timestamp : m ∈ adds})

seqsStart
∆
= (choose m ∈ adds : m.timestamp = tStart).sequenceNums

in
∧ s /∈ configState.addedSequencers
∧ ∀ r ∈ receivers : ∃m ∈ adds : m.receiver = r
∧ Send([mtype 7→ mFinishAdd ,

sequencer 7→ s ,
timestamp 7→ tStart ,
sequenceNums 7→ seqsStart ])

∧ configState ′ = [configState except ! .addedSequencers = @ ∪ {s}]
∧ unchanged 〈sequencerState, receiverState〉

Receiver r receives an mFinishAdd message m

HandleFinishAdd(r , m)
∆
=

let
s

∆
= m.sequencer

rstate
∆
= receiverState[r ]

in
∧ s /∈ rstate.activeSequencers
∧ s /∈ rstate.removedSequencers
∧ s ∈ rstate.addedSequencers
∧ receiverState = [receiverState except ! [r ] =
[@ except ! .activeSequencers = @ ∪ {s},

! .timestamps = [@ except ! [s ] = m.timestamp],
! .sequenceNums = [@ except ! [s ] = m.sequenceNums [r ]]]]

∧ unchanged 〈messages , sequencerState, configState〉

BeginRemoveSequencer(r , s)
∆
=

let
rstate

∆
= receiverState[r ]

gs
∆
= {g ∈ Range(rstate.delivered) ∪ rstate.buffer :

∧ g.vtype = vGroupcast
∧ g.sequencer = s}
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seqs
∆
= [rp ∈ receivers 7→ Max ({0} ∪

{g.sequenceNums [rp] : g ∈
{gp ∈ gs : rp ∈ domain gp.sequenceNums}})]

in
∧ s /∈ rstate.removedSequencers
∧ Send([mtype 7→ mRemoveSequencer ,

receiver 7→ r ,
sequencer 7→ s ,
sequenceNums 7→ seqs ])

∧ receiverState ′ = [receiverState except ! [r ] =
[@ except ! .removedSequencers = @ ∪ {s}]]

∧ unchanged 〈sequencerState, configState〉

RemoveSequencer(s)
∆
=

let
removes

∆
= {m ∈ messages :

m.mtype = mRemoveSequencer ∧m.sequencer = s}
lastSeqs

∆
= [r ∈ receivers 7→ Max ({0} ∪

{m.sequenceNums [r ] : m ∈ removes})]
in

∧ s /∈ configState.removedSequencers
∧ ∀ r ∈ receivers : ∃m ∈ removes : m.receiver = r
∧ Send([mtype 7→ mFinishRemove,

sequencer 7→ s ,
sequenceNums 7→ lastSeqs ])

∧ configState ′ = [configState except ! .removedSequencers = @ ∪ {s}]
∧ unchanged 〈sequencerState, receiverState〉

Receiver r receives an mFinishRemove message m

HandleFinishRemove(r , m)
∆
=

let
s

∆
= m.sequencer

rstate
∆
= receiverState[r ]

in
∧ s /∈ rstate.removedSequencers
∧DeliverAvailable(r , {}, s , 0, m.sequenceNums [r ], {s})

Main Transition Function

Next
∆
= ∨ ∃ s ∈ sequencers : ∨AdvanceTime(s)

∨ SendGroupcast(s)
∨ SendFlush(s)
∨AddSequencer(s)
∨RemoveSequencer(s)

∨ ∃m ∈ messages :
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∨ ∧m.mtype = mGroupcast
∧ ∃ r ∈ domain m.sequenceNums : HandleGroupcast(r , m)

∨ ∧m.mtype = mFlush
∧ ∃ r ∈ domain m.sequenceNums : HandleFlush(r , m)

∨ ∧m.mtype = mFinishAdd
∧ ∃ r ∈ receivers : HandleFinishAdd(r , m)

∨ ∧m.mtype = mFinishRemove
∧ ∃ r ∈ receivers : HandleFinishRemove(r , m)

∨ ∃ r ∈ receivers : ∃ s ∈ sequencers :
∨ BeginAddSequencer(r , s)
∨ BeginRemoveSequencer(r , s)
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Abstract
Today’s distributed tracing frameworks are ill-equipped to

troubleshoot rare edge-case requests. The crux of the prob-
lem is a trade-off between specificity and overhead. On the
one hand, frameworks can indiscriminately select requests to
trace when they enter the system (head sampling), but this
is unlikely to capture a relevant edge-case trace because the
framework cannot know which requests will be problematic
until after-the-fact. On the other hand, frameworks can trace
everything and later keep only the interesting edge-case traces
(tail sampling), but this has high overheads on the traced ap-
plication and enormous data ingestion costs.

In this paper we circumvent this trade-off for any edge-case
with symptoms that can be programmatically detected, such as
high tail latency, errors, and bottlenecked queues. We propose
a lightweight and always-on distributed tracing system, Hind-
sight, which implements a retroactive sampling abstraction:
instead of eagerly ingesting and processing traces, Hindsight
lazily retrieves trace data only after symptoms of a problem
are detected. Hindsight is analogous to a car dash-cam that,
upon detecting a sudden jolt in momentum, persists the last
hour of footage. Developers using Hindsight receive the ex-
act edge-case traces they desire without undue overhead or
dependence on luck. Our evaluation shows that Hindsight
scales to millions of requests per second, adds nanosecond-
level overhead to generate trace data, handles GB/s of data per
node, transparently integrates with existing distributed trac-
ing systems, and successfully persists full, detailed traces in
real-world use cases when edge-case problems are detected.

1 Introduction
Troubleshooting failures and performance problems in large-
scale distributed systems is crucial. On one side, tiny per-
formance misbehavior in a production system could be
costly [1, 2, 19]. On the other side, exacerbated by growing
system complexity, diagnosing problems takes onerous effort
from system developers and requires significant engineering
resources. Distributed tracing was invented as the solution
of troubleshooting distributed systems by recording detailed,
end-to-end traces of request executions, and have been proved
helpful for a wide range of use cases [59, 62].

Prior distributed tracing works have demonstrated a wide
range of use cases. Common-case analysis focuses on ag-
gregated system behaviors, such as monitoring resource us-
age [46, 59, 60, 62, 70]. In contrast, edge-case troubleshooting
(§2.1), the topic of this paper, focuses on rare and outlier
system behavior, such as tail latency [18, 38, 48, 69, 74].

Since an edge case is rare by definition, tracing edge cases
requires trace coverage of all requests. In typical production
environments, tracing every request—including transmitting,
processing, and storing comprehensive telemetry—requires
enormous backend infrastructure and storage that is unaccept-
able to infrastructure operators. State-of-the-art tracing frame-
works manage this overhead by collecting a small sample
(0.001%) of traces [9,34,37,64]. Though previous works prac-
tically reduce tracing overhead through head sampling [34,64]
and tail sampling [36, 37] techniques, they cannot trace edge
cases at scale (§2.3).

In this paper, we resolve the problem of tracing edge-case
requests in production environments. To achieve this, we
focus our attention on symptomatic edge cases, where the
performance effects of the problem manifest shortly after its
causes and where the impacts can be observed programmati-
cally. We propose retroactive sampling to collect telemetry
data back in time from the present moment of detection from
all machines that serviced the request. The key idea is to
generate all trace data but only collect useful data through a
retrieval mechanism.

To implement retroactive sampling, we built Hindsight—
an always-on, lightweight distributed tracing system that is
compatible with existing tracing APIs—as a practical tool
for edge-case analysis. Under retroactive sampling, all trace
data is recorded locally but only reported when a symptom
is detected, allowing applications to generate copious trace
data in case they are needed without encumbering the trac-
ing system’s backend collection infrastructure. Retroactive
sampling ultimately reports the same volume of trace data
as other sampling methods, but ensures that edge-case traces
are not missed. To provide efficient and coherent retroactive
sampling, Hindsight’s design separates its dataplane, e.g. gen-
erating trace data into fast local memory, from control logic,
e.g. for indexing metadata, coordinating among machines, and
triggering collection for symptomatic requests on demand.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    321



As demonstration, we apply Hindsight on three use cases
corresponding to our running examples. We run experi-
ments on the DeathStar Microservices Benchmark [24], the
Hadoop Distributed File System [63], an Alibaba benchmark
derived from production traces [42], and on several micro-
benchmarks. We have integrated Hindsight with OpenTeleme-
try [52] and as a replacement collection component for X-
Trace [23]. Our experimental results show that Hindsight im-
poses nanosecond-scale overhead when generating trace data,
can scale to 55 GB/s of data per node, rapidly reconstructs
traces when triggered, and coherently captures problematic
traces (>99%), as well as related lateral traces, within 100 ms
of identifying a symptom.

In summary, our paper makes the following contributions.
• We describe the retroactive sampling abstraction for cap-

turing traces of symptomatic edge-cases.
• We present the design of Hindsight, a distributed tracing

system that implements retroactive sampling. Hindsight
is compatible with existing tracing APIs and can be
transparently integrated with existing applications.

• We apply Hindsight on real-world use cases and show
that efficiently collecting edge-case requests is practical.

• We evaluate Hindsight on multiple benchmarks and real
systems, showing that it can achieve nanosecond-level
overhead on trace data generation and handle GB/s data
per node while collecting coherent traces.

• We illustrate that Hindsight is compatible and performs
better than state-of-the-art tracing systems (X-Trace and
Jaeger) with more efficient trace-data generation and
lower overhead, while providing edge-case tracing.

2 Motivation
2.1 Edge-Case Troubleshooting
Consider the following three examples of real-world use cases
UC1–UC3 of edge-case troubleshooting from prior work.

Error diagnosis (UC1). Hardware failures, component er-
rors, exceptions, and programming mistakes abound in large
production systems [73]. Application developers often play
the role of detective, to identify root causes of errors. An error
might only arise due to a specific, rare combination of factors
and code paths exercised; the symptoms of a problem often
manifest far from the root causes [22, 41, 45], and the poten-
tial root causes are manifold, perhaps combined software or
hardware problems on many nodes or network links [35].

Tail-latency troubleshooting (UC2). Distributed systems
track a wide range of high-level health metrics, such as API
distributions, latency percentiles, resource utilization, and
many others [33, 34]. An operator may observe an unusual
metric jump, say the 99th percentile latency has spiked for
some important API. However, knowing about the spike is not
enough; the application developer must identify the specific
service, code paths, or conditions that contribute to the peak
to address any underlying problems [18, 38, 48].

Temporal provenance (UC3). Many modern distributed
systems respond to requests through an architecture of loosely
coupled microservices [62]. Application developers need
tools for tracking queuing issues when the number of compo-
nents in a distributed system is large [3–6, 8], since a request
R exhibiting symptoms (e.g. prolonged queueing time) may
not be the true culprit for the backlogged queue. Rather, the
developer wants to follow the temporal provenance of R to
determine lateral traces of other related requests with which
R interacted through shared components and queues [72].

2.2 Distributed Tracing
Distributed tracing frameworks are in widespread use in both
open-source [31,52,78] and major internet companies [34,58,
64] to chronicle end-to-end requests. A trace is a recording
of one request, and each trace contains spans, events, and
annotations, along with timing and ordering, generated from
every machine visited by the request. Compared to traditional
logs and metrics, the key distinction of distributed tracing
is that a trace captures the full end-to-end structural flow of
request execution across all components visited.

Advantages. Distributed tracing is thus particularly useful
for troubleshooting cross-component problems in large sys-
tems, since the request traces explicitly tie together the indi-
vidual slices of work performed across different machines,
enabling an operator to observe how the work done by one
machine influences, and is influenced by, work done on oth-
ers [23,58,64,68]. Prior research on distributed tracing demon-
strates a range of use cases, including common-case analyses
centered on aggregate system behavior, distributions over data,
and relationships between system components [34,59,60,62].

Limitations. Since edge-case troubleshooting concerns rare
and outlier system behavior, the symptoms and evidence of
a problem might only manifest in a very small fraction of re-
quests. Unfortunately for the operator, this sparsity may yield
exceptionally few exemplar traces of edge-case behaviors and
symptoms, owing to the design of modern distributed tracing
frameworks. Let us look closer at how traces are captured
before returning to this problem.

Current designs. Fig. 1 depicts a typical distributed tracing
framework [34, 52, 58]. When a new request arrives at the
application, the tracing framework assigns it a uniquetraceId
(À). Every request is assigned atraceId, but not every request
is actually traced; the framework sets a per-request sampled
flag to indicate as such. From this starting point, the applica-
tion then propagates the traceId and sampled flag alongside
the request at the application level and includes them with all
inter-process communication (Á).

Any component that handles the request can generate trace
data (e.g. spans, events) using the tracing framework’s client
library (e.g. OpenTelemetry [52])—trace data is only gener-
ated ifsampled is set. Trace data gets explicitly annotated with
the traceId, thereby associating the data with the request (Â).
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Fig. 1: Distributed tracing (§2.2). A request (solid black line) tra-
verses system processes, depositing trace data that is eagerly ingested
into the trace collector backends. End-to-end trace objects are con-
structed from trace data, processed, and stored in a database.

Ultimately there may be many components and machines that
handled the request and contribute trace data. At the same
time, many requests may execute concurrently (e.g. in differ-
ent server handler threads), generating temporally-interleaved
data with different traceIds.

The framework’s client library eagerly enqueues, serializes,
and transmits trace data (Ã) to its centralized backend col-
lection infrastructure, or backend for short (Ä). The backend
is distinct from the traced applications and is responsible for
continually receiving, processing (Å), and storing (Æ) trace
data generated across all of the application’s components.
The backend uses the traceId to join data that was dispersed
across many machines but belongs to same request into a
single coherent trace object. The backend finally persists that
trace object in a database if it decides to retain the trace.

Overhead vs. incompleteness. Traces can be detailed and
produced at high volume, risking overheads. Traces at Google,
for instance, are typically more detailed than debug-level log-
ging [64]; each traced request at Facebook, similarly, gener-
ates several MBs of tracing data and approximately 1 billion
traces are captured per day [34]. At high rates, tracing frame-
works may encounter several potential bottlenecks: when gen-
erating data within the traced application (Â); when transmit-
ting trace data over the network (Ã); and in backend process-
ing and storage (Ä–Æ).

To reduce overheads, the de facto practice is to capture
fewer traces. Here, operating at the granularity of an entire
trace maintains trace coherence: if a request is sampled, then
the whole trace is kept including all data across all machines;
otherwise nothing is kept. Coherent traces are essential for
distributed tracing – a partial or fragmented trace has limited
value in diagnosis [23, 29, 30, 64] because it loses the end-to-
end visibility that makes the trace useful in the first place [58,
59, 68]. There are two main approaches for foregoing traces
coherently: the system may decide to omit a request at À
before tracing and ingestion (head sampling) or the traces
may be filtered after collection at Å (tail sampling).

Head sampling reduces overheads by simply tracing fewer
requests in the first place, i.e. by setting the sampled flag for
only a small fraction of requests (À). By leaving sampled un-
set for the majority of requests, trace data will not be recorded

for most requests, thus avoiding application overheads to gen-
erate data, ingestion overheads to transmit and process data,
and storage overheads (Â–Æ). Head sampling is widely used
in practice; it is enabled by default in Jaeger [31] with a 0.1%
sampling probability, and some production systems sample
as few as 0.001% [34, 64].

Tail sampling is used to drop traces at the trace backends
(Å). Unlike head sampling, the application will still trace
all requests and will incur all expenses of generating and
ingesting the trace data (Â–Ä). Tail-based sampling primarily
allows backends to lower the trace storage costs by selectively
dropping traces after combining them into trace objects but
before committing them to storage [36, 37, 53].

2.3 Edge-Case Troubleshooting Troubles
Recall that edge-case problem symptoms only manifest in a
small fraction of requests, which are undetermined until the
problem takes place. We argue that current approaches are
ineffectual at getting traces of edge-cases.
Head sampling sacrifices edge-cases. Indiscriminate sam-
pling decisions made at the beginning of a request (À), while
useful for curbing overhead, cannot know a priori whether a
request will encounter a rare edge-case problem and should be
traced. For edge-case troubleshooting this presents an obsta-
cle: a low head-sampling probability (e.g. 0.1%) means a trace
of the problem will exist with low probability (i.e. 0.1%). The
developer may thus have reports that errors took place (UC1)
yet the corresponding ‘rare’ requests were not sampled when
those requests began—they lack the detailed cross-machine
data necessary for finding the error’s root cause. Likewise,
the application’s high-level metric monitoring may indicate a
spike in end-to-end tail-latency (UC2); the developer is thus
aware that these high-latency outliers exist, yet without a trace,
they cannot localize the problem to a particular component or
request class. The situation is even more problematic when
investigating bottlenecked queues via temporal provenance
(UC3): since each request was sampled independently, the
tracing system will have only a vanishing probability that
traces of all relevant requests in the queue were captured.
Tail sampling sacrifices overheads and scalability. Practi-
tioners have long pointed out a discord between what traces
are interesting and what traces get head-sampled [7, 9, 11,
54, 55]. Fortunately, many common edge-case symptoms,
including error codes (UC1) and high end-to-end response
time (UC2), can be recorded directly within the trace data
itself. This enables tail-samplers to explicitly seek out edge-
case traces, because at this point (Å) they can directly in-
spect the constructed trace object. Today’s tail-samplers
support filtering traces based on span attributes or metrics,
thereby targeting a range of outlier symptoms such as high
tail latency, unexpected error codes, uncommon attributes,
rare code paths, and undesirable behavior such as RPC re-
tries [7, 10, 32, 40, 49, 53, 58, 67].

Tail-sampling entails enormous costs, however: they must
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trace all requests and ingest all trace data in order to make in-
formed decisions. Application latency and throughput can suf-
fer if tracing libraries lack optimization (e.g. 2× throughput re-
duction using OpenTelemetry tail-sampling (§6.4)). Ingesting
all traces consumes substantial network bandwidth between
applications and collectors, interfering with latency-sensitive
application traffic (e.g. up to 200 MB/s per node (§6.4)). Tail-
sampling demands large backend infrastructure investment,
deploying enough collectors to receive and process all incom-
ing traces (e.g. even one chatty RPC server can overwhelm an
OpenTelemetry collector (§6.4)). Even assuming perfect hori-
zontal scaling, tail-sampling requires e.g. 100× the collector
capacity of 1% head-sampling. Lastly, tracing frameworks
are also not robust to bottlenecks mid-way through ingestion
(e.g. network backpressure) and quickly lose trace coherence
when overloaded.
Practitioners sacrifice edge-cases. The justified pragma-
tism of avoiding large overheads means that head sam-
pling reigns supreme in real-world distributed tracing de-
ployments [21, 26, 30, 34, 64]. Even tail-sampling features
of commercial products have low thresholds on data inges-
tion (e.g. <350 kB/s per host [65], <34 spans/s per host [50],
<6 MB/s per collector [39]) after which vendors will auto-
matically enable head-sampling or incoherently drop spans.
Ultimately, the operator who wishes to troubleshoot edge
cases is left unfulfilled.

3 Approach
Hindsight aims to overcome today’s trade-off between over-
heads and edge cases. Our goal is to enable practitioners to tar-
get edge-case traces with the flexible criteria of tail sampling,
while retaining overheads similar to that of head-sampling, i.e.
without high application overheads or substantial additional
backend infrastructure. We now describe several insights that
lead us to Hindsight’s retroactive sampling approach.
It is not expensive to generate trace data. We don’t know
a priori whether a request will be an interesting edge-case;
only after symptoms manifest. Paradoxically, once we ob-
serve symptoms, it is too late to just enable tracing from that
point on, as we have already missed the events that led to
the anomaly. The only sure-fire way of obtaining coherent
traces for any edge-case is to record trace data from the very
beginning of the request, for every request.

Tail-sampling does just that—with high overheads and
steep infrastructure costs. However, these costs are primar-
ily because today’s tracing frameworks tightly couple trace
generation with trace ingestion. Ingesting data is expensive,
incurring network and backend infrastructure costs. Gener-
ating data into local memory is not—outside of distributed
tracing, e.g., we observe new technology like Intel PT can gen-
erate 100–200 MB/s of processor telemetry per core at 5–15%
runtime overhead [28]; likewise method-tracing techniques
for Android applications exhaustively record all function en-
tries and exits with <1 ns per tracepoint and <3% runtime

overhead [43]. We believe that comparable overheads should
be possible for distributed tracing. With careful client library
design, applications should be able to generate detailed trace
data locally into memory, in anticipation of that data being
useful if a problem occurs.
Retroactive sampling: nodes generate, but do not ingest, all
trace data.

Symptoms are locally observable. Although root causes
are many, varied, and difficult to predict, the same is not true
of symptoms of problems. For example, error codes, tail la-
tency, and exceptions are easily-observed indicators of poten-
tial problems. Many symptoms are localized, programmati-
cally detectable, and manifest quickly at some point during or
shortly after a request was served [27, 53, 58]. For example,
tail sampling techniques, by definition, require that some span
in the trace was explicitly annotated with the symptom of an
anomaly, and typically wait only 10 seconds to accumulate
trace data [51,53]. For these common cases it is not necessary
to ingest and construct full trace objects when the symptom is
so readily detectable at the source. Moreover, since symptoms
can be detected independent of traces in the first place, we do
not need the expensive indirection of writing symptoms into
trace data only to later extract and filter them. We believe that
the key to capturing edge-cases is to decouple detection of
symptoms from collection of traces.
Retroactive sampling: applications embed triggers that pro-
grammatically observe symptoms and signal after-the-fact
that a trace is an edge-case.

Triggers are local but trace data is distributed. Prior dis-
tributed tracing frameworks ingest traces eagerly. We instead
believe that traces should be lazily ingested, only in response
to a trigger fired at some point during or soon after a request.
However, triggers are local – only one machine might detect
a symptom, yet the trace data for the request will be dispersed
across memory of all machines that serviced it. To splice to-
gether a coherent end-to-end trace, all of these other machines
need to learn of the trigger and send their slice of the trace
to the backend collectors. To identify and notify all relevant
machines of a trigger, we thus need the ability to back-track
the end-to-end path of a request.
Retroactive sampling: requests propagate and deposit bread-
crumbs so triggers can be shared with all relevant machines.

Trace data will eventually expire. Applications generate
trace data into local memory where it incurs no further pro-
cessing. We only send trace data to collector backends if a
trigger fires. However, we cannot predict when a trigger might
fire – even if a request has finished executing locally, we
cannot easily know that the request isn’t still executing on
some other machine(s) or that a trigger won’t fire remotely.
Thus, trace data must remain in memory on each machine
indefinitely. Over time this will fill memory and eventually
we will need to free up space. The intuitive choice is thus
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to expire trace data for the least-recently-seen request. We
call the implicit time duration between generating data and
overwriting it the event horizon. We believe that retroactive
sampling should not require a large event horizon – as low as
tens of seconds is reasonable – because triggers are automatic
and shared quickly. In the majority of cases a machine should
learn of a trigger within a matter of seconds or milliseconds.
Thus retroactive sampling should be feasible even with large
and detailed traces or constrained memory.

Retroactive sampling: triggers are best effort; we assume we
will see triggers quickly if at all.

4 Design
Overview. Hindsight is a distributed tracing framework that
implements retroactive sampling. Whereas typical distributed
tracing frameworks eagerly ingest trace data, Hindsight lazily
ingests data only after a trigger, thus allowing retroactive sam-
pling of edge-case traces without paying the overhead costs
of ingesting all trace data. Hindsight remains compatible with
existing head-sampling and tail-sampling policies. Hindsight
trivially implements head-sampling policies by firing an im-
mediate trigger upon a positive head-sampling decision (or
if the sampled flag is set). Hindsight is opaque to backend
trace collectors and tail-sampling policies, and existing in-
gestion pipelines require no changes. Likewise, Hindsight is
transparently compatible with existing OpenTelemetry APIs
and instrumentation [52], and piggybacks breadcrumbs with
OpenTelemetry’s context propagation.

Walkthrough. Fig. 2 shows a high-level diagram of Hind-
sight’s main components.
À On request arrival (solid black line) Hindsight generates a

unique traceId and thereafter propagates it alongside the
request, as done by existing frameworks (§2.2).

Á Applications record trace data (e.g. events, spans) using
Hindsight’s tracepoint client API. This leaves the re-
quest’s trace data scattered across the machines it visited.

Â A Hindsight agent runs on each machine to manage trace
data. Hindsight agents do not inspect, process, or eagerly
report trace data to backends – instead, agents index meta-
data by traceId and await further instruction. For most
traces nothing further happens, the trace is not reported,
and agents eventually evict old trace data.

Ã If an application node observes an outlier symptom (e.g.
erroneous response, high latency, or a bottlenecked queue)
it invokes Hindsight’s trigger API and passes the request’s
traceId.

Ä The local Hindsight agent receives the triggered traceId.
The full trace remains dispersed across many Hindsight
agents, so the local agent informs Hindsight’s logically
centralized coordinator service of the traceId. Hind-
sight’s coordinator recursively contacts the set of ma-
chines that serviced this request, soliciting breadcrumbs
deposited by the request at each machine; a breadcrumb is

traceIdÀ breadcrumb traversalÄ
Coordinator

Ãtrigger

Hindsight
Client Lib

Application Á
tracepoint

da
ta metadata Hindsight

Agent

Â

tId
.
... evict

index

Backend
Trace

Collectors

Ålazy trace reporting

Fig. 2: The end-to-end lifecycle of a trace in Hindsight (§4).

a pointer to another machine involved in the request (e.g.
to the RPC caller or callee).

Å Each agent contacted will set aside its slice of data be-
longing to the traceId, and asynchronously send it to the
backend collector.

Design decisions. Hindsight is most shaped by three key
design choices. First, to prioritize trace coherence as a primary
objective throughout the architecture. Second, to maintain an
efficient data and control plane split to enable tracing 100% of
requests. Finally, to support lightweight programmatic trigger
mechanisms.

4.1 Trace Coherence
Coherence is a top-level requirement for distributed tracing
(§2.2). As soon as any machine drops data for a trace, the
trace is incoherent and effectively useless for troubleshooting.
Hindsight’s design avoids incoherence in several places.

At Â, agents continually evict old trace data to free up space
for new data. Agents do this atomically at the granularity of
a trace; there is no point in only dropping part of a trace.
However, for a single trace, its data is non-contiguous and
fragmented in memory. Agents carefully organize and index
metadata about where each trace’s data resides and do not
simply evict old data in a LIFO manner.

At Ä, the coordinator must contact all agents that handled a
request before those agents overwrite their slice of trace data.
Breadcrumbs are a lightweight and scalable solution – the
coordinator recursively follows breadcrumbs and only con-
tacts the specific agents known to have serviced the request.
This approach takes only a few milliseconds in our evaluation.
Breadcrumb traversal is independent of reporting the trace
data; agents set aside and asynchronously send trace data to
the collector backends after learning of a trigger.

At Å, agents can potentially experience network conges-
tion or backpressure from the collector backends, such as in
response to a trigger-happy application that fires too many
triggers and causes a backlog of unreported trace data on
many, or all, agents. Eventually even triggered data must be
dropped. Hindsight agents do not drop data arbitrarily (e.g.,
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skipping a full queue) because different agents would then tar-
nish different victim traces—it only takes one agent dropping
its slice of a trace to render the remaining data on other agents
practically worthless due to incoherence. Instead, in several
places agents use priority queues, with priority determined by
consistent hashing of traceIds. A given traceId will enjoy
the same priority across all agents and queues, and the same
traces will be dropped by all agents in the face of a bottleneck.

Finally, at Ã, applications may fire multiple different trig-
gers for a diverse range of symptoms, using a developer-
provided triggerId to distinguish different trigger types.
Hindsight will prevent a profuse trigger from stifling trace
collection of other, low-frequency triggers: agents implement
weighted fair sharing for reporting and evicting trace data,
with user-defined weights and rate-limits for each triggerId.

4.2 Efficient Data Management
Lazy ingestion significantly reduces the volume of trace data
sent from agents to the backend trace collection infrastruc-
ture. However, within an individual machine, retroactive sam-
pling requires the application generate trace data into local
memory for all requests (Â). The most sensitive performance
bottleneck for Hindsight is thus between client applications
generating data (tracepoint) and the local Hindsight agent
that manages trace metadata. Our design establishes a clear
split between control and data activities, which congregates
general-purpose data and efficiency in the data plane, and
embeds all logic in the control plane.

Data plane. Hindsight’s data plane is concerned with ef-
ficiently writing trace data from client applications. Using
tracepoint, applications write trace data to a large shared
memory pool subdivided into buffers. Different threads write
to different buffers; each buffer may only belong to one tra-
ceId at a time, and threads acquire new buffers when full or
when the active traceId changes. Consequently, the buffer
pool is not consumed sequentially and a single trace may be
fragmented across several non-contiguous buffers.

Control plane. Hindsight’s agent process encapsulates con-
trol plane activities, continually circulating metadata about
buffers to the application, via two shared memory queues.
Applications poll for available buffers and push full buffers;
agents poll for full buffers, index metadata of full buffers
grouped by traceId, and push evicted buffers back to the
application. Agents receive triggers and communicate with
Hindsight’s coordinator, manage breadcrumbs linking the
trace data that is strewn across many agents, extract triggered
trace data, and report data asynchronously to the backend
trace collection infrastructure. Hindsight’s control and data
distinction yields an efficient agent implementation because
agents only touch metadata.

4.3 Triggers
Applications initiate retroactive sampling via Hindsight’s trig-
ger API (Ä). In the common case, symptoms are easy to detect

and localize: top-level error codes; high latency; increased
queue time. Such symptoms can be readily recognized and
cheaply computed without the trigger mechanism needing the
trace data itself. For example, this may entail adding a trigger
call within a service’s exception handler, or after checking
for outlier latency upon a request’s completion. Hindsight
provides a library of automatic triggers based on metric per-
centiles, categorical features, and exceptions. All of our use
cases (UC1–UC3) can be implemented using Hindsight’s au-
totriggers. Likewise all existing tail-sampling policies can
be implemented using autotriggers, as span-local attribute
and metric filters directly translate to metric and categorical
autotriggers.

By separating triggers from traces, developers can also im-
plement custom symptom detectors to explicitly decide the
conditions for triggering. This further leads to a straightfor-
ward integration of triggers into existing metric-monitoring
and outlier-detection systems regardless of their architecture.

Lateral traces. Outlier behavior may not map directly to a
single request; instead there may be several other related lat-
eral requests. For example, to diagnose a bottlenecked queue
(UC3), a trigger needs to capture traces for the previous N
requests to understand what led to queue buildup [72]; to
diagnose a write-ahead log, we desire all requests blocking on
a log sync [4, 8]; to diagnose resource contention we require
all requests contending for a slow disk or network [3,5,6]. By
separating triggers from traces, we enable more comprehen-
sive trigger conditions based on factors beyond just a single
trace, and triggers that can capture multiple related traces
simultaneously. Hindsight enables an application to atomi-
cally trigger a group of related lateral traceIds; internally
Hindsight will ensure that the group as a whole is coherently
collected. By comparison, tail sampling cannot easily express
cross-trace triggers or sample lateral traces, because traceId-
based sharding in collector backends is fundamentally at odds
with sharing state between traces.

5 Implementation
We have implemented Hindsight’s client library in ≈4 KLOC
of C and Hindsight’s agent and coordinator in ≈5.5 KLOC of
Go. We chose C for dataplane efficiency and Go for its ease
of use for the more complex control plane logic.

5.1 Data Plane Buffer Pool
Each Hindsight agent pre-allocates a fixed-size buffer pool in
shared memory for applications to directly write trace data.
Hindsight logically subdivides the buffer pool into fixed-size
buffers (default 32 kB). Client applications write trace data to
buffers via Hindsight’s client API. The agent process does not
touch data in the buffer pool except when reporting triggered
traces. At each point in time, a buffer can only contain trace
data of a single request; no two different requests will write
trace data to the same buffer at the same time. A single trace
will thereby comprise (1) multiple non-contiguous buffers on
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begin(traceId) Request begins in the current thread.
tracepoint({payload}) Record data for the current trace; pay-

load is of arbitrary size in bytes.
breadcrumb(address) Adds a breadcrumb to the current trace,

pointing to some other node address.
serialize() Obtain the current traceId and a bread-

crumb to the current node.
end() Request ends processing in current

thread; flush and remove buffers.
trigger(traceId,triggerId,
lateralTraceIds...)

Instruct Hindsight to collect traceId and
zero or more lateralTraceIds

Table 1: Hindsight client API. Applications can invoke the API
directly, or indirectly using Hindsight’s OpenTelemetry [52] tracer.

each agent and (2) many buffers scattered across numerous
agents. Buffers are the granularity of data management within
Hindsight. Within clients and agents, a buffer is addressable
by its bufferId—its offset into the buffer pool.

5.2 Client Library
Table 1 outlines Hindsight’s client API. Applications can inter-
act with this API directly, or use Hindsight’s OpenTelemetry
tracer which acts as a wrapper.

Writing trace data. When a request begins executing in
a thread, it must call begin; subsequently it may call tra-
cepoint an arbitrary number of times; and finally when it
completes executing in a thread, it must call end. This usage
pattern is typical of distributed tracing frameworks. The tra-
cepoint function accepts an arbitrary byte payload if called
directly; conversely Hindsight’s OpenTelemetry tracer serial-
izes trace events as payload. Hindsight internally maintains
thread-local state including the current traceId and a pointer
to a buffer. tracepoint writes directly to the thread-local
buffer without synchronization. Synchronization is only re-
quired when acquiring or returning buffers; these operations
touch shared-memory queues but are infrequent. A buffer is
acquired during begin, returned during end, and replaced
when filled.

Communicating with agents. The client library acquires
bufferIds by polling a shared-memory available queue; if
the queue is empty clients immediately return and instead
write trace data to a special ‘null buffer’ that is simply dis-
carded. When the client fills a buffer, it writes its traceId
and the bufferId to a shared-memory complete queue. The
agent continually drains the complete queue, and likewise con-
tinually returns fresh buffers to the available queue. Shared
memory queues are lock-free and support batch operations;
using batch operations, agents are robust to queue contention
from multiple client writer threads.

This paired channel design forms a natural separator
between control and data with two desirable properties:
(1) queues only communicate metadata—a single integer
bufferId represents, by default, a 32 kB buffer; (2) communi-
cation is infrequent, occurring only when buffers are filled or
a thread switches over to execute a different request, thereby
minimizing synchronization. From the client library’s per-

PercentileTrigger(p) Clients call addSample(traceID, measurement). Trig-
ger fires for measurements >percentile p. (e.g. high
latency or resource consumption)

CategoryTrigger( f) Clients call addSample(traceID, label). Trigger on
categorical data that is less frequent than threshold
f (e.g. rare API calls or attributes)

ExceptionTrigger Trigger on an exception or error code
TriggerSet(T,N) Tracks the most recent N traceIds and includes as

lateralTraceIds when T fires.

Table 2: Hindsight autotrigger API can automatically trigger traces
based on certain conditions.

spective, it cheaply and blindly writes trace data into shared
memory and forwards only the control metadata to agents;
conversely agents are agnostic to buffer contents—they do
not inspect data in the shared memory pool and use only the
metadata communicated via the complete queue.

Depositing breadcrumbs. A breadcrumb is an address of a
Hindsight agent. When a request arrives at a node, it carries
the breadcrumb of the previous node. During trace context
deserialization, the traceId and breadcrumb is written to a
shared memory breadcrumb queue. Agents poll this queue
and index breadcrumbs alongside buffer metadata. Agents do
not forward or act upon breadcrumbs until a trace is explicitly
collected with a trigger. When a request departs a node, it
takes that node’s breadcrumb. Clients can additionally estab-
lish forward-breadcrumbs to a named destination node prior
to communication. By following breadcrumbs, we can recon-
struct the full request graph starting from any node, including
for requests with arbitrary concurrency and fan-out.

Triggering trace collection. Applications initiate trace
collection by invoking trigger, which writes the traceId,
triggerId and zero or more lateralTraceIds to a shared-
memory trigger queue. In addition, Hindsight will propagate
the fired trigger with the request similar to the sampled flag
(cf. Fig. 1) so that later nodes immediately learn of the trigger.

A developer can implement custom outlier detection and
invoke trigger directly, or they can make use of Hindsight’s au-
totrigger library (Table 2), a separate collection of triggers that
track simple conditions over time and automatically invoke
trigger when a condition is met. TriggerSet is noteworthy as
a building block for lateral tracing; it includes N most recent
traces whenever T fires.

5.3 Agent
Trace index. The trace index is a map of metadata, keyed
by traceId. The metadata for a traceId includes a list of
bufferIds and a list of breadcrumbs. Agents also maintain
metadata of the triggers that have fired. Agents continually
update the trace index with recently-written buffers, by polling
traceIds and bufferIds from the complete queue. The agent
will evict traces when the index exceeds a threshold of buffer
pool capacity (default 80%) by removing the least-recently
used untriggered traceId and returning all of its bufferIds to
the available queue.
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Local triggers. Agents poll the local trigger queue and im-
mediately forward triggers to the coordinator. Agents include
the breadcrumbs of the triggered traceId, enabling the co-
ordinator to begin recursively disseminating the trigger to
other agents. Meanwhile the agent schedules the trigger to be
reported. In the case of a spammy local trigger, if the trigger
exceeds a per-triggerId rate-limit, the agent will immediately
discard the trigger instead of forwarding and scheduling it.

Remote triggers. Agents receive remote triggers fired by
other agents via the coordinator. To facilitate rapid trigger
dissemination, the agent immediately responds to a remote
trigger by providing any breadcrumbs it has for the traceId
andlateralTraceIds. Unlike local triggers, agents do not rate-
limit remote triggers—they are all scheduled for reporting.

Reporting traces. When a trigger is scheduled for reporting,
its traceId and lateral traceIds can no longer be evicted by
the regular buffer eviction cycle. The trigger is inserted into a
per-triggerId reporting queue. In the normal case when an
agent is not backlogged, the reporting queue will be empty.
The agent asynchronously pulls triggers from the queues;
reads buffers of the traceId and lateralTraceIds from the
buffer pool; sends the buffer contents to the backend collec-
tors; and finally returns the bufferIds to the available queue.
A trace remains triggered even after reporting its data, in case
the request is still generating trace data locally.

Ignoring triggers during overload. If the network or back-
end collectors are overloaded, reporting queues in an agent
can fill up. During overload, the agent continues to report
traces as described above for the normal case. The agent im-
plements weighted fair queueing over the reporting queues
and supports global and per-triggerId reporting rate lim-
its. From a reporting queue, the agent dequeues the highest-
priority trigger, by using consistent hashing of traceId, and
reports its data as described above for the normal case.

Simultaneously, past a configured threshold, the agent must
begin abandoning triggers to free up buffers. Abandoning
a trigger entails removing it from its reporting queue and
returning buffers to the available queue. Agents coherently se-
lect the lowest-priority trigger to abandon, by using the same
consistent hashing of traceId. In the case of multiple report-
ing queues, agents will ensure that a well-behaved triggerId
is not impacted by a spammy triggerId: agents implement
weighted max-min fair-sharing across reporting queues to
choose a queue from which to drop triggers.

Trigger priority ensures coherence during overload. Re-
porting queues are priority queues that use consistent hashing
of traceId to determine priority. Across all agents, a given
traceIdwill enjoy the same priority relative to othertraceIds.
Thus if multiple agents experience overload, they will coher-
ently bias towards reporting the same high-priority traceIds
and abandoning the same low-priority traceIds.

6 Evaluation
We now evaluate how effectively Hindsight overcomes the
fundamental problem of head-based tracing methods in exam-
ples (UC1)–(UC3) and meets the goals of retroactive sampling
to provide lightweight and effective request tracing.

Systems. We evaluate Hindsight on three distributed sys-
tems. To validate our motivating use cases (UC1–UC3), we
integrate Hindsight with the Hadoop Distributed File System
(HDFS) [63](with a ≈300 LOC JNI-based Java client library)
and the DeathStar Social Network Microservices Benchmark
(DSB) [24]. To assess Hindsight at greater scale and load,
we develop a flexible, configurable RPC benchmark called
MicroBricks.

MicroBricks is a microservice benchmark written in
≈3 KLOC C++ using gRPC’s high-performance async li-
brary. A MicroBricks deployment comprises a topology of
RPC services such that each client request will traverse multi-
ple services. A call to a service will execute for some amount
of time, then concurrently call zero or more other RPC ser-
vices with some probability. Each service is independently
configured with its own set of APIs, each with their own exe-
cution times, child dependencies, and child call probabilities.
We evaluate using several different topologies. In particular,
we use Alibaba’s microservice trace dataset [42] to derive
realistic topologies by calculating per-service execution time
distributions, service dependencies, child call probabilities,
and client workloads.

Baselines. We configure OpenTelemetry [52] with
Jaeger [31] under head-sampling (1% unless indicated) and
tail-sampling.

Instrumentation. We instrument MicroBricks with Open-
Telemetry to create spans and events for RPC calls and child
calls. We use DSB’s existing OpenTracing instrumentation
and add support for Hindsight. We use Hadoop’s existing
X-Trace instrumentation [23] and update X-Trace to write its
trace data to Hindsight.

Summary. Our experiments demonstrate the following:
• Hindsight effectively addresses the overhead vs. edge-cases

trade-off faced by existing tracing frameworks.
• Hindsight captures relevant edge-case traces across real

use-cases (UC1–UC3).
• Hindsight is lightweight and not a bottleneck for client

applications, unlike OpenTelemetry [52] and Jaeger [31].
Hindsight’s trace API imposes nanosecond overheads;
Hindsight’s impact on end-to-end application latency and
throughput is <3.5% when tracing 100% of requests and
generating >200 MB/s of trace data per node.

• Hindsight’s control/data split provides up to 55 GB/s write
throughput.

6.1 Overhead vs. Edge-Cases
In this experiment, we evaluate Hindsight in a large-scale
setting with a realistic microservice topology derived from

328    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



 0%

50%

100%

E
dg
e-
ca
se

T
ra
ce
s

(a)

10-1
100
101
102

 0  2000  4000  6000  8000  10000  12000  14000

B
an
dw
id
th

(M
B
/s
)

(b)

101

102

103

Hindsight
Jaeger Tail

Jaeger Tail (Sync)
Jaeger 1%-Head

No Tracing

L
at
en
cy

(m
s)

Throughput (req/s)

(c)

Fig. 3: Overhead vs. edge-cases on a 93-service Alibaba Micro-
Bricks topology with 1% edge-cases (§6.1). For different tracing con-
figurations we show: (a) application end-to-end latency-throughput
curves; (b) the rate of coherent edge-trace cases captured; and (c)
network bandwidth.

Alibaba request traces [42]. We show that Hindsight over-
comes the limitations of head-sampling and tail-sampling.

We deploy MicroBricks with a 93-service Alibaba topology
in a 544-core private cluster (comprising 10×Dell R920 48-
core 1.5 TB machines and 4×Dell M620 16-core 256 GB
machines). We deploy each service in a separate container.
We use separate machines to (i) generate workload and (ii) run
the OpenTelemetry collector/Hindsight coordinator+collector.

To directly control the number of edge-case traces, we ran-
domly decide with low probability (1%) to designate a request
an edge-case when it completes (later experiments consider
autotriggers). We annotate the root span of edge-cases with
an additional attribute so that tail-sampling can filter traces on
this attribute. Hindsight directly fires a trigger for edge-cases
from within MicroBricks. We repeat the experiment multiple
times, analyzing results under four tracing configurations:

Head sampling (Jaeger 1%-Head). Fig. 3a shows the av-
erage request latency and throughput as we vary the offered
load from 0 to 14,000 requests/sec (r/s). Jaeger 1%-Head has
comparable peak throughput and latency as No Tracing, since
it traces only 1% of requests, thus amortizing the tracing over-
head. Fig. 3b plots the percentage of coherent edge-case traces
captured per second. Since head-sampling cannot discrimi-
nate, it only captures ≈1% of all edge-case traces, peaking at
1.64 per second. Fig. 3c shows the network bandwidth con-
sumption between application nodes and the OpenTelemetry
collector. With few requests being traced, Head-sampling only
consumes a maximum of 1.4 MB/s of network bandwidth.

Tail sampling (Jaeger Tail). Tail-sampling imposes more
burden on the traced application than head-sampling, at-
taining 14% lower peak throughput (Fig. 3a). At low load
(1,000 r/s), tail-sampling successfully captures ≈100% of
edge-case traces, at 9.9 per second (Fig. 3b). However, a load
of just 2,000 r/s is sufficient for clients to encounter back-
pressure from the network and the OpenTelemetry collector,
and they begin incoherently dropping spans: at 2,000 r/s only
71% coherent edge-cases are captured; at 3,000 r/s only 28%;
and so on. Tail-sampling rapidly deteriorates and at peak load
captures fewer coherent edge-case traces than head-sampling
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Fig. 4: Scalability and overload.

(1.44 edge-cases/s), because 98.8% of captured traces are in-
coherent. Tail-sampling consumes up to 78 MB/s of network
bandwidth (Fig. 3c).

Tail sampling (Jaeger Tail Sync). Jaeger clients asyn-
chronously send spans to OpenTelemetry collectors, and as we
just observed, drop spans when client-side queues fill up. We
repeat the experiment with a synchronous variant, whereby
clients send spans to OpenTelemetry synchronously. Back-
pressure then manifests as additional critical-path request
latency. This approach inevitably increases request latency
and reduces peak throughput by 42% (Fig. 3a). However,
we can observe the collector ultimately captures more edge-
case traces, peaking at 47 edge-cases per second at 6,000 r/s
(Fig. 3b) and 72.2 MB/s of network. Beyond this, the Open-
Telemetry collector is saturated and cannot process a higher
rate of traces; it begins indiscriminately dropping incoming
spans, reducing the fraction of coherent edge-case traces.

Hindsight. Hindsight achieves comparable peak throughput
to No Tracing (<3.5%), and minimal impact on request la-
tency below peak load (Fig. 3a). Hindsight captures 99–100%
of edge-case traces at all throughputs (Fig. 3b). Hindsight
consumes a maximum of 2.6 MB/s of network bandwidth
since only edge-case traces are being collected (Fig. 3c).

6.2 Scalability and Overload
We now focus on two aspects of Hindsight’s scalability: its
breadcrumb traversal mechanism and its ability to rate-limit
spammy triggers. We deploy the 93-service Alibaba topol-
ogy as described in §6.1. To reach a higher request and trace
throughput, we scale down the computation performed at
each service and increase offered load up to 28,000 r/s. We
install three triggers with probabilities tA=0.1%, tB=1%, and
tF=50%. tF represents a faulty trigger—it fires for 50% of re-
quests and thereby adds substantial load to Hindsight’s bread-
crumb traversal mechanism. We rate-limit Hindsight’s collec-
tor bandwidth to 1 MB/s per agent to backlog the agents and
inhibit Hindsight’s ability to collect traces; thus tF triggers
far more traces than Hindsight can collect.
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Fig. 5: Hindsight applied on use cases UC1–UC3 (see §2.1).

Coherent rate-limiting. Fig. 4a plots the percentage of co-
herent traces captured for tA,tB and tF as the offered load
increases. Throughout the experiment, Hindsight captures ap-
proximately 100% of traces triggered by tA and tB, since they
fire infrequently. By contrast, tF triggers far more traces than
can be collected. In absolute terms, Hindsight collects ≈2,000
coherent traces per second throughout the experiment, with
tF using capacity not used by tA and tB. Thus, higher request
rates result in more traces dropped for tF in both relative and
absolute terms.

Breadcrumb traversal. Fig. 4c plots the average bread-
crumb traversal time based on the trace size – i.e. the num-
ber of Hindsight agents that were recursively contacted. We
show results for four experiment iterations and label them
based on their approximate trigger rates: t12k, t8k, and t4k
correspond to triggering 50% traces on 24k, 16k and 8k r/s
workloads (≈12k, 8k, and 4k triggers/second respectively).
To compare to a non-overloaded setting we also include t0
.1k, a 12k r/s workload from §6.1 (≈0.1k triggers per sec-
ond). Traversal time is elevated for t12k, t8k and t4k (up
to 86 ms) since spammy triggers substantially increase the
load on Hindsight’s coordinator. Conversely, traversal time
for t0.1k is <13 ms since triggers are relatively infrequent.
For each experiment, traversal time increases with trace size,
but sub-linearly since breadcrumbs can be gathered concur-
rently from different branches in requests that have fan-out.
However, even under the extremely overloaded circumstance,
the longest traversal time, which is less than 100 ms, is far
smaller than the event horizon as described in the following
section and thus is still manageable.

Event horizon. We lastly measure Hindsight’s event hori-

zon. Here, we introduce a delay when an agent receives a local
trigger. We vary the delay added to triggers and measure how
many coherent traces are ultimately collected. At a certain
point, triggers will have too much delay and trace data will
have been evicted before the trigger even fires. Fig. 4b plots
the percentage of coherent traces captured for tB as we vary
the trigger delay. We repeat this experiment with small buffer
pools (100 MB and 10 MB per agent) to exacerbate the event
horizon effect. Even a 10 MB buffer pool can capture nearly
100% coherent traces in the absence of added delays, but a
500 ms delay drops coherence to 58% and at 600 ms, coher-
ence is <20%. A larger buffer pool improves the tolerance to
delays: with a 100 MB buffer pool, coherence surpasses 90%
with up to 3s delay, but drops to <20% by 6.4 s. In practice, we
believe our default 1 GB pool is a reasonable choice, bringing
an event horizon around 1 minute.

6.3 Case Studies
We now turn our attention to the case studies introduced
in §2.1, and demonstrate how Hindsight’s local triggers are
able to support these use cases.
Error diagnosis (UC1). We deploy DSB Social Network,
a microservice system with 12 microservices and 17 back-
ends [24], on 13 CloudLab c6320 nodes [20]. We add an
ExceptionTrigger from Hindsight’s autotrigger library to the
ComposePostService, and run DSB’s default workload with
300 r/s1. We randomly inject exceptions in the Compose-
PostService module, with exception rates ranging from 1%
to 10%. We repeat the experiment twice and rate-limit Hind-
sight’s collector to approximately 1% and 5% of the total trace
data generated by the experiment. Fig. 5a plots the exception
rate, and the number of coherent exceptional traces captured,
for each 30 s time window. When there are few exceptions,
Hindsight captures all traces; when the exception rate exceeds
collector bandwidth, Hindsight coherently captures as many
traces as possible within this limit.
Tail-latency (UC2). We add a PercentileTrigger from
Hindsight’s autotrigger library to the ComposePostService
module in the same setting as above, invoking addSample at
the end of each ComposePost RPC call and providing the mea-
sured RPC duration. We set p to 99, 95, and 90, as different
thresholds for tail latency. We inject 10% requests at random
with 20–30 ms latency. Fig. 5b plots the latency distribution
of requests captured by different strategies; the vertical dotted
lines mark the tail-latency percentile threshold. Hindsight is
able to specifically target traces with high-percentile latency.
By contrast, head-sampling is random and thus its captured
latency distribution resembles that of all requests – useful for
aggregate analysis but not for edge-case troubleshooting. We
note that Hindsight does not sacrifice this aggregate analysis
use-case; it supports both simultaneously (cf. §6.1).
Temporal provenance (UC3). We add a QueueTrigger

1We measure a maximum attainable DSB throughput of ≈350 r/s.
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Bricks topology configured with various tracers, showing minimal
application impact for Hindsight despite tracing 100% of requests.

from Hindsight’s autotrigger library to the HDFS NameNode
queue — the QueueTrigger combines a TriggerSet with a
PercentileTrigger, parameterized to capture N = 10 most
recently dequeued lateral requests when 99.99th percentile
queueing latency is observed. We deploy HDFS on 10 ma-
chines (8 DataNodes, 1 NameNode, and 1 client) and run
a Hindsight agent on each machine. We run a closed-loop
workload of random 8 kB reads with 10 concurrent requests.

Fig. 5c (left) shows NameNode queue latency over time.
We inject a burst of 10 expensive createfile requests 21
seconds into the trace that briefly saturate the queue—Fig. 5c
(right) zooms in on this time window. The figure shows high-
latency requests (•), requests that fire the autotrigger (X), and
the additional lateral requests that were triggered to Hindsight
(X). The first expensive request occurred at 22 seconds, fol-
lowed by a pause while it was executed. Upon dequeuing the
subsequent read8k request, QueueTrigger fired due to high
queue latency, and Hindsight retroactively sampled the 10
prior traces leading up to the trigger. The sample included the
culprit expensive request. Overall, all 10 expensive requests
were sampled, 8 unrelated requests prior to the first expensive
request, and 9 additional read8k requests. Moreover, several
intermittent latency spikes occurred unrelated to the exper-
iment (Fig. 5c, left), which Hindsight also captured; upon
investigation, these were due to garbage collection.

Unlike UC1 and UC2, temporal provenance is unsupported
in existing tail-samplers. Moreover, temporal provenance is
fundamentally difficult to support with tail-sampling due to
scalability issues. Temporal provenance requires knowledge
of lateral traces (e.g. the 10 previous traces); by implication
those traces must all route to the same collector instance. How-
ever in practice, tail-sampling necessarily uses traceId for
routing decisions – thus related traces may arrive at different,
oblivious collectors.

6.4 Hindsight Performance
End-to-end application overheads. Hindsight generates
trace data for all requests; thus low overheads are a key goal
of Hindsight’s design. In this experiment, we measure the
impact of Hindsight on end-to-end application latency and
throughput. We deploy a two-service MicroBricks topology
with a 100% call probability from the first service to the sec-
ond. To highlight tracing overheads, neither service performs
additional compute. We vary the offered load and measure

API Call T=1 T=4 T=8 API Call T=1 T=4 T=8
begin 72.7 194.8 237.9 tracepoint 7.9 8.4 8.6
end 70.7 205.8 216.6
Category(.01) 45.8 44.9 46.7 tracepoint 8B 3.9 4.0 4.8
Percentile(99) 275.3 293.5 306.9 tracepoint 128B 11.5 13.5 13.0
Percentile(99.9) 407.1 441.9 512.2 tracepoint 512B 37.7 43.1 40.9
Percentile(99.99) 629.4 875.8 1134.0 tracepoint 2kB 160.2 192.9 174.7
TriggerSet(10) 6.57 44.1 52.2

Table 3: Latency measurements (nanoseconds) for Hindsight client
API and autotriggers for a microbenchmark application configured
with 1, 4, and 8 Threads (§6.4). Default tracepoint writes a 32 kB
trace event; we also measure 8–2048 B tracepoint payloads.

end-to-end request latency and throughput (§A.1).
Fig. 6 plots latency-throughput curves under several dif-

ferent tracing configurations. The lowest latency and highest
throughput is achieved with No Tracing, peaking at an average
71.0 k requests/s. Similar throughput is achieved by Jaeger
when configured with 1% Head-sampling, at 70.2 k r/s. Hind-
sight peaks at 70.4 k r/s – a decrease of only 0.9% compared to
no tracing. Hindsight generates on average 330 MB/s of trace
data at peak request throughput, with an event horizon of 5.2 s,
and consumes a combined 0.3 CPU cores across agents, coor-
dinator, and collector. By comparison, Jaeger configured with
Tail-sampling peaks at only 41.4 k r/s, an overhead of 41.7%;
moreover, the workload over-saturates the OpenTelemetry
collector, resulting in 94% of trace data being dropped while
consuming 4.5 CPU cores.

Client API and autotrigger microbenchmarks. We run a
benchmark application that generates traces and measures the
overhead of calls to Hindsight’s client API and autotrigger
library. The benchmark writes traces by calling begin to start
the trace, writing a total of 16 kB per trace by repeatedly
calling tracepoint, then calling end to finish the trace. Each
tracepoint call writes a 32-byte event struct (3 metadata
fields and a timestamp) using Hindsight’s OpenTelemetry
library. Following each trace, the benchmark invokes five
different autotriggers. The benchmark runs a custom number
of threads to generate traces; each thread independently runs
a continuous loop generating traces, and every thread writes
a different trace. We configure Hindsight to use 32 kB buffers
and a 1 GB buffer pool, and run a Hindsight agent. We run 1
minute per experiment (≈10–50 million traces).

As shown in Table 3, autotrigger overheads vary. Catego-
ryTrigger is relatively cheap (<47 ns) and TriggerSet adds
relatively little overhead to the wrapped trigger (6–53 ns). By
contrast, PercentileTrigger overheads grow proportional to
the percentile: up to 307, 512, and 1,134 ns respectively for
tracking 99th, 99.9th, and 99.99th percentile latency due to
larger internal data structures for tracking order statistics.

Table 3 also shows API latency for 1, 4, and 8 threads.
Overall, Hindsight achieves nanosecond-scale API latency,
and by design the expensive API calls (begin, end, and au-
totriggers) are limited to once per trace. begin and end vary
from 70–230 ns, proportional to the number of threads due
to contending on shared-memory queues to acquire and re-
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turn buffers. By contrast, tracepoint call latency is mostly
independent of the number of threads, between 7.9–8.5 ns (re-
duced to ≈4 ns when omitting timestamps). We also measure
tracepoint latency for larger payloads up to 2 kB; latency
increases only up to 175 ns per tracepoint since tracepoint is
primarily a memory copy into the thread-local buffer estab-
lished by begin.

7 Discussion
We next discuss items peripheral to Hindsight’s core design.

7.1 Triggers
Mitigating spammy triggers. Hindsight’s design currently
isolates triggers based on a trigger ID, whereby different
symptom detectors would use different trigger IDs, ensuring
that a symptom detector that fires infrequently is not affected
by one that fires too often.
Lateral trace IDs. All of Hindsight’s autotriggers are
lightweight symptom detectors that run within the application
itself. In principle, the logic to decide when to trigger, and
which traceIds to trigger, is arbitrary. Hindsight’s autotrig-
gers are classes which the application can instantiate that track
state over time. For a PercentileTrigger that tracks latency,
for example, the application must instantiate the autotrigger
within the request handler, and add the new latency sample at
the end of each request’s execution. A TriggerSet can wrap
any trigger; internally it maintains a sliding window of the N
most recently-seen traceIds that tested the wrapped trigger.
When we applied the TriggerSet in the UC3 experiment
(Fig. 5c), for example, we measured queueing latency and
the TriggerSet internally held the N most recenttraceIds that
were dequeued. When the wrapped autotrigger finally calls
trigger, it will include all N of the traceIds in the trigger call.

7.2 Consistent Hashing
Hindsight agents have several forms of queuing and schedul-
ing internally, primarily to decide which traces to evict and
which to report to avoid any unbounded queue. Simple queue-
ing (e.g. used by OpenTelemetry) indiscriminately drops data
when the queue is full. When multiple agents have full queues,
each independently dropping arbitrary data seriously compro-
mises trace coherence. Instead, when Hindsight agents are
at capacity, they bias towards dropping data from the same
victim traces by preferentially discarding items from lowest
priority traces. Thus even though Hindsight agents are operat-
ing independently, they seek to retain the same high-priority
trace IDs when under load.

7.3 The Event Horizon
Parameters. Several factors influence Hindsight’s event
horizon: (i) the buffer pool size of each agent; (ii) the rate
of new trace data being generated; (iii) the time between a
request completing and a trigger firing. Inevitably, if there is
too much trace data, or if triggers are too slow, Hindsight may

be unable to keep the trace before its data is overwritten. For
some use cases this means Hindsight cannot use retroactive
sampling. However, head-sampling or tail-sampling would
still be viable options, equivalent to existing distributed trac-
ing frameworks.

Extending the event horizon. The solution is either to in-
crease the memory available to Hindsight or to scale down
the percentage of traced requests using Hindsight’s optional
trace percentage. Trace percentage is a separate configuration
knob (defaulting to 100%) that controls the percentage of
requests that generate trace data in the first place. The start-
ing premise for Hindsight is that 100% tracing is acceptable,
so we used 100% as the default and described Hindsight as
such throughout this paper. However, if an application has
overhead constraints or limited memory for a buffer pool, the
percentage of requests that are traced in the first place can be
scaled back. Hindsight enforces scale-back coherently across
agents through consistent traceId hashing: e.g. 50% trace
percentage will halve the trace data throughput and double
the event horizon.

Mismatched and dynamic event horizons. The global
event horizon of an application is dictated by the shortest event
horizon among the constituent processes, since the whole
trace becomes incoherent the moment the first agent evicts
any of its data. This fundamental property of Hindsight can
be addressed by enlarging the buffer pool memory on higher
throughput nodes. Moreover, the buffer pool needs not be of
fixed size. We considered implementing a dynamically-sized
buffer pool, e.g. that can be configured with a target event
horizon, but ultimately chose a fixed-size buffer pool to better
bound memory overheads – a desirable property for telemetry
systems [71].

Shared buffer pools. In our current design, we deploy one
Hindsight agent per traced application process. If multiple
containers share a machine, as in our experiments, several
agents may run on the same machine. There is no reason why
applications could not share a single machine-wide buffer
pool, enabling processes to stock their buffer pool capacities
and average out the differences between their event horizons.

7.4 Comparison with Tail Sampling
Event horizons. Hindsight’s event horizon has an analogue
in tail sampling. Since trace collectors cannot immediately
perform tail sampling the instant trace data arrives, and must
wait for all of the slices of a trace to arrive from all of the ma-
chines the request visited. Today, this is done with a timeout
(e.g. 30s by default in OpenTelemetry [52]), after which the
trace objects are constructed and tail samplers can be evalu-
ated. If the application generates a high volume of trace data,
then the trace collector can potentially run out of memory
while awaiting data for to do tail sampling.

Tail sampling expressivity. Today’s tail samplers focus on
filters and outliers applied to span attributes and metrics. Yet a
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tail sampling decision for one trace cannot influence the sam-
pling decision of other traces. By contrast, Hindsight’s lateral
traces enable a trigger to specify other, related traces, in addi-
tion to the one exhibiting a symptom, allowing it to support
use cases like temporal provenance (UC3). Tail samplers do
not support such use cases, and they would be challenging to
introduce due to the way trace data for different traces route
to different collectors based on their traceId.

7.5 Robustness
Application failures. If the application process crashes (e.g.
SEGV/NPE-type crashes), then Hindsight preserves problem-
atic traces since Hindsight’s agent continues to run and the
trace data is preserved in memory in the shared buffer pool.
The agent will also be able to continue responding to bread-
crumbs. This is a secondary benefit of externalizing trace data
on the critical path of requests, and is currently supported
by Hindsight. By contrast, existing distributed tracing frame-
works buffer trace data in application memory and would lose
unreported data upon an application crash.

Agent failures. If Hindsight’s agent crashes (irrespective of
whether the application process crashes), then the buffer pool
will still exist in-memory on the machine and could be later
retrieved to inspect the state just prior to the crash. Hindsight
does not currently implement such a recovery process. In
addition, if an agent crashes, it will by default prevent Hind-
sight’s coordinator from following breadcrumbs through this
crashed agent. This can be overcome by extending Hindsight
to propagate breadcrumbs for the last N visited nodes instead
of just one; this would both avoid (N −1)-hop failures and
also speed up Hindsight’s collection process.

Kernel and hardware failures. In the case of kernel crashes
or hardware failure, application-level traces are only useful if
it was the application’s behavior that triggered the crash. In
this case, Hindsight’s data would be lost.

8 Related Work
Distributed tracing. Numerous prior works identify end-to-
end requests as a useful granularity for slicing telemetry data
and troubleshooting distributed systems. Example use cases
include detecting anomalous request structures [37, 64, 72],
diagnosing changes in the steady-state [16, 57, 61], modeling
workloads [46, 70], and identifying resource and queue con-
tention [25,44,72]. Distributed tracing systems have been pre-
sented in industry [34,64], as open-source tools [31,52,56,78],
and in academia [23, 45]. Edge-case troubleshooting stands
in tension with overheads in distributed tracing, and head-
sampling and tail-sampling offer alternative points in this
space (§2.2).

Logging frameworks. Distributed tracing is the cousin of
log ingestion frameworks that collect and store application-
level log data [13,66]. Log ingestion frameworks are agnostic
to concepts like requests, do not record or group log data by re-

quests, and cannot control head-sampling decisions coherently
for requests – instead applications generate simple sequential
streams of log data all at the same level of logging detail. Con-
sequently, logs are typically far less detailed than distributed
tracing and log ingestion frameworks handle a lower volume
of data. For example, Chukwa reports on average 10kB/s per
node [13]; Splunk limits to 330 kB/s per node [66]; Amazon
CloudWatch limits to 5MB/s per log stream [12]. Early dis-
tributed tracing works rejected the idea of building distributed
tracing atop logging, citing coherence challenges from brit-
tle data, enormous post-processing costs, and fundamental
scalability bottlenecks [17, 34, 64]. In practice, trace detail
is typically far greater than even non-production debug-level
logging [64], and it is easy to see why: head-sampling gives
operators leeway to instrument their applications at fine detail,
because they can amortize the high cost of a single trace by
scaling down the number of collected traces. By comparison,
log ingestion frameworks have no such opportunity.

Network provenance. Hindsight is similar in spirit to net-
work packet provenance systems that chronicle the history of
network state, enabling use cases such as tracking the origin or
path traversed by a packet across the network. Earlier systems,
like ExSPAN [77] and SNP [75], adopt this abstraction; more
recent works like SyNDB [35] and SPP [14] apply network
provenance for packet-level root-cause analysis on Internet
scale. Packet provenance systems primarily trace only packet
metadata, which is well-structured and can be summarized
in-band; these systems tackle additional trust challenges out-
side of Hindsight’s purview. By contrast, handling metadata
to reconstruct the path of a trace is but one concern for Hind-
sight; Hindsight is focused on handling arbitrary payloads
(i.e. trace data), and the resulting performance, coherence, and
fairness challenges. Hindsight also draws inspiration from
works focused on temporal provenance [76] and packet reputa-
tion [15] in distributed systems, although Hindsight’s tracing
abstractions operate entirely at the application level.

9 Conclusion
Hindsight circumvents the false dilemma between overhead
and usefulness for diagnosing symptomatic edge cases by pro-
viding developers detailed traces from the recent past when
they encounter symptoms of failures. We believe the retroac-
tive sampling abstraction, and our Hindsight implementation
of it, can shift the conversation around tracing away from
mechanism (how to collect traces) to a question of policy
(what traces should be collected), and allow distributed trac-
ing systems to support edge-cases analysis: a key use case for
which they were originally conceived.
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A Supplemental Experiment Results
A.1 End-to-end Application Overheads
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Fig. 7: End-to-end latency and throughput for a 2-service Mi-
croBricks topology configured with various tracers, demonstrating
minimal application impact for Hindsight despite tracing 100% of
requests.

Fig. 7 shows a variant of the experiment described in §6.4.
In the original experiment the services are configured to per-
form no additional compute. We additionally repeat the ex-
periment with services configured to perform approximately
100 microseconds of matrix-multiply compute per service.
We observe similar to trends to those discussed in §6.4; in
particular Hindsight has a comparable latency and throughput
profile to Jaeger configured with 1% head-sampling.

A.2 Head-Sampling and Tail-Sampling Over-
heads.
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Fig. 8: Head-sampling impact on end-to-end throughput of a 2-
service MicroBricks topology under a closed-loop workload. We
vary the head-sampling percentage configured for OpenTeleme-
try Jaeger. The right figure plots the same data with a log-scale
x-axis to highlight overheads at low head-sampling percentages.
Tail-sampling is equivalent to 100% Head-sampling

We further measure the application-level impact of differ-
ent head-sampling regimes. We run the application described
in Fig. 8 and submit a closed-loop workload to saturate the sys-
tem. We measure the application-level throughput achieved
with by OpenTelemetry and Jaeger configured with different
head-sampling percentages. We compare the throughput to
that of Hindsight and with No Tracing. The results illustrate
that the OpenTelemetry Jaeger overheads at typical low sam-
pling percentages (<1%) is negligible, but the client library
performance deteriorates at higher tracing percentages. 100%
head-sampling is equivalent to tail-sampling.

A.3 Client throughput
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Fig. 9: Client Throughput achieved by a microbenchmark that
varies the number of threads and the size of payload to tracepoint
calls. Even modest payloads (40 bytes) can saturate memory band-
width.

The purpose of this experiment is to evaluate the trace-
point write throughput that client applications can achieve,
based on the payload size totracepoint calls. The experiment
demonstrates the peak attainable data ingestion throughput
for different numbers of threads and different payload sizes.
Larger payloads can attain higher throughput, but even with
small payloads (40 bytes), we can saturate memory band-
width.

This experiment configures Hindsight to use 32 kB buffers
and a 1 GB buffer pool. We run a client application compris-
ing between 1 and 64 threads. Each thread continually writes
traces in a loop to Hindsight. Writing a trace entails calling
begin, 100 tracepoints, then end. We repeat the experiment
for different numbers of threads and varying the size of tra-
cepoint calls from 4 bytes to 4000 bytes, resulting in traces
between 400 and 400,000 bytes in size.

Fig. 9 plots the throughput achieved in GB/s. Small pay-
loads of 4 bytes fail to fully saturate memory bandwidth,
achieving only 887 MB/s with one thread and peaking at
7.55 GB/s with 64 threads. By contrast, even a modest in-
crease in payload size to 40 bytes is enough to nearly satu-
rate memory bandwidth; with 400 byte payloads, we achieve
throughput of 12.5 GB/s on a single core. We include in Fig. 9
measurements of peak memory bandwidth from the STREAM
benchmark [47].

Hindsight achieves high throughput, despite each trace ac-
quiring and writing a new buffer at an arbitrary non-sequential
offset in the buffer pool. This occurs because Hindsight’s
client library coordinates buffers only during begin and end
(at the start and end of each trace respectively) and stores the
buffer pointer thread-local in the interim. Calls to tracepoint
are then little more than a memory copy to the thread-local
buffer acquired by begin.

A.4 Control-Data Trade-offs
Hindsight’s design emphasizes a control-data split, to enable
applications to write trace data at large volume while reduc-
ing the amount of indexing work agents must perform. The
main factor influencing this trade-off is Hindsight’s buffer
size. With large buffers, agents index fewer buffers and thus
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Fig. 10: Buffer size trade-off. Each data point is annotated with
the Hindsight buffer size. Small buffers require more indexing work
from agents, while large buffers are less memory efficient by exacer-
bating internal fragmentation.

perform less work; however it may exacerbate internal frag-
mentation when traces only partially fill buffers. Conversely,
small buffers are more space-efficient, but require more index-
ing work from agents. We evaluate this trade-off by measuring
client-side and agent-side throughputs, while varying Hind-
sight’s internal buffer size from very small (128 B) to very
large buffers (128 kB).

We run the benchmark application with one thread, 100 kB
traces, and a payload of 1 kB per tracepoint call (Hindsight
fragments payloads across multiple buffers when necessary).
Fig. 10 (left) plots the client-side throughput of generating
data (x-axis) and the agent-side throughput of indexing buffers
(y-axis). We annotate data points with the corresponding
buffer size used. Large buffer sizes (128 kB) can support
peak client data throughput (12.1 GB/s) while requiring lit-
tle of the agent. Conversely, tiny buffer sizes (128 B) stress
the agent buffer throughput since we more frequently cycle
buffers through the queues. Fig. 10 (left) plots three lines and
indicates two important phenomena. The client throughput
line plots the rate at which the client writes buffers, whereas
the agent throughput line plots the rate at which the agent
cycles buffers; the delta in-between are ‘null buffers’, writ-
ten by the client because the available queue is empty, i.e.
the agent cannot keep up. Writing to null buffers means lost
trace data; the third line, agent goodput, only counts buffers
of coherent traces, i.e. excluding all buffers for traces that
lost data. We observe that the goodput with 128 B buffers is
lower than with 256 B buffers due to greater loss. In general,
with ≥1 kB buffers, the agent is able to consistently keep up
without losing data.

Fig. 10 repeats this experiment with varying numbers of
threads, and plots client-side data throughput and agent-side
buffer goodput. Buffer sizes of 16 kB and higher are sufficient
for reaching peak write throughput while remaining comfort-
ably within agent throughput limits; by default, we select
32 kB for Hindsight.
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Abstract
Shell scripting remains prevalent for automation and data-
processing tasks, partly due to its dynamic features—e.g.,
expansion, substitution—and language agnosticism—i.e., the
ability to combine third-party commands implemented in any
programming language. Unfortunately, these characteristics
hinder automated shell-script distribution, often necessary for
dealing with large datasets that do not fit on a single computer.
This paper introduces DISH, a system that distributes the exe-
cution of dynamic shell scripts operating on distributed filesys-
tems. DISH is designed as a shim that applies program analyses
and transformations to leverage distributed computing, while
delegating all execution to the underlying shell available on
each computing node. As a result, DISH does not require modi-
fications to shell scripts and maintains compatibility with exist-
ing shells and legacy functionality. We evaluate DISH against
several options available to users today: (i) Bash, a single-
node shell-interpreter baseline, (ii) PASH, a state-of-the-art
automated-parallelization system, and (iii) Hadoop Streaming,
a MapReduce system that supports language-agnostic third-
party components. Combined, our results demonstrate that
DISH offers significant performance gains, requires no devel-
oper effort, and handles arbitrary dynamic behaviors pervasive
in real-world shell scripts.

1 Introduction

Unix and Linux shell scripting remains prevalent—8th most
popular language on GitHub in 2022 [20]—for data process-
ing, system orchestration, and other automation tasks. Part of
this prevalence can be attributed to a unique combination of
features: (1) powerful and language-agnostic primitives for
composing components available in any programming lan-
guage; (2) dynamic features such as command substitution,
variable expansion, and state reflection on the file system;
and (3) a wide range of useful components called commands,
available in the broader environment and tailored to specific
tasks. These features enable the composition of succinct and
powerful programs on a single computer (§2).

Tab. 1: Available options for scaling out shell programs. Com-
patibility: support unmodified shell scripts. Granularity: support
fine-grained distribution. Expressiveness: support arbitrary dynamic
behaviors. Agnosticism: support components in any programming
language. Equivalence: behavior equivalence with existing shells.
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Examples
Distributed Shells □ ■ ■ ■ □ [14, 18, 63]

POSH ■ ■ □ ■ □ [49]
Cluster Comp. Frameworks (CCF) □ ◪ □ □ □ [44, 57, 68, 71]
Language-agnostic CCFs □ ◪ □ ■ ■ [25, 30]
Job Scheduling Tools ■ □ □ ■ ■ [19, 29, 58, 69]
Other languages □ ■ ■ □ □ [16, 60, 66]
DISH ■ ■ ■ ■ ■

Unfortunately, these features also hinder automated shell-
script scale-out to multiple computers. Such scale-out is often
necessary not only to accelerate computations, but also to
compute over data that either do not fit on a single computer
or are naturally distributed across multiple computers.
State of the art: Shell users dealing with large datasets that
do not fit on a single computer are left with only a few options
(Tab. 1). One option is to use a distributed shell [14, 18, 63].
Distributed shells require rewriting scripts manually and only
support a small subset of UNIX features—often with limited,
if any, dynamic features and varying support for composition
constructs. A recent distributed shell named POSH [49] can
handle a subset of shell scripts without rewriting—although
that subset is limited to dataflow-only computations and also
does not include arbitrary dynamic shell behaviors. In addi-
tion, since POSH is a shell reimplementation, it is not behav-
iorally equivalent with existing shells and thus risks break-
ing ported scripts. A second option is to rewrite (parts of)
the script in a cluster-computing framework [11, 44, 68, 71].
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These only support pure computations (e.g., batch, stream),
require manual rewriting, and only rarely [25, 30] support
language-agnostic components. Another option is job schedul-
ing tools [19, 29, 58, 69], but these operate at a coarse granu-
larity and do not leverage parallelism available in individual
commands. Yet another option is to rewrite scripts in lan-
guages that support distribution [3, 40, 42, 66], foregoing the
shell’s succinctness and language agnosticism. To summa-
rize, these options operate on a subset of the shell, require
significant manual effort, risk breaking correctness, or—most
often—suffer from a combination of these limitations (see §8
for more details).
Dynamic shell-script distribution: This paper presents
DISH, a system designed to scale out shell scripts operat-
ing on distributed filesystems while maintaining full POSIX
compatibility. DISH satisfies all requirements in Table 1: it
operates on existing shell scripts; it distributes scripts at the
granularity of individual commands; it handles arbitrary dy-
namic shell features such as substitution and expansion; it
allows the use of commands and utilities of any language; and,
most importantly, it is behaviorally equivalent to Bash.

DISH first instruments the execution of a script to identify
regions that may benefit from distribution. At runtime, it com-
piles these regions to an intermediate representation which it
then optimizes to introduce appropriate parallelism, buffering,
communication, and coordination. DISH then executes each
compiled region in a distributed fashion using the same shell
interpreter, components, and data as the original script.
Implementation and results: DISH is implemented as a
shim layer (rather than a shell) that wraps and orchestrates the
(completely unmodified) user shell, delegating all execution to
the underlying shell available on each computing node. This
design hides distribution from the user and avoids modifying
the underlying shell interpreter: the user thinks that their orig-
inal script is being executed (but faster); each underlying shell
is given a part of the distributed script to execute. As a result,
DISH achieves a new milestone in automated shell-script dis-
tribution: it offers significant performance benefits, it avoids
modifications to shell scripts, and it maintains full POSIX
compatibility. Additionally, this modular design allows fur-
ther research and improvements without modifications in the
underlying shell.

We characterize DISH’s performance on a 4-node on-
premise cluster and a 20-node cloud deployment using 76
scripts—including ones not trivially expressible in mod-
ern distributed computing frameworks, such as scripts with
for loops, side-effects, and complex third-party components.
DISH surpasses the speedups achieved by production-grade
systems on existing benchmarks and extends speedups to
new ones: it achieves significant speedups over (1) Bash (avg:
13.6×; max: 136.3×), a single-node shell-interpreter base-
line; (2) PASH (avg: 8.9×; max: 108.8×), a shell-script par-
allelization system; and (3) Hadoop Streaming (avg: 7.2×;

max: 32.3×), a cluster computing framework that supports
language-agnostic components and shell scripts. Moreover,
whereas Hadoop Streaming does not support 27/76 scripts and
requires rewriting 7/76 scripts, DISH runs all scripts without
any modifications; in fact, DISH is able to execute the entire
POSIX shell test suite, only diverging in one error code out
of thousands of assertions.
Paper outline and contributions: The paper begins with
an example and overview (§2) of DISH’s use and techniques.
Sections 3–6 present DISH’s key components:
• Dynamic orchestration (§3): DISH parses, pre-processes,

expands, and orchestrates its input script to enable dynamic
distribution at runtime.

• Compilation (§4): During script execution, DISH compiles
certain regions to an intermediate representation and applies
a series of optimizations.

• Distribution (§5): DISH distributes each region to a set of
workers in a way that promotes co-location of processing
primitives and the data blocks these operate on.

• Runtime support (§6): DISH bundles additional runtime
primitives supporting correct and efficient communication
in the context of distributed shell script execution.

The paper then presents DISH’s evaluation (§7) and related
work (§8), before concluding (§9).
DISH limitations: DISH currently does not tolerate failures
such as worker aborts or network partitions. In such occasions,
users are expected to rerun their scripts similar to how they
do in non-distributed executions: due to the shell’s dynamic
features and its support for third-party components, users of-
ten re-run failing scripts from the start. The current DISH
prototype does not implement support for security features
such as encryption and containment.
Availability: All the work described in this paper has
been implemented and incorporated into PASH—an MIT-
licensed project—and is available by the Linux Foundation at
https://github.com/binpash/dish.

2 Background, Example, and Overview

DISH allows everyday shell scripts to reap the benefits of dis-
tributed computing: execute on data that do not fit on a single
machine, often also speeding up expensive computations.
Intended use: DISH is designed to support a variety of use
cases, depending on the details of the distributed environment
on which the system is executing. The most common case
is one where input data are downloaded and stored in a dis-
tributed file system such as HDFS1 and then processed using

1The choice of HDFS is not binding. DISH could work on top of any
distributed file system (e.g., NFS or Alluxio [35]) that exposes the locations
of file blocks. To achieve performance benefits due to co-location, there also
needs to be available compute on the nodes that host that file system.
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various analyses. This is useful for datasets that do not fit on a
single computer, that are naturally distributed across multiple
computers, or that can be processed faster in a data-parallel
fashion. DISH will distribute the computation appropriately,
often running data-parallel instances on multiple machines
and multiple processors per machine. DISH also supports hy-
brid operation where data resides on both distributed and local
file systems; this is useful for computations that contain CPU-
intensive stages over datasets that do not necessarily reside
on distributed file systems.
Example script: Fig. 1 shows a shell script that calculates
maximum and average temperatures across the US, on datasets
hosted on the National Oceanic and Atmospheric Adminis-
tration (NOAA). The script is split into three parts: (p. 1)
an 11-stage pre-processing pipeline to download data from
NOAA and store them on HDFS, with the data range con-
trolled upon invocation via dynamic arguments $1 and $2; (p.
2, 3) two 5-stage pipelines calculating and storing maximum
and average temperatures to the local file system.

HDFS is a distributed file system for handling large data sets
on commodity hardware. Scripts like the one in Fig. 1 that pro-
cess files stored in distributed file systems spend most of their
execution time moving files across the network. On a 4-node
cluster (§7) and 3.6GB of input, running just hdfs dfs -cat

takes 346s; computing pipeline 2 (maximum temperature)
only adds 6s. This phenomenon is due to pipeline parallelism:
the execution time of all concurrently executing commands is
mostly shadowed by hdfs dfs -cat.
Opportunities for scale-out: There are ample opportunities
for improving the performance of this script. Since all parts
contain stages that operate on large datasets, we should be
able to execute (at least some of) their stages in a data-parallel
fashion. For example, we should parallelize commands that
process their input independently, such as cut and grep, by
having them operate in parallel over partial inputs.

Additionally, carefully colocating computation and data
should also improve performance. For example, we should
schedule the data-parallel execution of the aforementioned
cut and grep instances on machines that store the respective
data segments. Directly operating on distributed file segments,
rather than gathering and processing data on a subset of the
machines, eliminates most data-movement overheads.

Finally, the execution of program fragments that do not
depend on each other could become concurrent: since parts
2 and 3 are independent on each other, we should be able to
overlap their execution in a task-parallel fashion.
Key challenges: Unfortunately, exploiting these opportuni-
ties to scale out execution automatically is particularly chal-
lenging in the context of the shell. First, exposing opportunities
at the level of individual commands such as cut and grep is
challenging—and this is why prior systems often focused on
coarser, script-level or job-level granularity [19, 69].

Second, pervasive dynamic features, file-system introspec-

NOAA=${NOAA:-http://ndr.md/data/noaa/}
TEMPS=${TEMPS:-/noaa/temps.txt}
hdfs dfs -mkdir /noaa

## Pipeline 1: Download temperature data
## and store to HDFS
seq $1 $2 | sed "s;^;$NOAA;" |
sed 's;$;/;' | xargs -r -n 1 curl -s | grep gz |
tr -s ' \n' | cut -d ' ' -f9 |
sed 's;^\(.*\)\(20[0-9][0-9]\).gz;\2/\1\2\.gz;' |
sed "s;^;$NOAA;" | xargs -n1 curl -s |
gunzip | hdfs dfs -put - $TEMPS

## Pipeline 2: Compute maximum temperature
## over all data
hdfs dfs -cat $TEMPS | cut -c 89-92 | grep -v 999 |
sort -rn | head -n1 > max.txt

## Pipeline 3: Compute average temperature
## over all data
hdfs dfs -cat $TEMPS | cut -c 89-92 | grep -v 999 |
awk "{ t += \$1; i++ } END { print t/i }" > avg.txt

Fig. 1: Example script. Downloading a temperature dataset, storing
on a distributed file system, and running analysis to extract statistics.

tion, and other side-effects impede traditional distribution ap-
proaches based on static transformation—this is why prior
shell-script distribution work [25, 49] focuses on side-effect-
free dataflow subsets. These challenges are compounded by
the presence of more elaborate control flow such as for loops,
break, and trap statements present in ordinary shell scripts.

Third, behavioral equivalence with existing shells is practi-
cally unattainable, especially with shell reimplementations—
after all, even production-grade shells such as Bash and zsh
diverge subtly in their POSIX behavior [23]. A new distributed
shell [14, 49] has little hope of not breaking some scripts.
DISH overview: To overcome these challenges DISH (1)
extracts details about the behavior of commands through com-
mand annotations, (2) deals with dynamic features and side-
effects by analyzing scripts at runtime using dynamic orches-
tration, and (3) achieves behavioral equivalence with Bash
by only performing script transformations and delegating ex-
ecution to the underlying interpreter. DISH is designed to
dynamically orchestrate, compile, schedule, and support the
execution of shell scripts (Fig. 2). DISH’s orchestration (§3)
kicks in when a potentially distributable script region is iden-
tified, saves a snapshot of the user’s shell environment (vari-
ables, configuration) and invokes the DISH compiler with the
candidate region (Fig. 2a). The compiler analyzes this region
and if possible, translates it to a dataflow graph—which it then
optimizes to introduce parallelism, buffering, etc. (§4), finally
passing it off to the scheduler (Fig. 2b); or aborts compilation
(Fig. 2d) because it cannot guarantee that the region is pure,
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Fig. 2: DISH architecture overview. Steps: (a) compile script
region; (b) schedule compiled dataflow; (c) send dataflow subgraphs
to workers; (d) compilation failed, fall back to original region; and
(e) execute script region (compiled or original).

i.e., side-effect-free. The scheduler (§5) divides the compiled
dataflow graph into different subgraphs which it sends to avail-
able cluster workers (Fig. 2c). In response to these execution
requests, workers apply a second pass of optimizations to bet-
ter utilize available resources, translate the dataflow graph
back to a shell script (Fig. 2e), load the snapshot of the shell
environment stored by the orchestrator, and execute the script
using the local, unmodified shell interpreter (§6).
Applying DISH: DISH preprocesses the script in Fig. 1 to
identify script regions that could benefit from distribution—in
this case, all three pipelines. It then replaces each of these
regions with calls to the dynamic orchestrator and attempts
to distribute them at runtime. During execution, the orches-
trator queries the DISH compiler to determine whether a re-
gion is pure and thus distributable: if the compiler succeeds,
it translates the region to a dataflow graph. Since regions
contain arbitrary black-box commands, DISH cannot analyze
them directly. Instead, it employs a command specification
framework that contains partial specifications of command
invocations such as their inputs and outputs. For example,
DISH’s compiler uses these specifications to determine that
hdfs dfs -cat /noaa/temps.txt reads from the HDFS file
/noaa/temps.txt and writes to stdout. Once a region is in
dataflow form, DISH applies transformations to distribute it.

Fig. 3 shows the distribution stages for pipeline 2 (maxi-
mum temperature). DISH first detects operations on HDFS
files (i.e., HDFS cat) and expands each distributed file to
its segments (datablocks), often stored on different physical
machines. Informed by command annotations, DISH applies
parallelization transformations: commands like cut and grep

are parallelizable directly and can be executed on the machine
with the raw input datablock. The scheduler then splits the
compiled graph into subgraphs and maps them to workers
in a data-aware fashion. Finally, each worker translates the
graph back to a shell script, adds additional runtime primitives
(commands), and executes it locally.

hdfs cat cut/temps.txt grep sort head max.txt

(a) HDFS file expansion

cut
/n1/block1

grep sort head max.txt

/n2/block2

(b) Parallelization

cut/n1/block1 grep sort
head max.txt

/n2/block2 cut grep sort
sort -m

Graph splitting and
worker assignment

cut/n1/block1 grep sort head max.txt

/n2/block2 cut grep sort

sort -m

Worker 1

Worker 2

Host

(c)

Fig. 3: DISH dataflow graph stages. (a) HDFS files are expanded
to sequences of blocks. (b) the graph is parallelized based on the
command specifications. (c) the scheduler splits the graph and assigns
subgraphs to workers.

The result? DISH drops the execution of pipeline 2 from
352s to 6s while maintaining full behavioral equivalence and
requiring no modifications to the user shell.

3 Dynamic Shell Orchestrator

To facilitate adoption, an important desideratum in the design
of DISH is to achieve behavioral equivalence with the under-
lying shell interpreter. To achieve this, DISH is not designed
to operate as another shell, but rather wraps the user’s exist-
ing shell interpreter and the shell interpreters on the worker
machines. As a result, DISH hides parallelization and dis-
tribution from both the user and the underlying shells: the
user thinks that their original script is being executed—just
faster—and each underlying shell simply executes a standard
non-distributed shell script. This allows DISH to achieve ex-
ceedingly high compatibility with the underlying shell imple-
mentation (§7.3), while also minimizing maintenance costs
since updates and modifications on the underlying shell are
reflected in DISH without any change.

Fig. 4 shows an overview of the structure of DISH’s dy-
namic orchestration. To achieve dynamic shell script orches-
tration without any shell-interpreter modification, DISH opts
for a light-weight script instrumentation pre-processing step: it
instruments potentially distributable regions with invocations
to the orchestration engine. It chooses regions with the goal
of maximizing distribution benefits: intuitively, it focuses on
commands and pipelines rather than control-flow statements
and variable assignments. However, the choice of these region
boundaries is not binding—the preprocessor just needs to be
precise enough to determine potential regions, but DISH will
eventually decide whether or not (and if yes, how) to distribute
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a candidate region at runtime. The preprocessor first parses the
original script, it then replaces the relevant program regions
with orchestration prefixes, and then un-parses (emits) it back
as an instrumented script that is given for execution to the
user’s shell interpreter.

The instrumented script then makes calls to the orchestra-
tion engine. The orchestration engine is itself a shell script
coordinating with the compiler and worker manager and at-
tempting to distribute the upcoming region (see §4 and 5 for
details). If it succeeds, it runs the distributed version of the
region. If it aborts, it just falls back to the original region,
executing it normally. Reasons for aborting include the re-
gion being side-effectful, e.g., modifying some environment
variable, or lacking relevant command annotations.
Preprocessor: The preprocessor searches for maximal poten-
tially distributable regions by processing the AST bottom-up,
combining distributable subtrees when they are composed
using constructs that do not introduce scheduling constraints
(e.g., &, |). When a region cannot outgrow a certain subtree,
DISH replaces it with a call to the orchestration engine. If the
region is successfully compiled (at runtime), DISH translates
it to a dataflow representation—a convenient and well-studied
model amenable to transformation-based optimizations [26].
At a later point, DISH running on each node translates the in-
strumented AST resulting from the compilation back to shell
code and passes it to the underlying shell for execution.
Parsing library: DISH invokes parsing and unparsing rou-
tines frequently, and therefore needs them to be very effi-
cient. To that end, it uses an internal Python implementa-
tion [32] of POSIX-shell-script parsing and unparsing based
on libdash [22, 23]. The DISH parser contains several opti-
mizations such as caching, inlining, and careful array append-
ing to achieve improved performance.
Orchestration engine: DISH’s orchestration engine is de-
signed to maintain the original script behavior and minimize
runtime overhead—as it is invoked multiple times per script.
The engine is a reflective shell script: it coordinates trans-
parently with the compiler to determine whether or not to
parallelize a script by inspecting the state of the shell and that
of the broader system. DISH constantly switches between two
execution modes when executing scripts: (1) conventional
shell mode, where scripts execute in the original shell context,
and (2) DISH mode, where the runtime reflects on shell state
and invokes the compiler to determine whether to execute
the original or an optimized version of the target region. To
switch from shell mode to DISH mode, the engine saves the
state of the user’s shell; to switch back, it restores the state of
the user’s shell. The state of a shell is quite complex: apart
from saving and restoring variables, DISH must account for
various shell flags along with other internal shell state (e.g., the
previous exit status, working directory). During an invocation,
the engine first switches to DISH mode, communicates with
the compiler and scheduler to determine whether a region can

User Shellscript Preprocessor

State (vars, files)
Parsing lib

orch/ed
script

Orch. Engine

executing
script

Cluster
Workers

Fig. 4: Dynamic orchestration overview. DISH instruments scripts
with calls to the orchestration engine, which passes program frag-
ments to the worker manager at run-time.

be safely distributed, and it then switches back to shell mode
to execute the original or distributed version of the script.
Environment sharing: The distributed version of the script
region might execute on a different shell (or even machine).
Therefore, a challenge that DISH needs to address is to make
sure that all regions execute in the correct environment—
including access to the latest variable values and function
definitions. To achieve that the engine takes a snapshot of
the environment right before execution. It then transfers the
snapshot to the distributed workers, which they load before
executing the incoming script fragment. This is safe to do
since successful distribution of a region implies that it is pure
(and therefore does not affect the environment), and thus the
snapshot will be valid until the region finishes execution.
String expansion: To correctly determine if a script region
is safe to distribute, the compiler needs to expand all strings in
that region. Since DISH performs compilation and distribution
of each script region at runtime, right before execution, it
has access to all the latest variables and system state to fully
expand all strings in the region. DISH only implements a
common and safe subset of all available expansions, and avoids
implementing side-effectful expansions that have the risk of
affecting the environment (e.g., ${x=foo}: set x to foo if x

is unset). Note that DISH keeps expansion local: it does not
expand regions succeeding the target region, as these might
depend on the execution of the target region.

4 Compiler

This section describes the compiler of DISH, which builds on
the PASH parallelizing compiler [64]. The compiler is given
the AST of an input script fragment and information about
the commands in that fragment (§4.1). It then attempts to
transform it to a dataflow graph (§4.2), an intermediate repre-
sentation amenable to parallelization transformations. If the
compiler succeeds in transforming a script region to a paral-
lel dataflow graph, that graph is then passed to the scheduler
which then decides how to map subgraph components to the
available worker nodes. As the compiler operates at runtime
in a just-in-time fashion, it exploits ample opportunities for
parallelization even across subgraphs (§4.3).
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4.1 Command Annotations
DISH needs to support analyses and transformations over
third-party commands, without access to their source code.
To achieve this, DISH uses annotations á la PASH [64] and
POSH [49], capturing information about a command invoca-
tion’s parallelizability class, inputs, and outputs. Command
annotations act as an intermediate layer that provides restricted
but sufficient information about the behavior of a command to
analysis and transformation systems like DISH. They also en-
able reuse, as they are not tied to a particular analysis and can
thus be reused by different tools. For this work, DISH reuses
the set of annotations developed by the authors of PASH [64]
extended annotations for commands that appear in the evalua-
tion of DISH (§7).

A command annotation in DISH encodes information at the
level of individual command invocations, i.e., precise instanti-
ations of a command’s flags, options, and arguments. Among
other information, annotations determine how a command
invocation affects its environment, and specifically whether
it is pure, i.e., whether it only affects its environment by
writing and reading to and from a well-defined set of files—
information which DISH uses when translating commands
to and from dataflow nodes (§4.2). For example, the an-
notation for grep can be used to extract that the script frag-
ment grep -f dict.txt src.txt > out.txt contains two in-
put files dict.txt and src.txt and one output file out.txt.
This knowledge of input and output files is used by DISH to
enable location-aware distribution, by scheduling the compu-
tation on nodes that contain relevant data blocks. Additionally,
annotations describe parallelization opportunities—e.g., that
grep "pattern" src.txt processes each line of src.txt in-
dependently and thus can be parallelized at a line boundary.

4.2 Dataflow Model
The core of DISH’s compiler is an order-aware dataflow model
that captures pure shell script regions that read from a well-
defined set of input files and write to a well-defined set of
output files—i.e., they do not modify their environment in any
other way. This model is expressive enough to capture a shell
subset used pervasively in data processing scripts [26].

In this model, nodes represent commands and edges rep-
resent files, pipes, named FIFOs, and file descriptors. The
model is order-aware in the sense that it keeps informa-
tion about the order in which nodes read from their in-
puts, which is important for the script’s semantics. For ex-
ample, grep "pattern" in1.txt - in2.txt first reads from
in1.txt, then from its standard input, and then from in2.txt.
This order awareness allows DISH to perform transforma-
tions that optimize execution of a script—e.g., by exposing
parallelism—but preserve its original behavior.
Translation workflow: Given an AST representation of an
input script region, the compiler uses annotations to deduce

whether commands are pure i.e., they only affect their environ-
ment through a well-defined set of output files, and attempts to
transform them to dataflow nodes. If all commands in the re-
gion are pure the compiler transforms the region to a dataflow
graph. It then applies transformations (described below), op-
timizing the graph to expose parallelism and improve the
script’s performance. Finally, it serializes the graph back to a
(now optimized) shell script, by translating every node back to
a command and connecting them all together with appropriate
channels (e.g., FIFOs, RFIFOs, redirections).
Transformations: DISH’s transformations enable data-
parallel execution by replicating nodes in the graph and adding
appropriate split and merge nodes around them. They apply
a pass over the graph to remove pairs of inverse nodes—i.e.,
pairs of nodes whose semantic effects cancel out but whose per-
formance effects are additive—for example, a concatenation-
style merge followed by a linear split. For commutative com-
mands, i.e., commands that produce the same output irregard-
less of their input-line order, DISH applies transformations that
pack and unpack metadata across the graph—achieving better
performance by avoiding unnecessary blocking and buffer-
ing. Finally, to improve the flow of data across the graph,
DISH applies additional transformations that inject hybrid
memory-disk buffer nodes in points in the graph that are likely
to become bottlenecks.
Remote file resources and HDFS files: To support scripts
that perform data analysis on a combination of HDFS and
local files, DISH extends the dataflow model with remote-file
resources (RFRs) that encode file blocks in different nodes.
RFRs usually represent blocks of files that are partitioned and
replicated in HDFS, and contain information about the location
of the data in the distributed environment. This information
could contain multiple locations to support replication, and is
used by the scheduler to assign script fragments to different
workers. When the DISH compiler comes across an HDFS
file path, it queries HDFS to determine the locations of its file
blocks and then expands that file to a sequence of RFRs, each
of which represents a block.

4.3 Dynamic Dependency Untangling (DDU)
Scripts often contain regions that are independent, i.e., they
have different (file) working sets. Independent regions could
potentially run in parallel, better utilizing computational re-
sources and improving the execution times of the scripts in
which they belong. However, inferring independence stati-
cally and ahead of time is challenging as shell scripts make
extensive use of dynamic features. Figure 5 shows an example
script that contains independent fragments but also features
dynamic behavior. This script iterates over all files in an HDFS
directory, compresses them using gzip, and finally stores them
as independent files.

Determining independence statically in this script would

346    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



for item in $(hdfs dfs -ls -C ${IN});
do

output_name=$(basename $item).zip
hdfs dfs -cat $item |

gzip -c > $OUT/$output_name
done

Fig. 5: Example of independent regions. This shell script com-
presses all files in a directory—but each iteration results in an inde-
pendent body region that can be executed in parallel.

require inferring values of environment variables (like IN

and OUT) and the state of the file system, e.g., hdfs dfs -ls.
DISH’s dynamic orchestration (§3) circumvents this challenge
by making distribution decisions during the execution of the
script when environment variables and the file system state
are known. DISH further exploits this by discovering inde-
pendent dataflow regions at runtime and executing them in
parallel—even if they were not parallel in the original script.

When DISH successfully compiles a dataflow region (at
runtime), it knows that the region is pure and therefore can
determine the region’s inputs and outputs—and it does so for
free, without additional analysis or inference stages. DISH then
uses this information to check for read-write or write-write de-
pendency conflicts with regions that are running concurrently.
If none is found, DISH passes the region to the scheduler,
which orchestrates distributed execution, and then immedi-
ately continues the execution of the script until it reaches the
next dataflow region. Whenever the compilation of a dataflow
region fails, DISH cannot safely detect the input and output
information of this region—and thus it needs to wait until
every previous region is done executing to ensure that no
dependency will be violated.

Since DDU is done at runtime it is both sound, i.e., it does
not execute dependent fragments concurrently, and precise, i.e.,
it offers significant benefits due to improved parallelism and
resource utilization—especially for scripts that do not contain
highly data-parallelizable commands, such as the commands
in the aforementioned compression script (Fig. 5). Compared
to analyses over static languages, DDU cannot identify global
optimizations such as reordering the final command in the
script to run first. This lack of optimality is not specific to
DDU, but applies to any shell script analysis; in fact, as far as
we know there is no sound and precise static analysis for shell
scripts.

5 Distributed Scheduling

This section describes how DISH’s scheduler distributes a
compiled script to a set of workers. The scheduler is given
a dataflow graph that is already parallelized and has HDFS
files expanded to sequences of remote file resources (RFRs)
representing their blocks. The task of the scheduler is then to
distribute this graph with the goal of optimizing performance
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Fig. 6: (Top) Remote writes and reads added during distributed
scheduling. (Mid) Worker-first aggregation. (Bot) Named FIFO tele-
portation.

by both utilizing available resources and moving computation
close to the data. Currently the scheduler knows about the
workers in the cluster ahead of time using a configuration file.

The scheduler makes a decision on how to split the graph
based on a policy that optimizes performance through co-
location of data blocks and the commands that execution over
them. The scheduler processes the top-level dataflow graph to
generate a set of subgraphs, one for each worker and one for
the host machine executing the script. It then replaces edges
corresponding to communication channels (e.g., FIFOs, pipes)
at the boundaries of each subgraph with remote channels—
adding a remote write node on the sender side and a remote
read node on the receiver side (see Fig. 6, Top). It also in-
serts remote reads for subgraph nodes that access files stored
on remote workers. The final generated subgraph represents
the script fragment that is passed for execution to the user
shell running on each worker: the compiled script handles all
the redirection to and from local files and the standard input,
output, and error streams to and from the worker.
Data-aware scheduling policy: The highest performance
overhead when executing distributed shell scripts is networked
data movement across workers. DISH addresses this over-
head by introducing a greedy scheduling policy that allocates
subgraphs in a way that attempts to minimize data move-
ment across workers. If a data file (or block) is available on a
worker, then DISH maps the maximal dataflow subgraph that
starts from that file to that worker—i.e., scheduling as much
of the processing as possible on the worker. The scheduler
also tracks the amount of work that each worker currently
has scheduled, which can vary due to dynamic dependency
untangling (§4.3): if a data file is replicated across multiple
workers, DISH chooses the worker with the least amount of
pending work to execute that subgraph.
Worker-first aggregation: The distributed dataflow graphs
that DISH executes often contain aggregation (i.e., merge)
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nodes, similarly to the reduce stages in Hadoop Streaming.
Regardless of the worker on which the aggregation is per-
formed, data from different workers will need to be combined
onto a single worker and thus these dataflow nodes will neces-
sarily result in data movement. DISH prioritizes performing
aggregation on one of the participating workers, because work-
ers already contain a subset of the data used in the aggregation
(see Fig. 6, Mid). This optimization is particularly beneficial
for scripts that filter and aggregate data, often containing com-
mands such as grep and uniq, because any filtering stages
prior to aggregation result in reduced data transfer.

It is worth noting that, absent additional information about
commands [49], the location of aggregators involves chal-
lenging trade-offs not addressable with a single optimization
policy. For scripts that include aggregators that do not reduce
data sizes, DISH’s worker-first aggregation optimization risks
transferring more data. As DISH’s evaluation confirms (§7),
however, worker-first aggregation results in performance ben-
efits for most scripts.
Delegated script concretization: DISH’s scheduler sends
workers dataflow subgraphs, encoded in DISH’s intermediate
representation, instead of concrete shell scripts ready for exe-
cution. Each dataflow subgraph contains holes that workers
are expected to fill in, based on the specifics of their local envi-
ronment. This choice simplifies DISH’s distributed execution,
as the scheduler does not need to have up-to-date information
about several worker details such as the temporary directo-
ries they use. Additionally, this choice enables better resource
utilization in a heterogeneous environments with different
worker capabilities: a worker can apply another optimization
pass to the dataflow subgraph it receives to better manage and
utilize its resources.
Named FIFO teleportation: Scripts often use named FI-
FOs to share data between concurrently executing processes.
Named FIFOs introduce a performance challenge, because
they are local files that reside on the host machine where the
script was executed. Therefore, by default, all data that would
normally go through named FIFOs in the original execution
would now have to go back and forth between workers and
the machine for which the script was developed. DISH ad-
dresses this challenge by observing that named FIFOs are
ephemeral, i.e., they maintain no data after the execution of
a dataflow region. Based on this observation, DISH migrates
named FIFOs to workers closer to the data, eventually deleting
the migrated versions after the dataflow region has finished
executing (see Fig. 6, Bot). This transformation, termed FIFO
teleportation, improves performance by avoiding unnecessary
data movement in scripts that use FIFOs.

6 Runtime Support

DISH has to address several runtime challenges: communi-
cation among workers, identification of HDFS data block lo-

cations, and correctness in view of HDFS blocks split inde-
pendently of newlines—an assumption necessary for several
dataflow transformations. This section describes several com-
ponents of DISH’s runtime that address the above challenges.
Remote FIFO channel: As described earlier (§5), connec-
tions between dataflow nodes are instantiated using UNIX
FIFOs in a single-machine setting. Unfortunately, FIFOs do
not support networked operation and thus cannot cross worker
boundaries. To address this challenge, DISH introduces a re-
mote FIFO primitive (RFIFO) that is implemented in Go and
uses socket-based communication. RFIFOs are intended to
operate identically to FIFOs, i.e., implement the semantics of
dataflow graph edges, but with support for operation over the
network. They have a unique identifier and two ends—a read
end and a write end.

Since shell streams are lazy, i.e., a producer blocks until its
consumer requests input, the network link is often not fully uti-
lized, lowering throughput and risking introducing significant
latency. To avoid these throughput and latency challenges,
DISH adds two buffer nodes to the dataflow graph: one before
the write end of the RFIFO, to allow uninterrupted access to
data, and one after the read end of the RFIFO, to force the
read to request data. This lazy-to-strict optimization main-
tains correctness and improves performance in most cases; in
rare cases, it may lead to unnecessary data transfer between
nodes—e.g., when there is a head command right after the
read end of an RFIFO.
Port discovery service: As transformations and optimiza-
tions are applied during the execution of a script—contrary
to most other distributed environments—DISH’s scheduler
cannot statically predict which ports will be available at run-
time for RFIFOs at each worker: different scripts and script
fragments running concurrently during a single execution may
collide on port usage. To address that, each DISH worker im-
plements a port discovery service (PDS) that can be accessed
by remote FIFOs to (1) advertise their port, and (2) discover
the port that their other end uses. The discovery service is
implemented in Go with gRPC [61] and supports a few remote
procedure calls (RPCs), central among which are a put call for
advertisement and a get call for discovering the port of a re-
mote end. RFIFOs are extended with gRPC clients to advertise
ports among local PDS or identify the ports corresponding to
their other end by querying the PDS of the respective worker.
By deferring port selection until runtime execution, DISH’s
port discovery service facilitates loose subgraph coupling and
simplifies remote subgraph execution on multiple workers.
HDFS data retrieval: During transformations, the DISH
compiler (§4) needs to retrieve information about HDFS paths
to expand them into block sequences. This expansion happens
on a critical runtime path and thus needs to be efficient. A
prior implementation of DISH invoked this expansion on every
HDFS path using a shell command—by wrapping fsck, a
command offered by HDFS API for querying the health of
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the disk in the cluster, returning information about a file and
its partitioning into blocks. This implementation ended up
incurring significant latency (> 1s), and thus DISH switched
to the web API reducing expansion to sub-10ms latency.
Enforcing logical block boundaries: A key challenge when
processing separate file blocks in HDFS is the mismatch be-
tween compiler assumptions about the block shape and how
blocks are actually stored in HDFS: HDFS blocks might not
be split on newline boundaries, but the parallelizing transfor-
mations performed by the DISH compiler (§4) assume that all
blocks are logically separated by newlines. This assumption
is crucial and depends on the way commands process their
input, e.g., sort processes its input line by line, and therefore
would require a significantly more complex parallelization
transformation if its input could be split at arbitrary points.
Developing complex custom parallelization transformations
for each command would be infeasible in practice due to the
sheer number of available commands and would not allow
DISH to reuse the parallelization transformations developed
for PASH [64].

Instead of relaxing the compiler assumption, DISH ad-
dresses the mismatch by ensuring it holds during script exe-
cution using additional runtime support. DISH implements
a distributed file reader (DFR) primitive that runs as a ser-
vice on every worker. The DFR service ensures that parallel
dataflow nodes only process batches that are split in newline
boundaries, independent of how the actual physical blocks
are split—providing the illusion of a logical block that ends
at a newline to its consumer. Given a distributed file path,
DFR reads the local file or block from the worker’s disk going
beyond the first newline character in its block. If the block
is not terminated with a new line, then the DFR communi-
cates with the reader of the next block (and potentially any
readers after that), returning a complete logical block to its
consumer. When a compiled dataflow graph is translated back
to a script, DISH prefixes file paths with a command invoking
a DFR client that communicates with the relevant DFR ser-
vice to retrieve the relevant logical block. Both service and
client are implemented in Go, communicating using gRPC
and protobufs [21].

7 Evaluation

We are interested in evaluating two aspects of DISH: (1) its
performance, and (2) its compatibility with Bash.
Experiments: We perform four experiments using sev-
eral real-world shell scripts taken from a variety of sources
(Tab. 2). The first two experiments focus on the performance
gains (§7.1) achieved by DISH’s distribution on (1) a 4-node
on-premise cluster, and (2) a 20-node cloud deployment—
both over a variety of benchmarks and workloads. We com-
pare DISH’s performance against (1) GNU Bash [50], the
de facto sequential shell-script execution environment; (2)

Tab. 2: Benchmark summary. Summary of all the benchmarks
used to evaluate DISH, and their characteristics.

Benchmark Scripts Pure HS LOC Input Source
1 Classics 10 7/10 123 3G [5, 6, 31, 39, 59]
2 Unix50 34 30/34 142 21G [7, 34]
3 COVID-mts 4 4/4 79 3.4G [62]
4 NLP 21 - 306 120 books [9]
5 AvgTemp 1 1/1 31 3.6G [68]
6 MediaConv 2 - 35 0.8 & 0.4G [49, 56]
7 LogAnalysis 2 - 63 0.7 & 1.3G [49, 56]
8 FileEnc 2 - 44 1.3G [41]

Apache Hadoop Streaming [25] (AHS), a production-grade
distributed data-processing framework that supports language-
agnostic executables; and (3) in the case of the 4-node setup,
PASH [32, 64], a shell-script parallelization system from the
Linux Foundation. PASH’s parallelism benefits make it a likely
alternative to DISH for smaller clusters, where DISH’s an-
ticipated benefits of distribution might be smaller, but this
likelihood diminishes as the size of the cluster grows.

The last two experiments evaluate DISH’s dynamic depen-
dency untangling (§7.2) and DISH’s correctness (§7.3), i.e.,
its compatibility with respect to Bash across all scripts and
the POSIX shell test suite.
Benchmarks: We use 8 sets of real-world benchmarks, total-
ing 76 shell scripts and 823 LoC. Classics and Unix50 contain
classic and recent (c. 2019) scripts that make heavy use of
UNIX and Linux built-in commands. COVID-mts contains
four scripts used to analyze real telemetry data from mass-
transit schedules during a large metropolitan area’s COVID-19
response. NLP contains several scripts from UNIX-for-poets,
a tutorial for developing programs for natural-language pro-
cessing out of UNIX and Linux utilities. AvgTemp contains a
large script downloading and processing multi-year temper-
ature data across the US. MediaConv contains two scripts
that process, transform, and compress video and audio files.
LogAnalysis contains two scripts that apply typical system-
administration and network-traffic analyses over log files. Fi-
nally, FileEnc contains aliases that encrypt and compress files.
Baselines and implementations: Bash, PASH, and DISH
executed every shell script completely unmodified. Apache
Hadoop Streaming (AHS) posed significant expressiveness
limitations. Only 42 scripts in Classics, Unix50, COVID-mts,
and AvgTemp out of 76 scripts can be implemented natively
(Tab. 2, col. Pure HS). Another 7 scripts required manual
porting by splitting them into mappers, reducers, and addi-
tional components: These components were not available na-
tively by AHS—for example, components for reading from
two pipelines for diff.sh and for sorting after the reducer for
bigrams.sh (both in Classics). During porting, we put signifi-
cant care to avoid limiting AHS’s parallelism: we modified
3 AHS scripts in Classics to help HS introduce additional
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Fig. 7: DISH performance on a 4-node cluster. DISH speedup (vs. PASH and Hadoop Streaming whenever possible) over Bash for Tab. 2
rows 1–4 (left, box) and 5–8 (right, bar) (Cf.§7.1). (Log y-axis; higher is better.)

parallelism—for example, we manually expanded tr -cs into
tr -c | grep -v (both stateless). None of the scripts in NLP,
MediaConv, or LogAnalysis can be implemented in AHS as
they perform processing in loops, the iterations of which de-
pend on the files in a statically indeterminable directory (see
Fig. 5) and are therefore not expressible in AHS. We attempted
to replace the body of the loop with an AHS invocation but
the startup overhead ended up dwarfing the execution time by
a factor of ten on average.
Hardware & software setup: The 4-node cluster consists
of four 6-core Intel(R) Core(TM) i7-10710U CPU nodes each
with 64GBs of RAM, located in the same room and con-
nected with an average bandwidth of 90.8 Mbits/sec. The
20-node deployment consists of xl170 Cloudlab [15] nodes,
each equipped with 10 × Intel Core E5-2640 2.4 GHz CPUs
and 8GB of memory. Single-machine shells (Bash & PASH)
were evaluated on a machine with 20 × 2.80GHz Intel(R)
Core(TM) i9-10900 CPUs and 32GB of memory.

For ease of deployment and reproducibility, we used Docker
swarm to deploy (1) HDFS, and (2) the DISH runtime. The con-
tainers were created using the standard Ubuntu 18.04 image.
We use Bash v.5.0.3, PASH v.6e2ecba, and HDFS/Hadoop
streaming version 3.2.2. We explicitly disabled checksum
verification from HDFS in all configurations, scripts, and mea-
surements. All scripts were executed completely unmodified,
using environment variables, loops, and other shell constructs.
To minimize statistical non-determinism we repeated the ex-
periments several times noticing imperceptible variance.

The DISH implementation comprises 6784 lines of Python
(preprocessor, compilation server, expansion, compiler, and
parser), 1011 lines of shell code (JIT engine and various utili-
ties), and 1174 lines of C (commutativity primitives, and other
runtime components). All counts include only semantically
meaningful lines of code.

7.1 Performance
How does DISH’s distributed perform on small on-premise
clusters and multi-node cloud deployments, and how does it
compare to state-of-the-art systems?

Tab. 3: DISH performance in 20-node cloud deployment. DISH
speedup over Hadoop Streaming for scripts that AHS supports.
DISH speedup over AHS
Benchmark Avg Min 25th 50th 75th Max
Classics 2.74× 0.92× 2.41× 2.60× 2.85× 6.55×
Unix50 6.64× 0.91× 2.85× 5.38× 10.4× 16.9×
COVID-mts 10.4× 6.64× 8.91× 9.27× - 16.8×
AvgTemp 7.85× - - - - -

Results: Fig. 7 (note the log y-axis) shows the performance
of DISH, PASH, and AHS on a 4-node on-premise cluster
across all benchmarks of Tab. 2. Box plots (left) show re-
sult quartiles for multi-benchmark suites (Tab. 2, rows 1–4)
and bars (right) show results for individual scripts (Tab. 2,
rows 5–8). Across all benchmarks, DISH achieves an average
speedup of 13.6× (vs. 2.55× for PASH and 2.1× for AHS) and
a maximum speedup of 136.3× (vs. 7.8× for PASH and 8.6×
for Hadoop Streaming). The average execution time of all
scripts on Bash is 299s, ranging from 1s for 34.sh in Unix50
to 2840s for nfa-regex.sh in Classics. DISH is only slower
than Bash (737s vs 568s) in the case of diff.sh from Classics,
for which AHS is even slower (766s). DISH achieves a per-
formance comparable to Bash (1-2s) in 4.sh and 34.sh from
Unix50, because both perform a short-running head.

Tab. 3 shows the speedup of DISH over AHS on a 20-node
Cloudlab deployment across all scripts implementable with
AHS (Classics, Unix50, COVID-mts, AvgTemp). Across all
benchmarks, DISH achieves an average speedup of 6.17× and
a maximum speedup of 16.95× over AHS. DISH is slower
than AHS only for three scripts: nfa-regex.sh from Classics
(0.92×), 29.sh and 30.sh from Unix50 (0.91× and 0.94×).

Across all scripts in both deployments, DISH’s overheads
(startup cost, dynamic orchestration, preprocessing, compila-
tion, scheduling) take less than 1 second.
Discussion: DISH is faster than Bash, PASH, and AHS across
Tab. 2’s suites (rows 1–4) with respect to average, and across
all of Tab. 2 individual benchmarks (rows 5–8)—often by a
significant margin (e.g., 134× for AvgTemp against PASH).
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DISH’s (and PASH’s) speedup over Bash is due to parallelism.
DISH’s speedup over PASH is due to DISH’ co-location of data
and computation: PASH cannot offload computation and thus
first gathers all data onto a single machine—a time-consuming
stage—and then starts processing in parallel. DISH is slower
than Bash only for diff.sh, because (1) it is not highly par-
allelizable and (2) it performs no filtering, i.e., its output is
the same size as its input. In contrast to Bash, which simply
fetches all data and processes it locally, DISH tries to allocate
most commands on the workers, but this leads to increased
data movement since moving data between workers does not
avoid sending the whole output to the client.

DISH’s speedup over AHS is due to a few different reasons.
One reason is the increased expressiveness of DISH’s dataflow
model: DISH accepts and parallelizes complete scripts, discov-
ering more opportunities for parallelism. Many of the AHS
scripts are broken into multiple map and reduce stages, often
leaving pipeline parallelism and data parallelism unexploited.
Another reason is DISH’s dynamic independence discovery,
which allows for additional parallelism and better utilization
of resources—in ways that AHS does not support; we zoom
into these benefits below (§7.2). In the Cloudlab deployment,
DISH is (marginally) slower than AHS in only two cases: (1) a
script that is embarrassingly parallel and thus implementable
in AHS using only a single mapper (nfa-regex.sh), and (2)
two scripts in Unix50 that see slightly more benefits from
our manual, hand-optimized AHS rewrite than they do from
DISH’s automated distribution.

We found porting scripts to AHS a serious challenge. Many
scripts required significant manual effort, resulted in multiple
error-and-fix cycles, and led to script size increases. To over-
come AHS’s expressiveness limitations, we had to modify a
few scripts in unintuitive ways—often combining plain Bash
scripts with AHS mappers and reducers. These modifications
made scripts significantly more complex and compounded
the effort to test and maintain them. Instead, DISH distributed
scripts successfully without any such challenges.

7.2 Dynamic Dependency Untangling
What is the speedup due to dynamic dependency untangling?

Results: Figure 8 shows DISH’s speedup over Bash with
and without dynamic dependency untangling (DDU, § 4.3).
It excludes scripts that contain a single dataflow, for which
DDU is not applicable. DISH’s average speedup over DISH-
w/o-DDU is 6.9×, ranging between 1.2–13.9×.
Discussion: Enabling DDU improves performance signif-
icantly across all relevant scripts, by running independent
dataflow regions in parallel. This allows DISH to expose paral-
lelism not just within data pipelines but across them, improv-
ing utilization. DDU also improves the distributed execution
of scripts that operate on many files, many or most of which
are small enough to fit on a single HDFS block.

DDU is the main reason why DISH gets an edge over Bash
on scripts that (1) have implicit independences that are not
highly parallelizable, and (2) operate on small data that incur
imperceptible data-movement costs. Examples of such scripts
include MediaConv1 and FileEnc2.

7.3 Correctness
What is DISH’s output compatibility with respect to Bash?
Results: To check the correctness of DISH across all bench-
marks, we check that its stdout and exit status are equivalent
to the ones produced by Bash. Across all benchmarks, totaling
over 650 millions lines (18GB) of output, DISH produces the
same output and exit status as Bash.

We additionally execute the complete POSIX shell-test
suite to evaluate DISH’s compatibility with Bash. Out of all
relevant tests, DISH diverges from Bash in two cases and only
with respect to the exit status it returns: both exit with an
error, but Bash returns 1 whereas DISH returns 127, which
is outside of the POSIX mandated exit status range between
1–125. The reason is that DISH always invokes the underlying
Bash interpreter using the -c flag to set the $0 variable, and
Bash (contrary to most other shells, e.g., dash, ksh, mksh, sash,
Smoosh, yash, zsh) exits with 127 in particular failing cases
when called with -c.
Discussion: All benchmarks in Tab. 2 were executed with
DISH repeatedly. After hundreds of runs over several weeks,
we observed dozens of different execution orders. Comparing
the output on every run provides significant confidence about
the correctness of the resulting distributed execution. The
POSIX test suite mostly evaluates the correctness of dynamic
orchestration (§3), as it does not feature many opportunities for
parallelization and features no opportunities for distribution.

8 Related Work

DISH is related to a large body of prior work.
Distributed data processing: Several environments assist in
the development of distributed software systems: distributed
computing frameworks [11,44,45,57,71] and domain-specific
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languages [3, 8, 13, 40, 42] simplify the development of dis-
tributed systems that fall under certain computational classes
such as batch processing, stream processing, etc. These sys-
tems deal with many of the challenges of distribution, but
require developers to (re)write their computations manually in
models that differ significantly from UNIX shell programming.

Hadoop Streaming and Dryad Nebula are abstractions that
allow using third-party language-agnostic components similar
to the UNIX shell, atop cluster-computing engines (Hadoop
and Dryad, respectively). Both require their users to under-
stand and rewrite their shell scripts using the abstractions
provided by each framework. DISH can operate on arbitrary
shell scripts automatically, without requiring any manual effort
from its users.
Distributed shells and tools: Several packages expose com-
mands for specifying parallelism and distribution on mod-
ern UNIXes—e.g., qsub [19], SLURM [69], calls to GNU
parallel [58]. Different from DISH, their effectiveness is
predicated upon explicit and careful invocation and is lim-
ited to embarrassingly parallel (and short) programs. Often,
these commands provide options to support an array of spe-
cial sub-cases—a stark contradiction to the celebrated UNIX
philosophy. For example, parallel contains flags such as
--skip-first-line, -trim, and --xargs, that a UNIX user can
achieve using head, sed, and xargs; it also includes other pro-
grams with complex semantics, such as the ability transfer
files between computers, separate text files, and parse CSV.
DISH embraces the UNIX philosophy, attempting to rewrite
shell programs to leverage distributed infrastructure.

Several shells [14, 38, 56] add primitives for non-linear
pipe topologies—some of which target distribution. Here too,
however, developers are expected to manually rewrite scripts
to exploit these new primitives.

POSH [49] is a recent shell for scripts operating on NFS-
stored data. It brings pipeline components closer to the data
on which they operate, but operates only on shell pipelines
that are fully expanded—i.e., ones that do not use dynamic
features. DISH operates on shell scripts that use (1) any POSIX
composition primitive, and (2) the full set of dynamic features
present in the UNIX shell.
Distributed operating systems: There is a long history of
networked and distributed operating systems [4, 12, 43, 46,
48, 51–53, 67]. These systems offer abstractions that (1) are
similar, but not identical, to the ones offered by UNIX, (2)
operate at a lower level of abstraction (e.g., that of system calls,
rather than shell primitives), and (3) often aim at simply hiding
the network rather than offering scalability benefits. Instead of
implementing full-fledged distributed operating system, DISH
shows that a thin but sophisticated rewriting-based shim can
operate on completely unmodified programs, avoid requiring
any user input, and achieve significant speedups by executing
fragments in parallel across nodes.
Annotation-based transformations: Recent systems [47,

65,70] lower the developer effort of scaling out program com-
ponents by performing program transformations based on
user-provided annotations. These systems operate in single-
language environments, offering declarative DSLs for tuning
the semantics of the resulting distributed program. DISH uses
a similar approach, leveraging command annotations from
prior projects [49, 64], but operates on-the-fly—within an en-
vironment that makes extensive use of dynamic features and
that allows combining components from multiple languages.

PASH-JIT [32] parallelizes scripts by dynamically interpos-
ing between a shell script and the underlying shell interpreter.
This kind of interposition offers significant performance ben-
efits without jeopardizing correctness, i.e., maintains compat-
ibility with the underlying shell interpreter. DISH uses similar
insights and interposition architecture, but operates on a dis-
tributed multi-node setting and addresses challenges that are
specific to this setting—such as integration with a distributed
file system and distributed environment passing.

Cloud build systems: Several cloud build systems [1, 2, 17,
27] distribute and parallelize the execution of large builds by
constructing dependency graphs using dependency informa-
tion explicitely specified by their users. Contrary to these sys-
tems, DISH operates on general shell programs without exploit-
ing domain-specific information—e.g., build dependencies—
and by taking a just-in-time approach that resolves dependen-
cies during the execution of the script.

Correct distribution of dataflow graphs: The DFG is a
prevalent model in several areas of data processing, including
batch- and stream-processing. Systems implementing DFGs
often perform optimizations that are correct given subtle as-
sumptions on the dataflow nodes that do not always hold,
introducing erroneous behaviors. Recent work [28, 33, 37, 54]
attempts to address this issue by performing optimizations
only in cases where correctness is preserved, or by testing
that applied optimizations preserve the original behavior.
DISH uses its dynamic orchestration to achieve compatibil-
ity with the underlying shell and then achieves correct distri-
bution on a per-region level by building on prior work on
provably correct transformations for order-aware dataflow
graphs [26]. Similarly to other automated shell script transfor-
mation works [49, 64], DISH’s correctness is predicated upon
the correctness of the annotations describing commands.

Resurgence of shell research: Recent shell research [10,
23, 24, 32, 36, 41, 49, 55, 56, 64] highlights renewed interest
in shell scripting both as a vehicle for impactful research and
as a target worthy of scientific attention. We see DISH as a
natural continuation of the insights and research behind re-
cent systems [24, 26, 32, 49, 64], allowing other researchers
to leverage DISH’s POSIX-compliant high-performance dy-
namic distribution in their future work.
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9 Discussion

Programmability: An important consideration with any au-
tomated system is how it affects programmability, and specifi-
cally the ability to debug a misbehaving program or to test a
program for correctness. DISH does not negatively affect the
developer experience compared to a shell: a developer can use
a combination of the many existing tools and commands—e.g.,
head and grep—as they would normally do to inspect their
script’s output and determine what is wrong. When it comes
to shell scripts intended for distributed environments, DISH in
fact improves developer experience: a developer may use the
same set of commands for local or distributed interactions—
e.g., to inspect and project parts of a file, regardless of whether
that file is stored in HDFS or the local system. Furthermore,
developers using DISH can reap the scalability benefits of
distribution in analyzing or testing scripts by automatically
scaling out load to multiple computers.
Command annotations: DISH’s transformations depend
on the existence of command annotations. To maintain sound-
ness, DISH will avoid compiling and distributing a script re-
gion if some command lacks annotations. To increase the
distributability of their scripts, DISH users could opt for more
constrained commands—e.g., cut instead of awk for data
projection—and thus enjoy tighter annotations and more ap-
plicable optimization transformations. The correctness of ap-
plying DISH’s transformations depends on the correctness of
these annotations, and thus annotations are currently expected
to be authored by command developers or other experts (but
not script developers). Developing automation for testing or
synthesizing correct annotations is an interesting avenue for
future research that would benefit several systems that use
them—e.g., DISH, PASH [64], and POSH [49].
Fault tolerance: DISH does not tolerate failures such as
worker aborts or network partitions (§1). In such cases users
are expected to rerun their scripts as shell users normally do in
the non-distributed case. Achieving fault tolerance in the con-
text of general shell scripts is in fact particularly challenging
due to the prevalence of black-box components that may per-
form arbitrary side-effects. A fault-tolerant version of DISH
should be able to track all these side-effects and re-execute
them appropriately when a script fails. This is in contrast to
constrained cluster computing frameworks such as MapRe-
duce and Spark that have precise information about the inputs
and outputs of purely functional program components en-
abling simplified re-execution of dependency graphs (lineage)
in the presence of failures. DISH’s design however combined
with incremental script execution [10] creates an opportunity
for addressing this challenge with a hybrid approach: employ
conventional fault tolerance approaches for script fragments
with annotation information, and instrument the rest of the
script to capture and replay its side-effects appropriately in
cases of failure.

Conclusion: DISH is the first system able to distribute un-
modified shell scripts that use (1) any POSIX composition
primitive, (2) the full set of dynamic features present in the
UNIX shell, and (3) distributed file systems such as HDFS.
DISH uses a dynamic orchestration approach that instruments
a given script and dynamically distributes it at runtime to
then execute it using the underlying shell interpreter. As a re-
sult, DISH avoids modifications to shell scripts and maintains
compatibility with existing shells and legacy functionality.
Evaluated against several alternatives available to users today,
DISH offers significant speedups, requires no developer effort,
and handles arbitrary dynamic behaviors pervasive in shell
scripts. DISH is open-source software, available by the Linux
Foundation.
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Abstract. State machine replication (SMR) is a core mech-
anism for building highly available and consistent systems.
In this paper, we propose Waverunner, a new approach to ac-
celerate SMR using FPGA-based SmartNICs. Our approach
does not implement the entire SMR system in hardware; in-
stead, it is a hybrid software/hardware system. We make the
observation that, despite the complexity of SMR, the most
common routine—the data replication—is actually simple.
The complex parts (leader election, failure recovery, etc.) are
rarely used in modern datacenters where failures are only oc-
casional. These complex routines are not performance critical;
their software implementations are fast enough and do not
need acceleration. Therefore, our system uses FPGA assis-
tance to accelerate data replication, and leaves the rest to the
traditional software implementation of SMR.

Our Waverunner approach is beneficial in both the common
and the rare case situations. In the common case, the system
runs at the speed of the network, with a 99th percentile latency
of 1.8 µs achieved without batching on minimum-size packets
at network line rate (85.5 Gbps in our evaluation). In rare
cases, to handle uncommon situations such as leader failure
and failure recovery, the system uses traditional software to
guarantee correctness, which is much easier to develop and
maintain than hardware-based implementations. Overall, our
experience confirms Waverunner as an effective and practical
solution for hardware accelerated SMR—achieving most of
the benefits of hardware acceleration with minimum added
complexity and implementation effort.

1 Introduction

Variants of State Machine Replication (SMR) are responsible
for all reliable, consistent, and highly available online services.
SMR is at the core of massive-scale systems such as cloud
infrastructure coordination services [6, 26], large-scale dis-
tributed databases [13,25,63,69], and many other systems that
require high availability and consistency [2, 14]. Due to their
central nature in critical infrastructure, SMR implementations
must be extremely robust and resilient. At the same time, the
performance characteristics of the SMR dictate the perfor-
mance of the overall service. As a result, mechanisms for
reducing SMR operation latency and increasing throughput
have received significant research attention.

A fundamental requirement of SMR implementations is
that networked hosts must exchange multiple messages to

agree on the shared state. While implementations that use
traditional NICs and process all packets through the OS net-
work stack are the most straight-forward, their performance
is bounded by the large amount of CPU time spent on packet
processing [8, 22, 28, 46, 57, 58, 68], limiting the throughput
and drastically impacting the operation latency due to many
traversals of the software network stack.

To overcome the CPU bottleneck, researchers have begun
exploring hardware acceleration of network processing. For
example, a recent work demonstrated the ZooKeeper broad-
cast protocol implemented entirely in reconfigurable hard-
ware on an FPGA (Field-Programmable Gate Array). This
implementation is able to approach line-rate throughput with
operation latencies that are only marginally higher than the
on-the-wire latency of the messages [30].

Unfortunately, although it is an impressive demonstration
of hardware-acceleration capabilities, the hardware-only ap-
proach is too complex and brittle for practical deployment.
Despite the improvements in the ease-of-use of hardware de-
velopment toolchains, the ZooKeeper FPGA implementation
required significant expertise, including a hardware version
of the TCP/IP stack and all of the protocol details such as
leader election and failure recovery. Implementing and debug-
ging distributed protocols in hardware is significantly more
difficult than user-level software implementations. Moreover,
consensus algorithms—the core of SMR—are well known for
being complex and error-prone in design and implementation.
Properly capturing all corner-case behaviors in a hardware
implementation is challenging and difficult to verify.

We observe that the complexity of SMR is actually in the
uncommon routines. Indeed, the most common operation, the
one that limits throughput and dictates operation latency, is ex-
tremely simple: a leader node receives requests and broadcasts
them to the follower nodes, locally committing requests only
after receiving acknowledgements from the followers. Other
SMR routines, such as leader election and failure recovery,
are indeed considerably more complex.However, these com-
plex operations are used only in special circumstances, such
as system bootstrap or replica failures. These operations are
rare, not performance critical, and their traditional software
implementations are fast enough for all practical purposes.

We propose a new approach to accelerate SMR by creat-
ing a hybrid hardware/software organization that implements
only a small, simple, but performance-critical portion of the
protocol in hardware and leaves the vast majority of the imple-
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mentation in traditional user-level software. We showcase Wa-
verunner, our approach for hardware acceleration of Raft [52],
a well-known consensus protocol, where the entirety of the
robust software implementation remains intact, adding only
an extra high-performance hardware-accelerated path for the
common-case operation. The Waverunner approach permits a
clean separation of the complex operations from simple ones
in the Raft application software, and reduces the complexity
of transport protocol handling. Waverunner uses UDP for the
common routines, but leaves all complex cases, such as er-
ror handling and view changes, to the traditional TCP-based
software. Moreover, by restricting the Waverunner hardware
to only the common case, we are able to leverage FPGA
HLS (high-level synthesis) tools to automatically generate
the hardware from its C++ description, significantly reducing
implementation and adoption effort. Although our prototype
system is based on Raft, the Waverunner technique is generic
and can be easily adapted for other distributed protocols.

Waverunner is notable for its performance and simplic-
ity. We achieve line-rate operation of Raft (85.5 Gbps af-
ter accounting for Ethernet frame overheads on a 100 Gbps
network), with the vast majority of the SMR broadcast re-
quests handled in three wire-delay latencies (median latency is
1.8 µs). At the same time, we retain the robustness, flexibility,
and completeness of a software implementation—Waverunner
includes a fully operational implementation of Raft without
hardware acceleration and can smoothly transition between
hardware-accelerated and software-only modes. In a failure
test, Waverunner can recover from a leader crash within 1 sec-
ond. While the implementation of Raft is by no means simple,
leaving it in software is appealing for debugging, upgrades,
and maintainability. Moreover, the 220-line HLS-based C++

implementation of the hardware, made possible by limiting
the hardware only to a simple core routine, greatly simplifies
modification and maintainability of the hardware components
compared to a full-hardware implementation.

2 Background & Motivation

In this section, we briefly introduce the concepts of state
machine replication and FPGAs, as well as the key idea and
motivation of our Waverunner approach.

2.1 State Machine Replication

State machine replication (SMR) is the standard approach
to build highly consistent and available systems [6, 13, 26].
It aims to provide a consistent view among replicas while
tolerating replica failures in a practical environment where
messages can be arbitrarily delayed and there are no perfect
failure detectors. In the most common model, SMR replicates
a sequence of log entries that contain the operations to be
executed by each replica. The application is modeled as a

deterministic state machine so that all replicas will have iden-
tical states after executing the same sequence of operations.

At the center of an SMR system is a consensus protocol,
which is known to be complex and delicate. Most consen-
sus protocols share a common leader-follower model, from
early academic ones (e.g., Viewstamped Replication [51] and
Paxos [40]) to more recent ones that are widely adopted in in-
dustry (e.g., Zookeeper Atomic Broadcast [26], and Raft [52]).
Despite their differences, these protocols largely follow a two-
stage structure: a leader election and recovery stage when the
system elects a new leader and synchronize all replicas after
possible failures, and a data replication stage when the leader
replicates log entries to the followers as new requests arrive.1

2.2 Programmable NIC with FPGA

The last three decades have witnessed the emergence of a great
mismatch between network speed and CPU performance. The
bottleneck of a networked system has gradually moved from
the network (NIC and switch) to the CPU and the OS software
stack. To mitigate this problem, the use of programmable
NICs with Field Programmable Gate Arrays (FPGAs) has
emerged. Equipped with on-chip processing units and mem-
ory, FPGA-based NICs can process packets at line rate (e.g.,
100 Gbps), with stable nanosecond-range latency. In com-
parison, the traditional software approach can process only
several gigabits per second on a CPU core, with latencies
measured in milliseconds.

Although capable of high throughput and low latency,
FPGA hardware is notoriously difficult to program. Program-
ming FPGAs is particularly challenging because it requires
hardware development skills and knowledge of hardware de-
scription languages. Although high-level synthesis (HLS)
tools make the FPGA programming process more accessible
by translating functions from C++ to hardware, these tools are
difficult to use effectively when the logic being implemented
is complex. As a result, one of our goals in the design of Wa-
verunner is to make sure that all functions that we implement
in FPGA hardware are straightforward and simple, so they
can be easily implemented with HLS.

2.3 Motivation

As the critical building block of large-scale systems, the per-
formance of SMR has been a focus in many recent studies.
High-performance SMR implementations use a wide range of
advanced hardware, including programmable NICs with FP-
GAs [30], RDMA [2], and programmable switches [16,32,42].
In this work, we propose a unique hybrid approach to acceler-
ating SMR with FPGAs: only accelerating the data plane and
leaving the control plane, including election and recovery, to

1(Multi-)Paxos does not have a universally agreed algorithm, whether to
implement it as a two-stage structure depends on the implementation [2, 10].
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Usage Ratio (%)
Control plane Data plane Application

Our Raft ∼0 (1e-8) 88 12
NuRaft ∼0 (1e-4) 92 8
etcd ∼0 (1e-4) 72 28

(a) CPU cycle breakdown of Raft implementations.
LOC (approx.)

Control plane Data plane Application
Our Raft 1500 200 5400
NuRaft 3600 1100 6000
etcd 1700 180 8900

(b) LOC estimates of Raft implementations.
Usage ratio (%)

Network descriptor read 6.1
Network descriptor write 16.8
Other RPC cost 5.9
Memory allocation 9.6
Reference counting and memory free 13.3

(c) Breakdown of the data plane usage on system-related
(non-logic) code in our Raft implementation.

Table 1: Raft Implementation Analysis

be processed by software. Our approach leverages the obser-
vation that the data plane dominates the system performance
when the system is stable (most of the time), while the recov-
ery part is only used in rare cases and is usually fast (seconds
or less), so there is no need to accelerate it.

Table 1a and 1b show a CPU cycle analysis of various Raft
implementations, including our own implementation in C++.
In our experiments, we set the failure rate to once a year, and
observe that the data plane consumes the majority of the CPU
cycles while the control plane consumes almost none. More-
over, the majority of data plane usage is on common utilities
such as networking, data serialization, memory allocation, etc.
(Table 1c). Implementing the data plane in FPGA can avoid
these costs. Implementing the control plane with software can
minimize the programming effort needed in the hardware; it
also allows us to rapidly iterate on the software implementa-
tion, as required when developing complex modules.

In this paper, we choose Raft as our acceleration target.
This is another advantage of our approach: we can accelerate
existing protocols and systems rather than develop entirely
new ones. The hardware acceleration in deployment can then
be optional. That is, the system can run either with or without
the programmable NIC. This approach adds great flexibility
in practice. Though we use Raft for our prototype, we believe
our approach similarly applies to other common consensus
protocols, as they have similar structure [64, 67].

3 Waverunner System Overview

Waverunner takes the standard state machine replication
model: it replicates a sequence of operation log entries (mes-
sages) identically onto each replica. The target of replication
is referred to as the application (e.g., a key-value store or a

Replica
Replica

Replica

SW

HW

Network
InterfaceWaverunner

Op Log Vanilla
Raft

Normal Path

Accelerated Path

Kernel

Client

Network Switch

Figure 1: System Design Overview. The solid black lines
represent the normal path when Waverunner is disabled,
where network packets travel between the application (Vanilla
Raft) and NIC via the POSIX interface and Kernel device
driver; the dashed lines represent the accelerated path, where
the NIC diverts incoming packets to Waverunner, which can
send messages into the network via the NIC and/or deliver
them directly into a buffer allocated by the application.

lock service). The application must be deterministic; after all
replicas process the messages in the order they are recorded
in the log, the replicas will all reach the same state. A client
for SMR can be either the replicated application itself or an
independent client that sends requests to the application. A
replica server is either a leader or a follower. Only the leader
accepts client requests and replicates these requests to the
followers. Followers reject client requests, causing the clients
to resend requests to the leader.
System Architecture. The system architecture, including its
hardware and software components, is shown in Figure 1. The
software includes a complete vanilla Raft implementation that
uses conventional TCP sockets provided by the Linux kernel.
Additionally, the software can access hardware configuration
registers to control the Waverunner hardware. The software
can disable Waverunner hardware acceleration, causing all
received network packets to be delivered via the conventional
network stack. However, if the software enables hardware ac-
celeration, the network interface examines all received packets
to identify those carrying Raft messages, and directs packets
containing the most common Raft messages (client requests
and data replication messages) to the Waverunner hardware
protocol handler instead of the kernel network stack. To com-
municate with the software, the Waverunner hardware writes
messages into a pre-allocated user-space log buffer, bypassing
the kernel. Uncommon Raft messages and all other network
traffic (e.g., ARP requests and ssh connections) are handled by
the kernel like with a conventional NIC, regardless of whether
Waverunner hardware acceleration is enabled or not.
Typical Waverunner Workflow. Waverunner takes advan-
tage of the Raft leader election protocol to coordinate enabling
and disabling hardware acceleration (Figure 2). When the sys-
tem is first initialized, hardware acceleration is disabled by
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Election
Enable accl. 

Replication
Accelerated

Election
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Figure 2: Waverunner Workflow

default. The Raft software triggers a leader election, select-
ing one of the replicas as the leader, and enables hardware
acceleration. The system then replicates data with the assis-
tance of hardware acceleration. The hardware takes care of
the data replication operations and deposits the committed
log messages into the user-space log buffer for the software
application to handle. If a leader failure occurs, the system
disables acceleration, conducts another leader election, and
performs the requisite Raft protocol actions to resolve the
problem before re-enabling acceleration. Other uncommon
and complex operations are handled in a similar way. For
example, after a series of failure events, the replicas may have
diverged log sequences. The leader software will synchronize
replicas by re-sending the missing log entries and potentially
overwriting existing entries in the followers if necessary. After
the complex conditions are addressed and all replicas are in
the same state, the system can conduct another leader election
and re-enable hardware acceleration.

The safety and consistency properties of SMR guarantee
that 1) all replicas will commit the same log entry at the same
position in the buffer, and 2) if an operation starts after another
one commits, then the two operations will appear in the same
order in the logs of all replicas.

4 Waverunner Hardware

In this section, we describe the Waverunner hardware (§ 4.1),
explain its hardware data replication operation (§ 4.2), and
detail the design of the communication mechanism necessary
for Waverunner to achieve high performance (§ 4.3).

4.1 Hardware Architecture
Our Waverunner prototype is based on a traditional PCIe NIC
architecture, where a NIC DMA engine, controlled by the
host kernel network stack, streams data between the network
interface and the host using the PCIe bus. When receiving
packets from the network interface, the NIC transfers the
packet contents into host memory and raises an interrupt
to alert the CPU that the transfer is completed. To transmit
packets, the NIC uses the PCIe bus to traverse a queue of
packet contents populated in host memory by the software,
transferring packets to the network interface.
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Figure 3: Waverunner Hardware Overview

Waverunner uses a bump-in-the-wire organization to ex-
tend the traditional NIC functionality with SMR hardware
acceleration, as shown in Figure 3.

When packets arrive over the network 1 , they are first
streamed through a packet parser 2 module to identify pack-
ets containing SMR protocol messages. Packets that do not
contain SMR messages are streamed to the NIC DMA engine
3a and are handled by the host kernel. If hardware accelera-
tion is enabled and the packet parser detects a supported Raft
message, the message is streamed to the Waverunner hardware
protocol handler 3b instead of the NIC DMA. The protocol
handler performs internal bookkeeping on the protocol state,
tracking Raft messages forwarded to the followers and their
acknowledgements. If the received messages require one or
more packets to be sent out (e.g., client requests must be repli-
cated to the follower nodes), the protocol handler streams the
messages to a packet generator module 4 , which generates
the packets and transmits them into the network. Outgoing
packets are buffered in a circular buffer 5 that includes re-
transmission logic; when packet loss or reordering is detected,
the protocol handler can signal the buffer to retransmit its
contents. Notably, in this case, Raft packets are received and
transmitted with minimum latency, entirely without host CPU
involvement. Finally, the protocol handler determines if the
received message must also be sent via User-Space MCDMA
6 to the Raft software for further processing 7 . For each

data replication Raft message, Waverunner will write two op-
eration messages into the user-space log buffer in the host
memory: 1) when the client request is received and forwarded
to the follower replicas, the request is also written into the log
buffer, and 2) when a sufficient number of acknowledgements
are received from the followers, a commit operation is written
into the log buffer. Application software then processes the
log in order and performs the committed operations.

Messages to be delivered to the software are streamed to
a descriptor-based, high-performance Multi-Channel DMA
(MCDMA) engine that transfers the message contents di-
rectly to the user-space Raft software, bypassing the kernel
network stack in a similar way to DPDK [21]. Each channel
of MCDMA has a ring buffer of descriptors. Each descriptor
consists of metadata such as the size and address of the data
buffer, complete bit, and the pointer to the next descriptor.
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Once the MCDMA completes a transaction, it updates the
metadata, allowing the CPU software to consume the data.
In the case that Raft traffic arrives too fast to transfer to the
host and the MCDMA ring buffer becomes full, the Waverun-
ner hardware will drop the packets before the packet parser,
preventing the scenario where a message is processed by the
Raft protocol handler but not transferred to the software.

To facilitate coordination between the host software and
the hardware acceleration modules, the Waverunner hardware
exposes a set of control and status registers (CSRs) accessible
from the host software. Some registers, such as follower MAC
and IP address, are used to configure the Waverunner system
before the operation. An ACC_ENABLE register can be used
to enable or disable the accelerated packet processing. Finally,
the Waverunner hardware and software use several CSRs to
maintain the Raft protocol state. After disabling hardware
acceleration, the software can read the latest values of these
registers from the hardware. The complete set of Raft protocol
registers is listed in Appendix (§ C).

4.2 Raft Leader and Follower Operation

Although Raft is complex, Waverunner implements only the
most common operations in hardware (pseudocode shown in
Figure 4) and relies on the software to handle uncommon and
complex interactions. Uncommon hardware-generated mes-
sages such as AppendEntryReject are sent to the software
via the user-space log without additional processing, while
complex messages such as leader election are not identified
by the packet parser at all, allowing these messages to be
delivered via the traditional NIC DMA (also passing through
the OS network stack, and therefore allowing these messages
to naturally leverage features such as reliable TCP transport).

When configured to act in a leader role, the hardware accel-
erator includes protocol handling logic for only two message
types: client requests and follower acknowledgements. Upon
receiving a client request (Figure 4, lines 2-12), the accel-
erator updates the Raft protocol state (e.g., lastLogIndex,
lastLogTerm), streams the message contents to the packet
generator (to transmit AppendEntry messages to the follow-
ers), and also sends the message to software. Upon receiving
a follower acknowledgement (Figure 4, lines 33-43), the ac-
celerator updates the protocol state and, if the operation is
ready for commit (half of the followers have acknowledged),
the acknowledgement message is sent to the user-space log.
Only one acknowledgement is delivered to the software, sub-
sequent acknowledgements for the same request are ignored.
All other protocol messages identified by the packet parser
are delivered to the software without updating protocol state
and without response packet generation by the accelerator.

The follower role is even simpler, as it handles only
AppendEntry messages. Upon receiving a message (Figure 4,
lines 15-30), the follower first conducts several safety checks,
including the is_leader check, checking if the previous log

-

1 // FPGA receives client request
2 function FPGA -AppendEntry(fs, op):
3 if fs.isLeader
4 prevLogIndex = fs.lastLogIndex
5 prevLogTerm = fs.lastLogTerm
6 logEntry = makePair(op, fs.currentTerm)
7 push(fs.host.log, logEntry)
8 fs.lastLogIndex++
9 fs.lastLogTerm = fs.currentTerm

10 send <‘FPGA-append’, op, prevLogIndex,
prevLogTerm, fs.currentTerm, fs.commitIndex>
to all except self

11 else
12 reject
13 .

14 // FPGA receives <‘FPGA-append’, op,
prevLogIndex, prevLogTerm, term,
commitIndex>

15 function FPGA-ReceiveAppend(fs, op, prevLogIndex,
prevLogTerm, term, commitIndex):

16 if not fs.isLeader
17 and fs.currentTerm == term
18 and fs.lastLogTerm == prevLogTerm
19 if prevLogIndex > fs.lastLogIndex
20 reply with retransmission request
21 else if prevLogIndex < fs.lastLogIndex
22 ignore and return
23 fs.host.commitIndex = commitIndex
24 logEntry = makePair(op, fs.currentTerm)
25 push(fs.host.log, logEntry)
26 fs.lastLogIndex++
27 fs.lastLogTerm = fs.currentTerm
28 reply <‘FPGA -appendOK’, term , fs.id, fs.

lastLogIndex >
29 else
30 reply <‘FPGA -appendReject’, fs.id>
31 .

32 // FPGA receives <‘FPGA-appendOK’, term, id,
lastLogIndex>

33 function FPGA -ReceiveAppendAck(fs, term , id,
lastLogIndex):

34 if fs.isLeader and fs.currentTerm == term
and fs.matchIndex[id] < lastLogIndex

35 fs.matchIndex[id] = lastLogIndex
36 if fs.commitIndex < lastLogIndex
37 if a (majority -1) elements in matchIndex

>= lastLogIndex
38 fs.commitIndex = lastLogIndex
39 fs.host.commitIndex = fs.commitIndex
40 if the request does not read the

system state (e.g., a blind write
in a key-value store)

41 notify the client of commit and skip
the reply from the host

software (in ApplyLog)
42 else
43 halt and notify host to handle failures

Figure 4: Pseudocode of the hardware accelerator.
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index and term match (ruling out the case of lost or duplicated
packets), and confirming that the message term value matches
the currentTerm variable. Then the follower updates the pro-
tocol state, streams the message into the packet generator to
produce an acknowledgement (AppendEntryAck) or rejec-
tion (AppendEntryReject) message, and updates its local
commitIndex according to the message commitIndex.

It is worth noting that the protocol-specific Waverunner
hardware accelerator actions and logic are intentionally prim-
itive. For an FPGA implementation, the logic of these opera-
tions is automatically translated from their C++ description.

4.3 User-Space Log Considerations

The behavior of communication between the hardware and
software is critical for high Waverunner performance. Raft
messages must be delivered by MCDMA (shown in Figure 3)
to the log accessible in user-space software without being a
bottleneck in the system. We describe three critical aspects of
the design of the User-Space MCDMA block.

First, the MCDMA component requires fast write response.
In our platform, MCDMA is connected to the PCIe bridge
using AXI Memory Mapped (AXI-MM) interfaces, where
the MCDMA’s AXI master interface writes data to the PCIe
bridge’s AXI slave interface to transfer data to the user-space
buffer. Under the AXI-MM protocol, MCDMA first issues the
write address to the PCIe bridge, followed by the write data.
After the data transfer is complete, the PCIe bridge sends
a write acknowledgement response to the MCDMA. In our
experiments, we observed a very high latency (300 to 400 cy-
cles) for the PCIe bridge to send the write acknowledgement
response after the data transfer. During this period, MCDMA
stops processing descriptors and accepting packets from the
protocol handler, negatively affecting the system performance.
To solve this problem, we insert a small custom FIFO between
the MCDMA and the PCIe bridge. The custom functionality
of this FIFO is to send write acknowledgement responses
immediately after the write operations are completed on the
MCDMA side, thereby hiding the high acknowledgement la-
tency introduced by the PCIe bridge and allowing MCDMA
to process descriptors for the other channels.

Second, we introduce batched MCDMA operation in the
hardware. For each MCDMA operation, in addition to the data
transfer, there are also descriptor read and write operations
across PCIe. The descriptor reads and writes are overheads,
which significantly reduce the effective bandwidth for the ac-
tual PCIe data transfers. To minimize the descriptor overhead,
we designed a hardware module to batch multiple consecutive
message writes into a single transfer to amortize the descriptor
overheads, solving the performance bottleneck and improv-
ing throughput over PCIe. The batching hardware collects
messages until one of two conditions is met: either a pre-
configured batch size is reached or a pre-configured timeout
is reached without new messages arriving on the given chan-

nel. With the second condition, the latency increase caused
by batching is negligible.

Finally, although Waverunner hardware acceleration sig-
nificantly reduces the work that must be done by the CPU
of the leader replica, the application code that executes com-
mitted operations still consumes CPU resources and can be-
come the bottleneck in the system. One design option is to
use a software dispatcher to handle incoming log messages
from the hardware and coordinate spreading the handling
of the log messages across software threads running on dif-
ferent cores. However, at our target throughput, a software
dispatcher would itself become the system bottleneck. In-
stead, Waverunner shards log messages in hardware, using
separate DMA channels to write log messages destined for
processing by different application software instances. The
leader replica runs multiple application processes, one per
core, with each process having its own user-space log buffer
into which the hardware deposits Raft messages belonging
to the corresponding shard. This approach mirrors the op-
eration of high-performance NICs that allow the software
(e.g., DPDK) to install rules into the NIC hardware to steer
incoming packets to different descriptor rings or queues to be
handled by different cores.

4.4 Transmission with UDP

Our implementation uses UDP to transmit packets between
FPGAs. UDP is unreliable for transmission and suffers from
packet loss, duplication, and reordering with traditional hard-
ware and software stacks. However, using UDP in the Wa-
verunner hardware greatly reduces the hardware complexity
compared to a TCP implementation. To handle the cases of
UDP packet loss and reordering, our hardware implements
a small retransmission buffer. The buffer, placed between
our packet generator and the TX Mux (shown in Figure 3),
holds all recently sent packets. In the event of packet loss or
reordering being detected in AppendEntry, the protocol han-
dler requests the packet generator to create a retransmission
request packet (Figure 4, lines 19-20). When a retransmission
request arrives at the retransmission buffer, instead of writing
it into the buffer, the control logic triggers a retransmission
of all packets currently in the buffer. The retransmission is
finished when all the packets in the buffer have been transmit-
ted. During the retransmission, incoming packets continue to
be written to the tail of the buffer. The buffer is 256 KB, en-
suring that in the worst-case scenario in our system (192 byte
packets at 26 Mpps) packets will remain in the buffer, eligible
for retransmission, for 52 µs. This time is sufficient to tolerate
28 consecutive retransmission requests in our testbed, and
is well beyond the round-trip latency of modern datacenter
networks. Notably, the retransmission buffer does not affect
system correctness; it simply avoids triggering software fail-
ure recovery in case of UDP packet loss or reordering in the
network. In the extremely unlikely case that persistent retrans-
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missions repeat until a lost packet is no longer present in the
retransmission buffer, the hardware triggers a conventional
Raft failure recovery in software.

5 Waverunner Control Plane

In this section, we describe our software components. The
software is primarily in charge of the uncommon routines
of the system, such as bootstrapping and recovering from an
abnormal system state. This functionality includes electing
a new leader, synchronizing data between a new leader and
the replicas, and controlling hardware acceleration. We begin
with a vanilla Raft software implementation and add support
for interaction with the accelerator hardware. For complete-
ness, we include a discussion of the full Raft implementation,
and we explicitly highlight the Waverunner-specific design
decisions and additions for software-hardware interaction.

5.1 Switching to Software via Leader Election

Leader failures are handled by re-electing a new leader.
Leader election can be initiated by any replica. Each replica
keeps a timer in software, starting an election if a timeout is
triggered due to a lack of new messages received from the
leader. Each replica uses a randomized timeout value, thereby
reducing the probability of competition. When the system is
idle, a timed loop in the leader’s software sends empty re-
quests to the hardware to avoid unnecessary elections. This
does not cause extra overhead compared to a software-only
Raft implementation, as it would have a similar timed loop to
send empty AppendEntry heartbeats.

When a follower triggers an election and requests to be-
come leader (referred to as a candidate), its software will
first disable the hardware acceleration and wait for the hard-
ware to complete processing of the packets in the hardware
accelerator pipeline and MCDMA batch queues.

The candidate software will increment its own term and
stop responding to replication requests with lower terms, and
send a RequestVote message to the other replicas. Even if
the replicas that receive the message are using hardware ac-
celeration, the message will pass through the hardware trans-
parently and be directly handled by the software. Each replica
will confirm that its term is smaller than that of the candi-
date, and then disable hardware acceleration and check if
the candidate has a more up-to-date log by comparing the
lastLogIndex and lastLogTerm of the candidate with its
own. If the candidate is more up-to-date (or the same), the
receiver grants the vote and sets the leader id to the candidate.
If the candidate receives enough votes (including itself for a
majority), it transitions into the leader role.

When the new leader software takes over, the system is a
fully capable software Raft. It can perform any traditional
system maintenance operations, such as view change. The

software handles all Raft routines not implemented in hard-
ware, such as synchronizing logs on the replicas.

5.2 Synchronizing Missing Logs
When a leader crashes or communication with it fails, the
replicas may be left unsynchronized, such that some replicas
may have longer logs. In more complex cases, such as elec-
tion competition or consecutive leader crashes, replicas may
even have different uncommitted logs at the same log position.
Raft’s (or any consensus protocol’s) logic for handling these
situations is complex. To ensure a simple hardware imple-
mentation, Waverunner keeps the implementation of replica
log synchronization entirely in software.

After a new leader is elected, it initiates synchronization
of the replica logs by sending an AppendEntry message con-
taining a special noop operation to all replicas. If a follower
has fallen behind or has non-matching logs, it will reply with
an AppendEntryReject message, indicating a log mismatch.
The leader will then send earlier log entries until the follower
acknowledges accepting these logs, ensuring that the follower
is synchronized with the leader. The noop commit entry is
necessitated by the Raft protocol, as simply counting existing
log entries in all replicas may fail due to a corner case in the
Raft algorithm. (This is a documented idiosyncrasy of the
Raft protocol (§5.4.2) [52].)

Note that there is a limit on the maximum number of entries
that a replica can hold in its in-memory log. If a replica is
down for an extensive amount of time, or a new replica is
added to the system, that replica cannot catch up via the afore-
mentioned approach because the leader will have discarded
its older logs from memory. In this case, the leader should
send a snapshot of the application dataset to the failed replica.
The snapshot will contain the system state up to a particular
log position which is still in the leader memory, allowing the
leader to catch up the replica by sending it the entries starting
from the snapshot log position. Similar to the original Raft
work [52] and other recent works on speedy SMR [2, 49],
the creation of the snapshot is application-specific and is or-
thogonal to the scope of this paper. For example, a standard
approach is available in [65].

5.3 Enabling Hardware Acceleration
After the logs of all reachable replicas are synchro-
nized, the leader will increment the term and send out
RequestVoteFPGA messages to the synchronized followers.
This message is identical to a normal leader election, with
the additional side-effect of causing the followers to enable
hardware acceleration. Once the leader receives acknowledge-
ments from half of the followers (reaching a majority when
including itself), the leader enables its own hardware accel-
eration. All future log entries are replicated by the hardware,
without involving the CPU.
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Separating hardware and software into different terms pro-
vides several benefits. First, it keeps the Raft algorithm intact,
eliminating the need to prove correctness of our changes. Sec-
ond, this approach is easy to implement, debug, and maintain,
because the term of a log entry indicates whether it was ini-
tially replicated by software or hardware.

If a replica does not receive RequestVoteFPGA, but later
receives an AppendEntry (e.g., a crashed replica rejoins), it
will see a higher term in the message. Whenever a replica
sees a higher term in AppendEntry than its currentTerm,
or if it cannot find an entry at prevLogIndex in its log, it
will disable hardware acceleration (if it is enabled) and re-
ply with AppendEntryReject. When the leader receives an
AppendEntryReject, it will disable hardware acceleration,
trigger an election to go into a new term, and synchronize
with the straggling replica using software. Afterwards, the
system will transition back to running with hardware accel-
eration using the previously described steps. To summarize,
Waverunner uses a unified approach to address all possible
cases that deviate from the normal replication routines, includ-
ing the possible loss of messages, message delays, temporary
server anomalies, etc.

6 Evaluation and Results

We evaluate Waverunner with real-world applications and
off-the-shelf hardware. The major questions we answer are:

• What is Waverunner’s replication performance?
• Can Waverunner efficiently recover from a failure?
• How well does the Waverunner approach perform with real-

world applications?
• How does Waverunner compare to other hardware-

accelerated SMR approaches?

6.1 Setup
We conduct our evaluation on a 3-replica Waverunner cluster,
with several additional client machines to issue requests in
an open-loop manner. Each replica has two Intel E5-2695v4
CPUs, 1TB DDR4 memory, and a Xilinx U280 FPGA con-
nected via PCIe gen 3 x16. Each FPGA has two 100 Gbps
QSFP28 ports. Our replicas are connected to one switch and
clients to another, and there is a 100 Gbps fiber connecting the
two switches. On the FPGAs, we implemented the Waverun-
ner hardware accelerator using Vivado HLS. For the control
plane, we modified our C++ Raft implementation to coordinate
with the Waverunner FPGA hardware.

In addition to Waverunner, we also evaluate the replication
performance of two SMR systems for comparison:

• Mu [2]: An RDMA-based SMR implementation, which
aims to provide microsecond level latency for application
replication. It has a custom leader-follower consensus proto-
col. In the Mu implementation, all requests originate from

the leader. This gives it an advantage over Waverunner,
where requests are sent over the network from clients.

• DPDK-Raft: An in-house DPDK-based Raft implementa-
tion. We built our own DPDK-Raft implementation because
the state of the art Raft implementation (in eRPC [34]) is
equipped to perform latency tests and we are interested in
both latency and throughput experiments. Our DPDK-Raft
achieves similar latency as eRPC Raft.

Both Mu and DPDK-Raft use a 100 Gbps Mellanox
ConnectX-4 NIC included in the replicas with the same con-
nection specifications as the FPGA (i.e., PCIe gen 3 x16 and
100 Gbps QSFP28).

6.2 Methodology

We present two key metrics: throughput and latency. We re-
port throughput in millions of request packets per second
(Mpps) and total network bandwidth used (Gbps). For la-
tency, we report the time in microseconds (µs) and present the
median (50th percentile) and tail (90th and 99th percentile)
measurements. To improve accuracy, whenever possible, we
collect the results using internal hardware performance coun-
ters on the FPGAs, NICs, and switches.

We implement our client using DPDK to achieve high per-
formance and accurate measurement. Precise control of the
offered load at the client is difficult to achieve, so we set
approximate targets and plot all results by using the actual
measured request rates. As a result, experiments that vary
the request rate may not have results with round throughput
values (e.g., our plots may show 4.1 and 5.2 Mpps, rather than
precisely 5 Mpps). For measuring end-to-end latency from
the client and to avoid subjecting latency measurements to
client-side queueing, we use a sampling approach by concur-
rently running two DPDK client configurations: one to apply
the target load and a second lightly-loaded client (using a
separate NIC) to precisely measure the latency.

6.3 Replication Performance Results

We first focus on evaluating the SMR replication performance
without a specific application (where the “application” sim-
ply discards committed operations) to better understand the
capability of Waverunner in a clean environment. The clients
send requests to the replica cluster using small random pack-
ets (50 bytes for Waverunner and DPDK-Raft, 64 bytes for
Mu due to its implementation restriction). We sweep the re-
quest rate in steps of approximately 1 Mpps and measure the
replication throughput and latency at each step. We described
Waverunner’s MCDMA batching with timeout mechanism
in Section 4.3. An adaptive batching strategy can minimize
latency under all load scenarios, however, we found that for
our evaluation, a constant batch size was sufficient to limit
PCIe transfer overheads.

364    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



0 5 10 15 20 25
Request Rate (Mpps)

0

2

4

6

8

10

La
te

nc
y 

(μ
s)

99th DPDK RAFT
90th DPDK RAFT
50th DPDK RAFT
50th Mu
99th Waverunner
90th Waverunner
50th Waverunner

Figure 5: Performance of Packet Replication

Throughput. Figure 5 shows that the maximum request rate
Waverunner can achieve is 26 Mpps, which is bounded by
the leader’s network receive bandwidth. Under this request
rate, the bandwidth utilization of the leader FPGA approaches
85.5 Gbps, the maximum theoretical bandwidth achievable
by the network transceivers and switch.2

Beyond this throughput, the FPGA transmit FIFOs expe-
rience back pressure from the MAC, which cascades to the
Waverunner protocol handler and causes packet loss of in-
coming client requests and follower acknowledgements. This
result indicates that Waverunner can fully utilize the available
network bandwidth and achieve the maximum request rate.

On the contrary, Mu and DPDK-Raft cannot saturate the
network bandwidth with one request per packet, resulting in
only ∼2 Mpps and ∼5 Mpps peak request rate, respectively.
Mu has to rely on client-side batching (aggregating multiple
requests into one packet) to increase the request rate and
utilize the available network bandwidth. However, doing so
also drastically increases the latency. For DPDK-Raft, the
throughput is bottlenecked by descriptor ring handling via
PCIe. At peak throughput, DPDK-Raft starts to drop packets
because the CPU cannot process and release RX descriptors
at the same rate as the incoming packet stream, a situation
we overcome in Waverunner by transferring multiple requests
using each descriptor (§ 4.3).
Latency. Figure 5 also shows the replication latency for Wa-
verunner, Mu, and DPDK-Raft at various request rates. Repli-
cation latency is measured from when the leader receives
a client request, until the leader receives the corresponding
acknowledgements from half of the followers.

The Waverunner replication latency is effectively constant
at 1.8 µs, only marginally higher than the RTT of a minimum-
sized packet in our network (1.68 µs). There are two charac-
teristics of Waverunner’s latency that are notable: the median,
90th-, and 99th-percentile latencies are all nearly identical,
and as the request rate increases, the latency does not increase,
all the way until network bandwidth is exhausted. These la-

2Each Ethernet frame includes a 7-byte preamble, a 1-byte start of line
delimiter, and a 12-byte inter-packet gap, which together account for the
approximately 14.5 Gbps gap to the advertised 100 Gbps line rate.
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Figure 6: End-to-end Latency

tency characteristics are a unique advantage of an FPGA
implementation [30], as most of the components in the FPGA
hardware have low and constant latency that is immune to
queuing effects, allowing the replication latency to remain
stable. In contrast, both Mu and DPDK-Raft exhibit substan-
tially higher 90th- and 99th-percentile latency compared to
the median latency, and the latency grows as the request rate
increases and the CPUs become busier, amplifying interfer-
ence and system queuing effects. As a result, the replication
latency of Waverunner is significantly lower than Mu and
DPDK-Raft. The worst Waverunner 99th-percentile tail la-
tency is approximately 1/3 (36%) of the best median latency
of DPDK-Raft (5 µs) and 40–80% of Mu (2.5–4.3 µs).

For completeness, we also measure the end-to-end latency
on the client for Waverunner and DPDK-Raft, as shown in
Figure 6. The end-to-end latency on the client includes the
replication latency, the RTT between the client and the leader
(with 1 switch placed between the two), and the time for the
client to process the packets. For Waverunner, this adds an-
other 4–6 µs for the median and tail latencies. For DPDK-Raft,
the additional time is much larger because DPDK-Raft relies
on batching and buffering to achieve maximum throughput,
which add extra cost to overall latency.
Performance with Different Packet Sizes. In addition to
minimum sized packets, we investigate the effect of larger
requests on Waverunner, shown in Figure 7. We maintained a
constant throughput of 1 Mpps and varied the payload size ac-
cordingly. For minimum-sized packets, the replication latency
is 1.79 µs. As the payload grows, the latency increases slowly
to a maximum of 2.13 µs. Importantly, the 99th-percentile
latency remains approximately the same as the median.
CPU Utilization. Compared to the RDMA and DPDK ap-
proaches, Waverunner has an important advantage, especially
at high request rates: it places far less pressure on the host
CPU cores. For example, to achieve peak performance in our
tests, DPDK-Raft saturates 18 CPU cores. In contrast, Wa-
verunner consumes negligible host CPU resources because
it only needs to manage the MCDMA descriptors for the op-
eration log. This leaves CPU resources almost entirely free,
allowing them to be used by the target application.
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Figure 8: Request rate during failure
recovery.
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Figure 9: Request rate during view
change.

6.4 Fault Tolerance and View Change
We evaluate Waverunner fault tolerance by injecting a leader
failure on a healthy cluster. As expected, the leader failure
triggers a leader election. At a later point, we resume the
old leader, allowing it to rejoin the SMR cluster. Figure 8
presents the behavior by showing the request rate measured
at the client as these failure-related events take place.

In this experiment, the system first runs normally for ten
seconds, then we halt the leader to simulate a failure. At this
point, requests from the clients fail to proceed because the
system has no available working leader, and the throughput
of the system drops to 0.

We configured the followers with a one second timeout.
After timeout, a new leader election begins. This can be seen
on the graph slightly more than one second after the failure,
where the system resumes processing requests after the clients
discover the new leader and resume sending requests.

At 15 seconds, we resume the old leader; this is recognized
by the new leader when the old leader rejects the replication
requests that it receives from the new leader. Because the
old leader is missing log entries from its down time, the new
leader starts recovery by catching up the old leader’s replica.
After approximately 200 ms, the log recovery completes and
the system re-enables hardware acceleration, showing that
the hybrid architecture of Waverunner can correctly and effi-
ciently recover from failure.

Similar to the failover test, we performed a view change
test; results are shown in Figure 9. Initially, the system runs
with three replicas. After ten seconds, we send a view change
command to the leader to reconfigure the system down to
two replicas (removing one follower). The leader disables
hardware acceleration, initiates a leader election to advance to
a new term, completes the view change, and then re-enables
hardware acceleration.

6.5 Real-world Applications
To understand how Waverunner performs with real-world ap-
plications, we evaluate three key-value stores: an in-memory
hash table, Memcached, and Redis. We modified the appli-
cations to receive requests from Waverunner instead of the

conventional network sockets. This enables low latency and
high throughput operation as Waverunner bypasses the ker-
nel to send and receive packets. Scalability across cores is
achieved through sharding; the number of replication groups
is the same as the number of threads. Unless otherwise indi-
cated, we use 8-byte keys and values, which makes the packets
(including network header) 135 bytes for the hash table, 150
bytes for Memcached, and 156 bytes for Redis. We use open-
loop clients that perform operations on uniformly distributed
keys. Although the applications were not originally designed
with SMR in mind, using them with Waverunner transforms
them into consistent high-availability systems.

Throughput. To evaluate applications throughput, our client
can send a mixture of PUT and GET requests. Both PUT and
GET requests are replicated in Waverunner, but are processed
differently. For PUT requests, Waverunner responds to the
client when the request is committed in Raft (acknowledged
by the majority of replicas), allowing the application to handle
the request log in the background, eventually updating the key-
value store. For GET requests, Waverunner does not generate
a client response, instead relying on the application to execute
the operation from the log by retrieving the relevant data
and sending them to the client. Figure 10 shows the peak
sustained throughput we observed. The peak throughput of the
original Memcached and Redis implementations is 1.5 Mpps,
while the Waverunner implementations reach 20.7 Mpps and
19.9 Mpps, respectively. Redis has a lower throughput because
it dynamically increases the size of its hash table and needs to
rehash every entry. However, Memcached has a constant-size
hash table that is initialized at the start.

We also examined the effect of different GET/PUT ratios
on Memcached, shown in Figure 11. We observed that Mem-
cached needs more CPU cycles for PUT requests than GET
requests because, in addition to fetching the query in the
key-value store (like a GET does), it also locks the region
containing the key to update. As a result, higher GET ra-
tios observe higher throughput. For Redis, we observed that
changing the GET/PUT ratio does not affect the throughput.

Latency. We measured the end-to-end latency of GET and
PUT operations in a 50% GET/PUT test for Memcached and
Redis, as shown in Figure 12. To show the effect of different

366    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



1 2 4 8 16 32
Number of Server Threads

0
4
8

12
16
20
24
28

Th
ro

ug
hp

ut
 (M

pp
s)

Hash table
Memcached

Redis

Figure 10: Peak application throug-
hput.

1 2 4 8 16 32
Number of Server Threads

0
4
8

12
16
20
24

Th
ro

ug
hp

ut
 (M

pp
s)

25% GET
50% GET

75% GET
99% GET

Figure 11: Memcached throughput
across request ratios.

8 16 32 64 128 256 5121024
Value Size (Bytes)

0

20

40

60

80

La
te

nc
y 

(μ
s)

Waverunner+Mem
Waverunner+Redis

Mem
Redis

Figure 12: End-to-end latency. The
bars indicate 99th percentile latency.

packet sizes, we varied the size of the value from 8 to 1024
bytes. Without Waverunner, Memcached and Redis exhibit a
stable end-to-end latency of 41–44 µs, which is much lower
than reported in the prior work [2, 17]. We attribute the lower
latency to our high-end Mellanox NICs, both in client and
server. When run on commodity NICs, the results (not shown)
are much higher and closer to the previously published work.

Waverunner has a lower latency of 11.69 µs and 12.07 µs
for Memcached and Redis respectively in most cases. With
Waverunner, the leader FPGA generates responses for PUT
requests without any CPU involvement, resulting in signifi-
cantly lower end-to-end latency. For incoming GET requests,
Waverunner delivers them to the application and transmits
the responses to the network without involving the kernel. In
summary, applications using our Waverunner framework can
achieve performance comparable to kernel bypassing tech-
niques (e.g., DPDK) for processing GET requests, and better
performance for PUT requests.

6.6 Comparison to Prior Work
In this section, we discuss a comparison of Waverunner with
Consensus in a Box [30] (referred to as ZABFpga below), a
recent implementation of the ZooKeeper SMR protocol on an
FPGA. We did not find the exact code release corresponding
to ZABFpga online, which complicated our ability to study
its operation in our environment. Although we did locate a
project that appears to include ZABFpga’s code [1], we found
it challenging to port to our platform and extract from it just
the ZABFpga components. A ground-up re-implementation
of ZABFpga would constitute a major development effort.
Such difficulties highlight the challenges in the development,
portability, and maintenance of FPGA-based systems, stress-
ing the benefits of the Waverunner approach in leaving the
majority of the SMR protocol in software and implementing
the hardware components using relatively portable HLS.

Based on what we can infer from the description of ZABF-
pga, the system has excellent performance, and would likely
exhibit throughput and latency on par with Waverunner if

ported to our environment, which has 100 Gbps NICs com-
pared to 10 Gbps in the original paper. However, the ZABFpga
system clearly required a drastically more complex develop-
ment effort and would incur massively higher maintenance
and troubleshooting cost. This is because ZABFpga imple-
mented the ZooKeeper protocol completely, including the
leader election and failure recovery, in custom FPGA hard-
ware. This approach also required implementing the applica-
tion (a key-value store) on the FPGA, including the ability to
store the replication log in DRAM connected to the FPGA.
Based on the description in the paper, the replication latency
is 3 µs while Waverunner has 1.8 µs. It would be unfair to
compare two designs on the throughput as the ZABFpga uses
10Gbps NICs to communicate with other nodes.

7 Related Work

Hardware Accelerated Networking. Early works on hard-
ware acceleration in NICs offered a range of features, from
simple ones such as checksum calculation and receive-side-
scaling (RSS), to complex ones such as RDMA and TCP of-
floading engines [48]. Although earlier network hardware ac-
celerators hard-wired the acceleration functionality, the trend
has shifted toward programmability, with modern SmartNIC
devices comprising programmable CPU cores [47] or pro-
grammable FPGA fabrics [50]. Modern advanced accelera-
tors include functionality such as in-line handling of protocol
encapsulation, VLAN processing, and encryption and decryp-
tion of data streams [18, 43]. Waverunner is a SmartNIC that
accelerates replication routines of the Raft protocol. Like
other SmartNICs, we utilized a bump-in-the-wire architecture
to accelerate the replication routines in the FPGA. Accel-
Net [20] accelerates network services for virtual machines
on SmartNICs in data centers. However, the acceleration is
only loosely coupled with the application, such that when-
ever AccelNet does not have a rule for a packet, it consults
the application to install the missing rule. On the other hand,
Waverunner is more specialized, as it identifies Raft packets
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and does not need software support to handle other protocols.
P4 [4] is a high-level language for network functions with
implementations on FPGAs [3, 7, 9, 27, 45, 66]. hXDP [5], an
FPGA-based NIC, uses soft cores to execute eBPF, another
high-level language to describe network functions. These
systems target system-wide packet processing, whereas Wa-
verunner is specialized and optimized for processing only the
Raft replication routines.

Caribou [29] implements a hardware accelerator for high-
performance databases computations, including the full func-
tionality of a fault-tolerant key value store inside an FPGA.
KV-Direct [41], CliqueMap [61], Xenic [59], and RedN [55]
extend RDMA primitives to enable remote key value opera-
tions to main memory. Waverunner takes a similar approach
which puts requests in the follower’s memory through PCIe.
This is unlike Caribou, which does not use the host and relies
on the FPGA to execute the database application. Floem [53],
NICA [19], iPipe [44], FlexTOE [60], and FairNIC [23] pro-
vide a framework that can offload network applications such
as Memcached on programmable SmartNICs. Although its
goals of low latency and high throughput are similar to Floem
and NICA, Waverunner targets the Raft distributed protocol,
using hardware acceleration for the communication among
multiple nodes rather than for the application logic.
State Machine Replication. State machine replication
achieves fault tolerant, highly available services by leveraging
consensus protocols [26, 40, 52]. From among the popular
consensus protocols, Waverunner implements the Raft proto-
col [52], offloading the replication routines to a hardware ac-
celerator. Several prior studies proposed ways to increase the
performance of SMRs. eRPC [34], FaSST [35], and Breakwa-
ter [12] use an RPC library on top of the NIC API and RDMA,
respectively, to provide low latency communication for ap-
plications. PigPaxos [11] relays messages by subgouping
followers. These works optimize the network IO bottleneck,
increasing the performance considerably, but they still suffer
from the CPU bottleneck for implementing all parts of the pro-
tocol. Increasing parallelism of SMR [14, 24, 36, 56, 62] can
further improve the performance, which Waverunner can ben-
efit from for the application design. HovercRaft [39] moves
SMR from the application layer to the transport layer and
optimizes Raft to avoid the CPU and network IO bottleneck.
Similarly, Waverunner addresses the same bottlenecks by of-
floading the network communication and replication to the
hardware accelerator. Some SMR systems leverage high per-
formance programmable switches [15,32,33,42]. Rather than
changing the network infrastructure, Waverunner employs a
hardware accelerator in the NIC of each replica to accelerate
the replication communication and operations.

There are several studies on low latency SMR through
RDMA [17, 31, 37, 38, 54, 65], some of which are based on

variants of Paxos. Although these works offer low latency,
they are still bounded by the CPU bottleneck, as all of them
cannot send packet at line rate with minimum size packets,
and have high replication latency. Mu [2] introduces a mi-
crosecond latency SMR in which the leader writes requests in
the log of each replica in only one round of RDMA transfers,
without involvement from the CPUs on the follower nodes.
Comparably, Waverunner achieves constant microsecond la-
tency using FPGAs without changing core routines of the Raft
protocol, while achieving high throughput on minimum size
packets. ZABFpga [30] accelerates the Zookeeper consensus
protocol using an FPGA and shows the benefits of hardware
accelerator for SMRs in terms of latency and throughput. Wa-
verunner achieves similar performance, but presents a design
for the replication routines of Raft protocol while leaving all
complex functionality of the Raft protocol (such as leader
election and failure recovery) and the application (a key-value
store) in traditional software.

8 Conclusions

We presented Waverunner, a hardware-software hybrid ap-
proach for implementing state machine replication. Our ap-
proach relies on the observation that, despite the complexity
of SMR, the most frequently used routines can be easily im-
plemented in hardware, while leaving the complex protocol
and application logic in traditional software. Using this ap-
proach, we attain the best characteristics of the prior work,
achieving the performance of full-hardware implementations
while retaining the flexibility of software implementations
with hardware-assist mechanisms such as DPDK and RDMA.

Waverunner is a practical realization of our approach. It
is elegant and simple, leveraging a complete software imple-
mentation of the Raft protocol at its core and demonstrating
how the most-frequently used functionality can be offloaded
to hardware using only 220 lines of C++ HLS code. Waverun-
ner achieves network line-rate throughput, nearly constant
mean and tail (99th percentile) replication latency regardless
of throughput, and leaves the majority of the CPU processing
power available for the target application.
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Figure 13: Waverunner Operation.9 represents an election that disables hardware acceleration;8 represents an election
that enables the hardware acceleration; ⊗ represents a fail stop and , a recovery. The numbers inside the boxes refer to the term
numbers in each log entry. The blue boxes refer to regular log entries; the yellow boxes refer to empty noop log entries.

A Correctness

Here we discuss the correctness of our approach. One reason
we choose to implement Raft instead of inventing a consensus
protocol is that Raft is widely used and proved correct.3 Using
Raft can help us avoid having any errors in inventing a new
protocol, which is known to be an error-prone process.

We show that with or without the hardware acceleration,
including the transition, the system follows Raft protocol.

Fact 1. When the hardware acceleration is off at a replica, the
replica follows the Raft protocol.

Therefore, if hardware acceleration at all replicas is off, the
system design is a standard Raft and it is correct.

Lemma 2. When the hardware acceleration is on (and during
the process it is switched on) at a replica, the replica follows
the Raft protocol.

This is the principle throughout the system design. The
hardware part is designed to switch back to software when-
ever it sees a message that it is not expecting. Not responding
to that particular message is not a behavior that violates Raft’s
safety because Raft’s original assumption is that the network
is asynchronous and messages could be lost. Therefore, the
replica as a whole (both hardware and software) is still fol-
lowing the Raft protocol, except that it requests an election.
In Raft (and other consensus protocols), doing an election is
always safe.

As a replica follows the Raft protocol regardless of whether
the hardware acceleration is on or off (or during transition),
the system is a Raft and thus correct.

3By “correct” we mean the system has both safety and liveness. Because
Raft has already proved on these, we will use “correct” to refer to our system
is either a standard Raft or is equivalent to it.

B An Example of Waverunner Operations

Figure 13 walks through an example of Waverunner failure
recovery with five replicas A,B,C,D, and E. The numbers in
the boxes refer to the term numbers in each log entry.

(a) Replica A is the leader, using hardware acceleration to
replicate log entries to followers until it stops.

(b) Replica E is first to detect a lack of new messages from
leader A. E disables hardware acceleration and triggers a
leader election, which it wins (becoming the new leader)
after receiving votes from C and D.

(c) Replica E commits a noop, indicated in yellow, to all
replicas except A (which remains unavailable). Note that
a log entry in replica B is overwritten because it was
ahead of the new leader. This operation is safe because
the log entry was not committed.

(d) Replica E starts a round of RequestVote2FPGA, en-
abling hardware acceleration on all replicas.

(e) Replica E operates as the leader, replicating log entries
using the hardware accelerator.

(f) Replica A recovers, immediately observing new
AppendEntry messages arriving from leader E. Replica
A reports a mismatch with its existing logs by rejecting
the new entries.

(g) Having learned of the mismatch on replica A from the
rejection message, replica E disables hardware accelera-
tion with another leader election.

(h) Replica E then commits another noop and sends the
missing log entries to replica A. In this process, the
mismatched logs on replica A are also overwritten.
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Variables shared by hardware and software:
Used only by leader:
matchIndex[] for each follower , index of highest

log entry known to be replicated ,
initialized to 0, increases
monotonically

commitIndex index of highest log entry known to
be committed , initialized to 0

Used by all replicas:
id a globally unique integer that

identifes the server
isLeader hint that suggests whether the

server is leader
currentTerm latest term server has seen ,

initialized to 0
lastLogIndex index of the last log entry , is a

sequentially increasing counter ,
initialized to 0

lastLogTerm term of the last log entry

Variables in host software:
Used only by leader:
nextIndex[] for each server , index of the next

log entry to send to that server ,
initialized to leader’s
lastLogIndex+1

Used by all replicas:
votedFor candidateId that received vote in

current term (or null if none)
log[] log entries; each entry contains

command for state machine , and term
when entry was received by leader
(first index is 1)

lastApplied index of highest log entry applied
to state machine (initialized to 0,
increases monotonically)

Figure 14: Variables in Hardware and Software.

C Hardware and Software Variables

Figure 14 presents the complete set of Raft protocol variables
that are used by hardware and software.
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LeakyScatter: A Frequency-Agile Directional Backscatter Network Above 100 GHz

Atsutse Kludze and Yasaman Ghasempour
Princeton University

Abstract
Wireless backscattering has been deemed suitable for various
emerging energy-constrained applications given its low-power
architectures. Although existing backscatter nodes often
operate at sub-6 GHz frequency bands, moving to the sub-THz
bands offers significant advantages in scaling low-power
connectivity to dense user populations; as concurrent
transmissions can be separated in both spectral and spatial
domains given the large swath of available bandwidth and
laser-shaped beam directionality in this frequency regime.
However, the power consumption and complexity of wireless
devices increase significantly with frequency. In this paper,
we present LeakyScatter, the first backscatter system that
enables directional, low-power, and frequency-agile wireless
links above 100 GHz. LeakyScatter departs from conventional
backscatter designs and introduces a novel architecture that
relies on aperture reciprocity in leaky-wave devices. We
have fabricated LeakyScatter and evaluated its performance
through extensive simulations and over-the-air experiments.
Our results demonstrate a scalable wireless link above 100
GHz that is retrodirective and operates at a large bandwidth
(tens of GHz) and ultra-low-power (zero power consumed for
directional steering and ≤ 1 mW for data modulation).

1 Introduction

Low power communication has become increasingly
important in emerging applications such as home automation,
smart healthcare, high-quality video streaming, and
localization [22, 44, 57, 58]. The number of low-power
wireless devices is expected to grow to 41 billion by
2025 [36]. While the last few years have seen rapid
innovations in the design and implementation of low-power
wireless communication [17, 25, 29, 33, 40, 62], existing
networks are limited in the number of nodes that they can
concurrently support [10, 31].

The use of frequencies above 100 GHz (henceforth referred
to as the terahertz (THz) band) provides unique opportunities

for concurrent transmissions. First, the availability of a large
swath of spectrum above 100 GHz will facilitate dense user
populations to operate concurrently at orthogonal frequency
channels. Second, narrow-beam directional transmission
and reception, which is required to combat the high path
loss in this regime, provides additional opportunities for
simultaneous transmission through space division multiple
access. The sub-THz frequencies offer the best of the RF
and Optical spectrum: like RF, they can be phase modulated
and experience lower penetration and reflection losses when
compared to optical while still providing a large swath
of continuous bandwidth and laser-shaped beams. Indeed,
these properties have made THz frequencies promising
for 6G wireless technology. Despite these advantages,
operation at such a high frequency is fundamentally power
demanding since the power consumption of the RF circuitry is
proportional to the frequency. This high power consumption
has even stalled the deployment of mobile 28 GHz nodes and
will worsen at the THz regime [8, 46–48, 52]. Furthermore,
creating directional beams requires large antenna arrays,
drastically increasing the power consumption and complexity
of the device. This challenge worsens under mobility when
constant beam adaption is needed to maintain the link. For
these challenges, most existing low-power solutions have been
limited to sub-6 GHz bands [35, 45, 54], with a few recent
narrow-band demonstrations at 24 GHz band [30, 37, 53].

In this paper, we present Terahertz Leaky-Waveguide
Backscatter (LeakyScatter), a novel architecture for
frequency-agile directional backscattering above 100 GHz.
Instead of generating and emitting THz signals, LeakyScatter
piggybacks its data on the impinging THz signals that
are emitted from a THz transceiver. To enable directional
connectivity, we exploit the unique properties of leaky-wave
antennas. Leaky-wave antennas are traveling wave structures
that can be realized with metal waveguides or on CMOS. In
its simplest form, a leaky-wave antenna is a parallel-plate
metal waveguide having open slit(s) on one side, with
the interesting characteristic that guided waves (inside the
waveguide) can leak out into free space such that the emission
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angle is correlated with the frequency of the signal [21].
These frequency-dependent radiations have been recently
exploited for THz path discovery and localization [12, 13, 28]
and have also been demonstrated in CMOS technology [50].
In this paper, we leverage angle-frequency coupling in leaky
waveguides to enable the first passive ultra-wideband and
retrodirective structure above 100 GHz.

Our key insight is that leaky waveguides are reciprocal
devices, i.e., its reception characteristics are identical to its
transmission’s. When it acts as a receiver, the impinging
signals couple into the waveguide only if their spectral
content is in agreement with the incident angle (i.e., where
the angle of emission and reception from the waveguide is
frequency-dependent). Hence, we devise two symmetrical
slits in LeakyScatter: one for accepting free-space ambient
signals into the waveguide, and the other for leaking those
signals back into the air. Specifically, a far-field active
transceiver emits a THz signal toward the LeakyScatter. The
impinging signal would then couple into the waveguide
where it is guided toward the second slit and radiates out
back to free-space forming a directional beam that points to
the transceiver’s location, thereby enabling retrodirectivity.
We emphasize that our retrodirective structure is truly
wideband and spectrally agile as LeakyScatter can operate
between 100 GHz and 500+ GHz. Further, the directionality
is achieved with zero power consumption. The active
transceiver, however, is expected to be power demanding as it
is capable of generating tunable wideband signals and steering
them to any desired direction. Note that the discrepancy in
RF capabilities between active transceivers and low-power
nodes is often the case in backscatter wireless networks.1

In LeakyScatter, we enable data transmission by
modulating the amplitude of the THz backscattered signal.2

Our key observation is that the size of the slit directly impacts
the amount of coupling efficiency (or backscatter power). Yet,
the physical dimension of the slits in leaky antennas are fixed
upon production; instead, we control the effective size of the
aperture by re-configuring the trajectory of guided waves
inside LeakyScatter’s waveguide. In particular, we employ an
mm-sized electrostatic MEMS mirror inside the waveguide’s
cavity to dynamically and electronically guide EM signals
toward the slit or steer them away from it, as shown in Fig. 1.
We characterize the backscattered power as a function of the
micro-mirror’s orientation using ray optics principles. We
then optimize the architecture of LeakyScatter for maximum
link budget and modulation order.

We fabricate a custom LeakyScatter and deploy it together
with our in-house THz transceiver. We present the first

1In this work, we only focus on the backscatter architecture. Designing
efficient high-frequency transceiver is an active field of research and is beyond
the scope of this paper.

2We emphasize that noncoherent on–off keying is identified as one of
the two modes in the first standardization of sub-THz bands by the IEEE
802.15.3d task group [42].

Figure 1: Illustrating the retrodirective backscatter link
between our LeakyScatter and a broadband transceiver.

experimental exploration of wireless backscattering above
100 GHz. We evaluate the performance of LeakyScatter
with extensive COMSOL simulations and experiments in
various settings. We experimentally validate the reciprocity
in leaky-wave devices, and characterize the retrodirective
beams that radiate from our LeakyScatter nodes. Finally, we
demonstrate low-power amplitude modulation and evaluate
the feasibility of concurrent THz backscatter links in dense
LeakyScatter networks.

2 Background and Related Work

2.1 Wireless Backscatter Communication
Backscatter technology is introduced for energy-efficient
communication between power-constrained wireless
devices [3, 20]. The underlying idea is to allow low-power
nodes to piggyback their data on an ambient signal instead
of generating their own RF signal, which would demand
power-hungry components such as mixers, oscillators, and
amplifiers [34]. In particular, an access point (AP) transmits
an RF signal to the node which will then be modulated and
reflected back to the AP for processing. For example, a
simple On-Off Keying (OOK) can be implemented where
reflecting the AP’s signal translates to sending a ‘1’ bit and
absorbing the signal represents the ‘0’ bit.

Recently, there has been significant work on extending the
communication range [9, 23, 41, 56] and improving the data
rate of backscatter communication links [26,30]. In particular,
employing low-power coding techniques such as chirp spread
spectrum has shown promise for decoding backscattering
signals below the noise floor [6]. However, while these
techniques can achieve long-range communications, they
often do not scale well with the number of devices, i.e.,
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(a) (b)

Figure 2: Parallel plate leaky waveguide: (a) front view (b)
side view.

they are often limited to very few (1-2) concurrent links.
The state-of the-art protocol (NetScatter [18]) allows for
concurrent transmission of 256 backscatter devices over
a bandwidth of 500 KHz. NetScatter relies on the ability
of the low-power nodes to generate cyclic shifted chirps,
which is relatively power-demanding. Further, the number
of concurrent users is inherently bounded to the bandwidth
and the spectral resolution at endpoint devices.

Instead, in this paper, we take a fundamentally new
approach to backscattering and introduce a spectrally-agile
and retrodirective node architecture that scales the number of
concurrent users through the division of signals in frequency
and space. In this context, moving to higher frequencies
is advantageous for two reasons: (i) the large availability
of bandwidth allows for serving more concurrent users on
non-overlapping channels; and (ii) directional communication
(required for mmWave and THz links) provides opportunities
for concurrent transmission of nodes that are sufficiently
separated in space.

Therefore, unlike traditional backscatter nodes that operate
below 6 GHz, our backscatter architecture aims at establishing
backscatter links above 100 GHz. A few recent works have
demonstrated retrodirective backscattering at mmWave bands
(up to 28 GHz) using the Van Atta technique [19, 30, 37, 53].
Unfortunately, Van Atta Arrays are inherently narrow-band as
the transmission lines are optimized at a particular wavelength,
which is fixed (non-configurable) after fabrication.

2.2 Leaky-Wave Antennas
Leaky Wave Antennas (LWAs) belong to the general class
of traveling wave antennas that can be implemented with
circuits [50] or simply with an air-filled parallel-plate
waveguides with an open slit on one of the plates [2].
A traveling wave inside the waveguide may “leak” into
free-space through the open slit, as depicted in Fig. 2. Notably,
Maxwell’s equations and the boundary condition suggest that
the direction of emission from the slit is correlated with the
frequency of the guided wave. By assuming infinitely thin
metal plates that are infinitely conductive, the phase matching

conditions for the T E1 mode yields [24]:

φ( f ) = asin
(

c
2b f

)
, (1)

where φ is the emission angle ( relative to the waveguide
plate), f is the frequency of the input signal, b is the plate
separation, and c is the free-space speed of light. Eq. (1)
indicates that signals with higher frequencies emit out at lower
azimuth angles and vice versa.

While Eq. (1) captures the optimal emission angle as a
function of frequency, in practice, the signals leaking from the
waveguide can appear at a range of angles, albeit encountering
different coupling losses. To understand this broader angular
width, we can treat the leaky waveguide slot as a finite-length
aperture, which produces a diffraction pattern in the far-field.
According to Huygen’s principle [15, 55], for a diffracting
aperture (i.e., slot length) of L and the dominant T E1 mode,
the far-field radiation pattern can be written as

G(φ, f ) ∝

∫ L/2

−L/2
e− jβyye−αye jk0cos(φ)ydy

= sinc
(
(βy − jα− k0cosφ)

L
2

)
,

(2)

where sinc(x) = sin(x)/x, k0 = ω/c is the free-space
wave-number, α is the leakage attenuation, and βy is the

propagation constant. βy can be written as βy =
√

k2
0 − (π/b)2

when the parallel-plate waveguide has an air core. Eq. (2) also
confirms the dependency of emission pattern on frequency
where the peak output radiation occurs at the angle at which
Re{(βz − jα− k0cosφ)L

2}= 0, yielding Eq. (1). It should be
noted that the coupling efficiency and reception behavior of a
leaky-wave antenna are independent of polarization [43].

Recently, leaky-wave antennas have been used in multiple
sensing tasks including link discovery [12, 14], mobility
tracking [13], 3D localization [28], physical-layer security
[61], and even for wireless authentication [27]. However, this
paper is the first work toward exploiting the angle-frequency
relation and the antenna reciprocity for frequency-agile
backscattering.

3 Design

In this section, we describe the underlying principles and key
components of LeakyScatter.

3.1 Design Overview
The large amount of available bandwidth above 100 GHz
together with directional transmission opens up opportunities
for concurrent high-rate networks beyond 5G. Yet, operation
at such high frequencies is fundamentally power-demanding
since the power consumption of the RF circuitry is
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proportional to the frequency. Further, creating directional
beams would require large antenna arrays, which itself
increases the power and complexity. Previously-established
backscattering technology addresses the first challenge by
allowing nodes to piggyback their data on an ambient signal
instead of generating their own RF signal, thereby, eliminating
the need for power hungry components. However, existing
backscatter designs are either directional and narrow-band [30,
37, 53] or omnidirectional at much lower frequency bands
(e.g., sub-6 GHz) [35, 45, 54].

Our proposed LeakyScatter is the first frequency-agile
directional backscattering network at THz bands. Instead
of conventional systems that use phased array antennas
for beam steering, we introduce a fundamentally novel
node architecture based on leaky-wave antennas. Our key
observation is that a leaky wave antenna is inherently
reciprocal. In particular, the first-principle model suggests that
the frequency-dependent radiation in leaky-wave antennas is
identical in both transmission mode (guided signals coupling
out into free-space) and reception mode (free-space waves
coupling into the waveguide). We leverage this interesting
characteristic to build a fully-passive retrodirective node. We
design a two-slit waveguide (one for receiving signals from
the transceiver (TRX) and another for transmitting the signal
back directionally toward the transceiver), as shown in Fig. 1.
We also embed two mm-sized mirrors inside the waveguide
to guide the propagation path between the two apertures.

Given the angle-frequency relationship, the TRX should
choose the correct frequency to communicate with
LeakyScatter nodes depending on the node location and
orientation relative to TRX. Fortunately, single-shot angular
localization with leaky-wave antennas has been successfully
demonstrated in the literature [28]. Here, we assume that the
TRX can localize all LeakyScatters by implementing such
prior schemes. Further, we assume that the TRX has flexible
ultra-wideband transmission and detection capabilities. Such
asymmetry between the RF capabilities at the TRX and
low-power nodes is typical in all backscatter networks.

In order to piggyback information bits on backscattered
signals, we enable amplitude modulation by changing the
trajectory of in-coupled waves. Specifically, a small rotation
in one of the embedded mirrors would cause significant
fluctuations in the amount of power leaked into free-space.
Hence, we realize amplitude modulation by dynamically
changing the voltage of a MEMS mirror according to the
bit stream. We discuss other potential modulation strategies
in Sec. 6. Finally, we emphasize that LeakyScatter is
ultra-wideband (supporting bandwidths upto few 10s of GHz)
and frequency-agile (supporting carrier frequencies from 100
GHz to 500 GHz), retrodirective, and scalable to large-scale
networks. Next, we will illustrate the key components of
LeakyScatter in detail.

Figure 3: Illustration of reciprocity in leaky waveguide: the
angle frequency coupling holds in both transmission and
reception modes.

3.2 Retrodirectivity in LeakyScatter

The retrodirectivity in LeakyScatter is rooted in the antenna
reciprocity of leaky-wave antennas. First, we formally model
this reciprocity. Consider a tunable source, a broadband
detector, and a single-slit waveguide as shown in Fig. 3. First,
the tunable source excites the waveguide (TE1 mode) with
a signal at frequency of fT X . Given the angular-frequency
coupling, the waveguide will act as a directional transmitter
creating a directional beam in the far-field (labeled as TX
mode in Fig. 3). The detector then measures the received
power at various angles to estimate the radiation pattern of the
leaked waves. Eq. (1) suggests a direct one-to-one relationship
between the angle at which maximum power is received
(denoted as φT X in Fig. 3) and fT X . Next, we swap the
detector and source while keeping the same waveguide. The
source emits out signals at different frequencies ( f1, f2, ..., fN)
while the broadband detector captures the power of coupled
waves at each corresponding frequency. Antenna reciprocity
suggests that given a fixed leaky-antenna structure (e.g.,
aperture size and plate separation), and waveguide positioning
(i.e., φ∗ = φtx), the maximum coupling happens when f ∗ =
fT X , which is equal to c

2bsin(φtx)
, according to Eq. (1). We will

experimentally evaluate this in Sec. 5.
LeakyScatter utilizes two symmetrical apertures, one meant

for reception and another meant for transmission. Embedded
within the waveguide cavity are two mirrors as illustrated
in Fig. 4 to passively redirect the in-coupled signal from the
receiving aperture toward the transmitting aperture. More
specifically, a THz signal impinging on LeakyScatter at angle
θT X interacts with the first mirror inside the cavity, which
results in a 90◦ rotation in the propagation direction. Upon
impinging on the second embedded mirror, the signal deflects
in the reverse direction and moves towards the second slit. The
signal then leaks out into free-space through the second slit
with an emission angle of θRX . Given the reciprocity, we have
θT X = θRX , as also illustrated in Fig. 4. Such retrodirectivity
is essential to our backscatter networks as a single active
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Figure 4: A schematic of LeakyScatter, showing two open
slits and embedded mm-sized mirrors to guide the THz waves
in between.

transceiver (co-located emitter and detector) is now able to
establish a directional link with a truly passive architecture.

We can model the amount of backscattered power by
incorporating internal waveguide losses as well as the
far-field pattern of LeakyScatter in both TX and RX modes.
Specifically, when a transceiver sends an unmodulated
signal towards the waveguide, the total power that couples
into the waveguide is a function of frequency, f , and the
impinging angle θT RX , and can be modeled by Eq. (2). Once
the impinging signals couple into LeakyScatter, they will
experience propagation losses within the waveguide en route
to the transmitting aperture. Finally, the waves emit out with
a similar far-field behavior. Therefore, the total backscattered
power (Pbsc) at frequency f can be modeled as:

Pbsc( f ,φT RX ) ∝ G2( f ,φT RX )× (
1

LWG
), (3)

where LWG represents the incurred losses in the guided mode,
φT RX is the relative angle between the transceiver and the
LeakyScatter device. G( f ,φT RX ) is defined in Eq. (2). We
can see that the maximum backscattering power is achieved
when the impinging angle and signal’s frequency satisfies
Re{(βz − jα− kcosθ)L

2}= 0. Next, we explain how LWG is
modulated based on the data bit stream.

3.3 Data Modulation and Demodulation

So far we have explained how LeakyScatter realizes a
retrodirective communication link with an active external
transceiver. Now, we explain how LeakyScatter modulates
the backscattered signal to transmit information bits. Our
design is based on amplitude modulation such that different
backscattered power levels translate to distinct sequences of
bits. Fluctuation in power level is achieved by an on-demand
modification to the power loss inside the waveguide. In
particular, one of the aforementioned embedded mirrors
is replaced with a mm-sized rotatable MEMS mirror. By
changing the mirror’s orientation, we seek to control the

amount of power that is guided toward the second slit and
hence can potentially leak out back to free-space.

Fig. 5 explains how a slight misalignment in the orientation
of the MEMS mirror yields a non-negligible drop in
the backscatter power. In principle, if the dispersion was
minimal and the slit was infinitely thin, even an arbitrarily
small rotation of the mirror (i.e., δθrot) could cause zero
backscattered power as the guided waves would just miss the
open slit. However, in practice, due to dispersion and non-zero
slit width, changing the propagation path of guided waves
would yield a drop in power. The exact amount of power drop
is a complicated function of the frequency, slit dimension,
wave propagation constant, the leakage attenuation factor
(denoted as β and α in Eq. (2)), and more importantly, the
amount of rotation (i.e., θrot ).

Our key insight is that the amount of radiated power is
proportional to the leakage area and changing the trajectory
of guided waves would impact the effective aperture. For
simplicity, we consider a rectangular slit (width of W and
length of L) and assume that signal leakage is uniform across
the slit length. As shown in Fig. 5, when θrot increases and
the guided waves are further directed away from the open
slit, the effective aperture area seen by the guided waves
should decrease. Using ray optics, we write a first-order
approximation of the internal waveguide losses as:

LWG(θrot) = c1 + c2
Aslit

Ae f f (θrot)
= c1 + c2|

2L
W

tan(2θrot)|,

(4)
where c1 represents the constant losses such as propagation
loss within LeakyScatter and c2 is a constant aperture
coupling loss. Aslit is the area of the slit and Ae f f is the
effective aperture at rotation angle θrot . Note that c1 and
c2 is a deterministic function of the waveguide geometry
(e.g., the internal path length between the two slits) and can
be measured and known upon production. Clearly, LWG is
minimum at θrot = 0 and increases with θrot . Combining

Figure 5: An electronically rotatable mm-sized mirror
embedded within LeakyScatter changes the propagation path
of guided waves and thus effectively controls the size of
transmitting aperture seen by the guided waves.
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Figure 6: The block diagram of a THz backscatter network.
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Figure 7: The impact of slit width on total backscatter gain in
LeakyScatter.

Eq. (4) and Eq. (3), we can write:

Pbsc( f ) ∝
G2( f ,φT RX )

c1 + c2| 2L
W tan(2θrot)|

(5)

Putting all pieces together, Fig. 6 depicts the block diagram
of an TRX-LeakyScatter link. As shown, the modulator at
LeakyScatter sets the voltage values at the micro-mirror
MEMS driver according to the bit stream. The orientation of
the mirror would then change the trajectory of guided waves
imposing amplitude modulations. The modulated signal is
steered back toward the TRX. At the TRX, the demodulation
block retrieves the data bits from analyzing the measured
power spectrum.

3.4 Design Optimization for Maximizing
Reflection Gain

Given the link budget scarcity in backscatter networks,
we aim to maximize reflection gain (i.e., backscatter
power) in LeakyScatter. Here, we introduce the underlying
optimizations and trade-offs that achieve this goal.

3.4.1 Slit Geometry

The slit geometry plays a key role in the coupling efficiency
and directivity gain in LeakyScatter. In principle, a wider
slit is desirable as it allows for a better coupling between
guided waves and free-space waves. Yet, the angle-frequency
relation in leaky-wave antennas only holds for very thin slits.
Indeed, widening the aperture of a rectangular slit quickly

(a) w2 = 1 mm (b) w2 = 5 mm

(c) w2 = 10 mm (d) w2 = 15 mm

Figure 8: Far field emission pattern at various slit widths,
showing higher directivity gains achieved with wider slits.

invalidates the monotonic angle-frequency coupling due to
the increasingly non-uniform electric field distribution along
the slit. To circumvent this issue, we employ trapezoidal
apertures (also explored in [16]) to increase aperture size
while maintaining the coupling relations. Such slits enable
us to increase the captured energy from the receiving slit as
well as the out-coupled energy that leaks back out into space.
Larger slits also yield smaller diffraction, thus, ray optics
models are more accurate with larger slits.

We have simulated LeakyScatter with two symmetric
trapezoid slits with varying slit width. Fig. 7 presents the
simulated S21 parameter against slit widths. The smaller
width of these trapezoid-shaped slits is set at w1 = 1 mm
while the larger width is varied from w2 = 10 mm to 20
mm in COMSOL. These results were presented in the form
of S-parameters, which is a metric to describe the energy
propagation across different input/output ports. Here, we
define S21 as the ratio between the reflected energy from
a LeakyScatter compared to incident energy. Hence, S21 is
a good representative of the backscattering gain. It should
be noted that the S21 values do not directly translate to
the real-world measurements; yet, the general trend can be
successfully predicted by analyzing S-parameters.

From Fig. 7, we observe a clear rise in the radiated output
power (by 10dB) above its initial starting point at 10 mm. We
also look into these simulations in the angular space and plot
the directional far-field pattern of the backscattered signal
in Fig. 8. As shown, the beams become more pencil-shaped
and narrow, leading to higher directivity gains. Therefore,
from both simulations, we expect a higher link budget with
wider trapezoid slits. However, we emphasize an important
tradeoff here: intuitively, with a wider aperture, imposing a
fixed power/amplitude fluctuation of P would require a greater
mirror rotation angle (θrot). Unfortunately, our embedded
MEMS mirrors are extremely small (mm-sized) and thus
limited in their maximum rotation angle (e.g., 5◦ in our setup).
Further, in amplitude shift keying (ASK), the number of
symbols (or modulation order) depends on our flexibility to
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(a) (b)

Figure 9: E-Field simulation of (a) a flat mirror and (b)
an off-axis parabolic mirror showing the impact of mirror
geometry on dispersion inside the waveguide.

create sufficiently distinct amplitude levels. Hence, we argue
that thinner slits are more sensitive to small mirror rotations,
so they support higher modulation orders. We carefully take
into account the two sides of this tradeoff and fabricate
LeakyScatter with the optimal slit width of w2 = 15 mm.

3.4.2 Parabolic Mirror vs. Flat Mirror

The fixed mirror in LeakyScatter provides a 90-degree rotation
in the trajectory of guided waves. The guided waves dispense
as they travel inside the waveguide demanding a large
electronically-controlled mirror to collect and rotate these
waves. In order to keep the mirror size to mm-scale, we
explore other possibilities for the fixed mirror. In particular,
unlike flat mirrors, parabolic mirrors can focus EM radiation
to a focal point. Hence, we use an 90◦ Off-Axis-Parabolic
(OAP) mirror instead of a flat mirror to decrease dispersion
in LeakyScatter. An OAP mirror is a segmented part of a
parabolic mirror that diverts the incident signal by a specific
angle while focusing it at the same time.

Fig. 9 illustrates the simulation results of our OAP mirror
in comparison with a flat reflected surface at 173 GHz. This
plot demonstrates the E-field magnitude only between the
two mirrors to highlight the impact of the mirror shape.
While the flat mirror successfully reflects the incident wave,
it causes outward radiations as opposed to the parabolic
mirror that focuses the beam to the center of the MEMS
mirror. LeakyScatter thus takes advantage of an OAP mirror
to accurately re-direct guided waves toward the transmitting
slit and thereby increase the output power.

3.5 Concurrent Backscatter Links
The directional and wideband operation in LeakyScatter
networks allows for multi-node concurrent transmissions. In
particular, LeakyScatter supports a wide range of frequencies
(e.g., from 100 GHz to 500 GHz). Albeit, the correct spectral
band should be selected based on the angular configuration
of LeakyScatter relative to the active TRX. When multiple
LeakyScatter devices are sufficiently separated in the angular

Figure 10: Concurrent transmissions of multiple LeakyScatter
devices where backscattered signals can be separated in
spatial and/or spectral space.

domain, they can simultaneously and independently modulate
a different sub-band of the ambient wideband spectrum. This
separation in the angular domain can be seen with distributed
nodes at different locations around the TRX (as shown in
Fig. 10) or even in co-located nodes that have different
orientations. A straightforward strategy is to make TRX
broadcast a pseudo-pulse in all directions to collect data
from all existing nodes.3 In such a case, spatially-separated
LeakyScatters will modulate different sub-bands; thus, a
simple power detection across spectrum can retrieve the
information of multiple backscatter nodes. We emphasize that
such a scheme relies solely on power measurements. Each
LeakyScatter initiates its packet with a pre-known preamble
that is utilized at TRX for node identification, localization,
and steady-state power calibrations.

Interestingly, the bandwidth of a backscatter link would also
depend on the incident angle of THz signals on LeakyScatter.
Indeed, the non-linear angle-frequency function causes
the in-coupled/out-coupled spectral range (and therefore
bandwidth) to also change with angle. Particularly, the
operating bandwidth for a receiver located at the far-field
of a typical leaky waveguide device at an angle φ relative to
the waveguide can be described by

BW (φ) =
d f
dβ

dβ

dφ
∆φ =

c0

2b · sinφ tanφ
∆φ, (6)

where ∆φ is the effective angular aperture subtended by the
receiver and β is the wave number of guided waves.

Eq. (6) indicates that the bandwidth is wider for lower
emission angles. Hence, given a fixed application-driven
bandwidth per node, a non-uniform distribution of concurrent
LeakyScatters is expected across the entire angular space.

In summary, the Thz LeakyScatter networks offer a
two-layer protection against inter-user interference. Namely,

3Designing efficient medium access protocols for multi-node
backscattering is out of the scope of this work and is a subject of
future studies.
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(a) (b)
Figure 11: Our (a) fabricated LeakyScatter with (b) a 4.6 mm
electrostatic MEMS mirror.

the directionality of the reflected signals offers opportunities
for space division multiple access and the inherent
spatial-angular correlations allow the leaky-wave backscatter
nodes to operate on different sub-bands according to their
angular settings. This flexible multi-band operation would
be self-regulated by the LeakyScatter’s architecture at zero
power costs, allowing scalability to dense user populations.

4 Experimental Platform and Methodology

We evaluate the performance of our LeakyScatter through
extensive COMSOL simulations and over-the-air experiments.
Our custom waveguide-based backscatter device, as illustrated
in Fig. 11, is constructed with two thin metal plates held in
parallel at a separation of 1 mm (i.e., b = 1 mm). The overall
dimension is 60 mm × 54 mm. On the front metal plate,
we cut two trapezoidal shape slits with longer and shorter
widths of 1 mm and 15 mm, respectively. Both slits are
20 mm long. We embed a reflecting OAP mirror that has
a smooth metal surface in between the two plates (hence, the
thickness of the mirror is also 1 mm). We emphasize that
building such a device is cheap (only a few cents) and can
be done in a machine shop. To modulate the amplitude of
backscattered signals, we employ a mm-sized MEMS mirror,
offering continuous rotation in both its x and y directions
(with a max rotation angle of ±5◦). The average power
consumed by the MEMS mirror is less than 1 mW for
continuous full-speed operation. The mirror is controlled
via a low-profile driver with max voltage of 5 V. Resonant
frequencies of these mirrors range from a few kHz up to tens
of kHz and change with mirror size [38].

Our system architecture assumes a tunable wideband
transceiver that is able to transmit signals above 100 GHz
and steer them toward LeakyScatter nodes. Hence, we use a
time-domain broadband system (TeraMetrix T-Ray [1]) that
produces an ultra-short pulse with a flat frequency response
between 100 GHz to 400 GHz. The detector measures the
electric field magnitude at a wide range of frequencies with
a spectral resolution of 1.22 GHz (sampling rate of 10 THz).
The emitter and detectors are both linearly polarized with a
polarization extinction ratio (the ratio of transmitted/received

Figure 12: Our experimental setup.

power between the intended and orthogonal polarization
modes) < 20:1. We collect raw time-domain samples and
apply conventional signal processing techniques (smoothing,
filtering, FFT, etc.) to isolate the signal at the spectral range
of interest. Note that even though our testbed provides
time-domain waveforms, LeakyScatter only uses power
measurements (albeit across multiple frequencies) for data
demodulation and detection.

Fig. 12 demonstrates our experimental setup consisting
of the LeakyScatter and our THz emitter and detector. The
emitter is configured at various settings. The detector is placed
on a motorized rotation stage on top of a 2D motorized
translation stage providing high-precision movement around
the waveguide at various configurations. The emitter is
equipped with a collimating lens that directs the THz signal
into the upper slit of the waveguide.

Our evaluations are limited to an angular range of
20-60 degrees due to our transmitter’s low output power.
Specifically, the transmit power above 400 GHz, which
corresponds to angles below 20 degrees, is always about 6 dB
or more weaker, making the reflected signal harder to observe.
Additionally, signals are very noisy at < 170 GHz due to
a combination of higher dispersion inside the waveguide,
getting closer to the cutoff frequency (which is currently 150
GHz but can be changed by modifying the plate separation)
and limited spectral resolution of the setup. A higher transmit
power is needed to compensate for these losses and will be
addressed with future THz transmitters. Nevertheless, we
emphasize that our observations and conclusions presented in
the paper hold true for all other angles.

5 Evaluation

In this section, we discuss our over-the-air experiments and
evaluate the key design components of LeakyScatter.

5.1 Reciprocity
First, we experimentally characterize and compare the
transmission and reception characteristics of leaky
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Figure 13: Experimental evaluation of the leaky-wave antenna
reciprocity: The angle-frequency correlation holds in both
transmission and reception modes.

waveguides to validate the reciprocity in angle frequency
coupling. This is a crucial building block for designing a
waveguide-based retrodirective backscatter device.

Setup. To this end, we employ two different configurations,
as also shown in Fig. 3. In particular, for measuring the
emission radiation pattern of a leaky-wave antenna, we focus
a THz pulse into a single-slit waveguide with an external
lens of focal length 75mm. The THz detector is placed
on a 2D translation stage at a fixed distance where it can
be configured at multiple angle directions relative to the
waveguide. Similarly, our setup for measuring the reception
pattern of the leaky-waveguide switches the source and
the detector, i.e., the wideband source is now placed on
a 2D translation stage and the detector focused into the
waveguide. In both setups, the same exact waveguide was
used. We configured the detector in transmission and source
in reception at different angles, each corresponding to θRX
and θT X from Fig. 4 respectively, ranging from 30◦ to 63◦.

Fig. 13 shows the normalized power spectrum
measurements from both reception and transmission
for a few configurations, namely, 40◦, 42◦, 45◦, 50◦, 55◦,
and 60◦. As the angle changes, we see a clear shift in the
peak frequency and bandwidth in both modes (reception
and transmission), obeying both equations Eq. (2) and
Eq. (1). More importantly, the peak frequencies in the
reception and transmission modes are in agreement, with
the greatest discrepancy being a 2 GHz difference at 60◦.
There is, however, a discrepancy in the bandwidths of
the reception and transmission measurements with the
transmission bandwidths being generally larger than the
reception. This is largely a result of the different distances
of the detector-waveguide in transmission mode (38cm) and
of the source-waveguide in reception mode (29.5cm). The
shorter distance in transmission allows for a larger acceptable
range of in-coupling frequencies, as opposed to the reception
setup, and hence a wider bandwidth. Nevertheless, the overall
spectral profiles closely follow each other.

We have experimentally illustrated that leaky-wave
antennas are reciprocal, i.e., the angle-frequency relationship
holds true when the antenna used in transmission and
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Figure 14: Experimental characterization of retrodirectivity in
LeakyScatter: (a) The measured radiation patterns at different
settings; (b) the max-power backscatter angle vs. the ground
truth impinging angle.

reception modes. LeakyScatter leverages this property to
enable retrodirective scattering with zero power consumption.

5.2 Retrodirectivty
Next, we experimentally evaluate the retrodirectivity
in LeakyScatter, which is the ability to steer the
backscatter signals toward the transceiver. Such directional
communications are essential for closing the link given the
high path loss at 100 GHz.

Setup. To assess this, we use the setup illustrated in Fig. 12.
We integrate a fixed mirror (instead of a rotating mirror) inside
the waveguide to direct the guided waves from the receiving
aperture toward the transmitting aperture. We try multiple
impinging angles between the THz emitter and LeakyScatter
(θT X ). Each time, we move the THz detector on a 2D stage
to measure the radiation pattern of directional backscatter
signals. Recall that given the reciprocal angle-frequency
coupling of leaky waveguides, we expect to observe the
backscattered signal being strongest when the angle of
reflection is the same as the impinging angle.

Fig. 14a presents the normalized power distribution of
backscattered signal across space given several THz source
configurations (θT X ): 30◦, 33◦, 36◦, 39◦, 42◦, 45◦, and 48◦.
Given that our source is wideband, evaluation for each of the
backscattering transmissions were restricted to spectral band
where Eq. (5) gave minimal losses. As expected, in each of
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Figure 15: Normalized received power at different reflection
angles.

the corresponding curves, the peak reception occurs when
the reflection angle is equal to the transmission angle with a
half-power beamwidth of 10.56◦ on average.

Fig. 14b presents these results against the expected
behavior demonstrating that LeakyScatter achieves a mean
error of 1.911◦. We observe an increase in the overall
error and fluctuations at higher impinging angles (i.e., when
LeakyScatter is placed at larger angles relative to the
THz emitter). We find two underlying reasons for this
observation: (i) the inherent angle-frequency relationship in
leaky waveguides is a nonlinear function such that the spectral
profile is much more similar (less differential) at larger
emission/acceptance angles. This implies that the main lobe
of backscatter radiation is prone to slight misalignment when
LeakyScatter is positioned at larger angles; and (ii) the overall
backscattered power is not uniform at different configurations.
We show the dependency of maximum reflected power with
the angular location of LeakyScatter in Fig. 15. As we
approach higher angles, the received power begins to drop
(e.g., a drop of 10 dB is observed when the location changes
from 30◦ to 51◦). However soon after, the maximum received
power begins to be less location-dependent. Although our
results show that retrodirective beams can be formed, they
also reveal that the directivity gain is not uniform across space.
In other words, the amount of reflected power would depend
on the LeakyScatter’s location relative to the TRX: those
positioned at smaller angles have the advantage of forming
more directive/high-power backscattered links. This is to
some extent a direct impact of our design specs (e.g., OAP
mirror) that will be discussed later.

We have experimentally validated that our proposed
backscaterring architecture is retrodirective and can establish
and maintain directional connectivity with an external
transceiver regardless of its location.

5.3 Data Modulation

Next, we experimentally evaluate the ability of LeakyScatter
to modulate the impinging signal for data transmission.

LeakyScatter modulates the reflection path within the
waveguide via an electronically-controlled mirror, thus
enabling ASK by imposing different reflection power (or
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Figure 16: Measured modulated backscattered signal at
various center frequencies, showing the spectral agility of
LeakyScatter.
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Figure 17: The sensitivity of backscatter gain (captured by
S21 simulations) to mirror rotation in LeakyScatter.

amplitude). Specifically, we use the same setup as in 5.2
except that we employ a mm-sized MEMS mirror for digital
data encoding. As an example ASK, we map the base
orientation of the Mirror (θrot = 0◦) to a “0” bit and the
rotation angle of 5 degrees (θrot = 5◦) to a “1” bit. At
the detector, different power levels are translated to their
corresponding bit. We emphasize that this binary ASK is
evaluated as an example scheme. Higher order modulation is
feasible with arbitrary encoding of symbols to the embedded
mirror’s orientation (i.e., reflected amplitude).

Fig. 16 shows the successfully transmitted bit stream
0011100010101 with a symbol time of 5 seconds. We
repeated this experiment at different center frequencies fc =
210 GHz, 250 GHz, 280 GHz, and 314 GHz (corresponding
to reflection angles of 45◦, 37◦, 32◦, and 28◦ respectively).
Our results demonstrate a successful demodulation/detection
regardless of the carrier frequency or LeakyScatter’s relative
angular location. However, we observe that the difference
between the two power levels (representing 0 and 1) gets
smaller at lower frequencies. This implies that the ASK
modulation order is limited for lower frequencies.

To better understand this experimental observation, we have
simulated the LeakyScatter structure in COMSOL and looked
into the S-parameters of this device. Specifically, Fig. 17 plots
S21 as a measure of the backscatter power at different mirror
rotations. We repeat the simulations for several impinging
angle configurations. Surprisingly, at any mirror orientation,
we observe a larger S21 at lower impinging/reflecting angles.
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(a) fc = 173 GHz, θrot = 0 (b) fc = 173 GHz, θrot = 5

(c) fc = 261 GHz, θrot = 0 (d) fc = 261 GHz, θrot = 5
Figure 18: E-field simulations of guided waves in
LeakyScatter.

Further, the power drop caused by the mirror’s rotation is
generally more pronounced at smaller angles (e.g., an S21 drop
of 2.25 dB at θT RX = 60◦ vs. a 4.1 dB drop at θT RX = 35◦.
Note that this trend holds for negative rotations (not shown).

To find the underlying reason, we looked further into the
simulated E-field inside the waveguide at the same device
configurations. Fig. 18 depicts this with an in-coupled signal
of 173 GHz and 261 GHz signal at rotation angles θrot = 0
and θrot = 5. Interestingly, we observe less dispersion for the
higher frequency tone; i.e., the guided waves are much more
directed (laser-like) at 261 GHz, especially as they interact
with the embedded parabolic mirror. The propagation path
of guided waves can thus be more precisely controlled via a
rotating mirror. There is a clear drop in the amount of power
at the second (transmitting) slit due to the 5◦ mirror rotation.
This implies that the ASK modulation order (i.e, the number
of symbols which here correlate with the number of distinct
power levels using an electronically-controlled rotating
mirror) is frequency-dependent with higher frequencies
offering higher modulation orders.

We have experimentally demonstrated that we can
piggyback information bits on the backscattered signal with
LeakyScatter. Interestingly, a higher modulation order can be
achieved at higher frequencies due to their small dispersion
and laser-like behavior in guided mode.

5.4 Multiple Concurrent LeakyScatters

Finally, we investigate the user capacity in LeakyScatter
networks. We consider a single transceiver and emulate
multi-node backscattering by placing the LeakyScatter at
various locations and collecting the raw power spectrum.

First, we experimentally evaluate the half-power bandwidth
at various TRX-LeakyScatter angular configurations. As
discussed in Sec. 3.5, we expect larger half-power bandwidths
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Figure 19: Experimental characterization of user density: (a)
Spectral band of operation in LeakyScatter when configured at
various impinging angles; (b) Total concurrent LeakyScatter
nodes given their application-driven bandwidth requirements.

at lower incident angles. Fig. 19a confirms this claim through
experimental analysis where the bandwidth of backscatter
links are captured across different angular positions (all at a
fixed distance of 34 cm from LeakyScatter). This observation
suggests that the concurrent user capacity ( given a per-user
bandwidth) is also non-uniform across space, and dependent
on the incident angle with a similar trend.

Fig. 19b shows the emulated total number of concurrent
users across the angular domain. We assume directional
pencil-shaped beams (1◦ of beamwidth) at TRX4. Further,
we emulate five different bandwidths for backscatter
communication. Note that in practice, this number is
application-dependent. According to Fig. 19b, LeakyScatter
can establish 430 simultaneous non-overlapping links with
a spectral allocation of 0.25 GHz per user. Similarly, 18
users can be supported at a spectral allocation of 4 GHz
each. We emphasize that different backscatter nodes modulate
different portions of the spectrum (according to their location
and orientation); thereby, having multiple nodes is a simple
extension of a single LeakyScatter as the signals are
orthogonal in frequency. In the future, we will experimentally
implement a multi-backscatter network using a multi-beam
multi-frequency emitter.

We have experimentally demonstrated that by taking
advantage of LeakyScatter’s retrodirectivity and spectral
agility, we can support multiple concurrent backscatter nodes
in dense user settings.

4For simplicity, we consider the far-field scenario in which the backscatter
range is much larger than the dimension of the physical LeakyScatter nodes.
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6 Discussion and Limitations

In this section, we discuss the opportunities and limitations
in THz backscatter networks as well as our future directions.

Mobility Support with LeakyScatter. One of the main
challenges in directional communication is maintaining beam
alignment despite nodal mobility. LeakyScatter offers a
retrodirective link which means the backscatter beam will
always point back toward the broadband TRX regardless
of device motion. Interestingly, this will be accompanied
by a change in the spectral profile observed at the TRX.
This opens the door for simultaneous data transmission and
localization, an emerging paradigm for 6G wireless systems.
Note that leaky-wave antennas have been used recently for
angular positing in unmodulated and active settings (non
backscattering) [11, 13, 28]. This paper is the first effort that
exploits the angle-frequency coupling in leaky-wave devices
for enabling low-power frequency-agile backscattering at the
sub-THz regime.

Communication Range and Coverage. A common
concern in all backscattering networks is the limited
communication range, i.e., the range of a backscatter
link is always smaller than an active TX-RX link due
to lack of amplification at the backscatter. This issue
worsens in sub-THz and THz frequencies that suffer from
increased propagation attenuation. Yet, our experimental
results demonstrate the feasibility of closing a link at
frequencies as high as 314 GHz without any amplifications
and via an ultra-low-power broadband emitter/detector. Our
source has an average output power of 400 nW across 5 THz
non-uniformly. Our current implementation of LeakyScatter,
however, has an operating bandwidth of approximately 400
GHz which upon calculation yields a 260 nW average
power output. Even under such stringent power budgets, a
communication range of half a meter was achieved. This is
owed to the directionality at LeakyScatter which compensates
for the higher path loss. Note that our communication
range is similar to the numbers reported by prior work
that uses an active leaky-wave antenna [13, 28] which
implies that the limitation in range is a direct result of
the employed low-power source and not the architecture of
LeakyScatter. Employing more realistic TRX can scale up
the transmitter-receiver distance as links at WLAN-scale
distances (100+) meters have already been demonstrated
above 100 GHz [59, 60].

We note that LeakyScatter is limited in angular coverage
of 90◦. Prior work proposed a periodic arrangement of slits
to extend the coverage of leaky-wave antennas to 180◦ [32].
To extend the coverage to 360◦, open slits on both ends are
needed. One potential design is to use three aluminum plates
such that two of the plates contain periodic slits and the ‘center
plate’ acts as the common ‘back plate’. We will investigate
these architectures in the future.

Fabrication Cost and Power Consumption. LeakyScatter

can be easily fabricated with two thin metal plates, spacers,
and an electronically-controlled mirror. Prior work has
realized leaky-wave antennas via integrated circuits, i.e.,
in 65nm CMOS with an area size of 3mm2 [50]. The
small form factor, ease of fabrication, and low cost make
such designs suitable for various IoT applications. The
integrated broadband emitter/detector, however, can be power
demanding. We emphasize that such asymmetry between
the transceiver and the backscatter tag is typical in these
networks [34]. Nevertheless, ongoing research continues to
develop efficient low-power THz transmitter and detectors
suitable for future handheld devices [5, 49, 51].

Higher Order Modulation. We have introduced a novel
low-power physical layer architecture for THz communication
by showing the feasibility of passive THz backscattering;
nevertheless, further extensive study is needed for a full-stack
demonstration. Additionally, the current achievable data-rates
fall behind the speeds promised within the THz regime.
The underlying bottleneck is the speed of the electro-static
MEMS mirrors which can be addressed through novel
modulation strategies. Building high-speed THz modulators
is itself an emerging field of research, with recent advances
in materials (e.g., carbon nanotubes and graphene) showing
promise [4, 7, 39]. In this paper, we consider a noncoherent
on–off keying modulation scheme, which is one of the
two identified modes in the recent standardization of the
IEEE 802.15.3d task group [42]. Nevertheless, in the future,
we will explore not only coherent modulation techniques
and higher-order amplitude-phase schemes, but also optical
modulation techniques, such as via variation in waveguide’s
electromagnetic permittivity, for larger data-rates.

7 Conclusion

In this paper, we present LeakyScatter, a novel structure
that enables low-power directional backscattering above
100 GHz. LeakyScatter adopts the inherent dependency
of emission angle on frequency in LWAs to passively
redirect the signals back in the same direction from which
they were transmitted. The proposed architecture utilizes
a metal parallel-plate waveguide with two open slits. Data
transmission is facilitated via a mm-sized MEMS mirror that
modulates the reflection loss (i.e., amplitude of backscattered
link) according to the bit stream. Our over-the-air experiments
show that LeakyScatter is ultra-wideband and spectrally-agile
operating at few 100s of GHz, opening unique opportunities
for dense user implementations.
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Abstract
Offloading the beamforming task from the endpoints to
the metasurface installed in the propagation environment
has attracted significant attention. Currently, most of the
metasurface-based beamforming solutions are designed and
optimized for operation on a single ISM band (either 2.4 GHz
or 5 GHz). In this paper, we propose RF-Bouncer, a compact,
low-cost, simple-structure programmable dual-band metasur-
face that supports concurrent beamforming on two Sub-6
ISM bands. By configuring the states of the meta-atoms, the
metasurface is able to simultaneously steer the incident sig-
nals from two bands towards their desired departure angles.
We fabricate the metasurface and validate its performance
via extensive experiments. Experimental results demonstrate
that RF-Bouncer achieves 15.4 dB average signal strength
improvement and a 2.49× throughput improvement even with
a relatively small 16 × 16 array of meta-atoms.

1 Introduction

It is a common practice for wireless communication systems
to leverage beamforming technique to improve the throughput
and extend the communication range. Higher beamforming
gain requires a larger number of antennas installed on the
communication endpoints. Two practical challenges hinder
the deployment of radio systems with a large antenna array.
First, the majority of today’s IoT devices have to be small in
size due to cost and form factor constraints, leaving no space
for a large array. Second, the radio chains connected to each
antenna increase hardware costs and power consumption.

Recently, offloading the beamforming from the communi-
cation endpoints to a metasurface deployed in the propagation
environment has attracted significant attention [4, 14]. RFo-
cus [4] leverages a metasurface that consists of thousands of
simple 2-way RF switches to beamform the incoming signal
towards the receiver. Due to the limited programmability of

∗Co-primary authors, both authors contributed equally to this research.
†Corresponding author.

Incident 
wave

Departure 
wave

Departure 
wave

x

y

z
Incident 

wave

2.4 GHz 2.4 GHz 5 GHz 5 GHz 

(a) RF-Bouncer principle.

2.4 GHz band
5 GHz band

Smart Home

Laptop

Router

SmartPhone

Security
Camera

RF-Bouncer

(b) 3D scenario.

Figure 1: RF-Bouncer’s metasurface simultaneously steers
the incident signal towards the target directions at two bands,
improving the overall performance of dual-band concurrent
communication in a complex 3D indoor environment.

the RF switch, i.e., switch on for reflecting and switch off
for no reflection, RFocus needs huge number of meta-atoms
to work efficiently and robustly. RFlens [14] upgrades the
metasurface with a dedicated meta-atom that resembles a 1-
bit phase shifter and thus achieves reasonable beamforming
performance with only 256 functional meta-atoms.

We observe that most of the current metasurface-based
beamforming solutions focus on optimizing communication
performance on single frequency band, for example, RFocus
works for frequencies below 3 GHz while RFlens is optimized
for 5 GHz band. But, these two Sub-6 ISM bands at 2.4 GHz
and 5 GHz accommodate three wireless protocols widely used
for communication between IoT devices: Wi-Fi, Bluetooth
and ZigBee. Due to the densely deployed IoT devices, con-
current wireless transmissions over two Sub-6 ISM bands are
very common. A naive solution to extend existing solutions
to support dual-band operation is to install two meta-surfaces,
one for a single band. Such a solution not only requires more
deployment space to accommodate the extra metasurfaces
but also results in higher costs. Stacking one metasurface on
top of another [42] is another option to support the dual-band
operation, resulting in a complicated circuit design. More re-
cent attempts [11,14,26,32] employ varactor to adjust phase,
which incurs a high insertion loss [26,32] and require a precise
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and sophisticated DC voltage control backend [11, 14].
In this paper, we propose to design an area-efficient, low-

cost, and simple-structure programmable dual-band metasur-
face that supports concurrent beamforming on two ISM bands.
By concurrent beamforming we mean the metasurface is able
to simultaneously steer the two incident signals from two ISM
bands towards their desired departure angles, just as shown
in Figure 1. The locations of the two pairs of transceivers are
random in practice, so our metasurface should work with a ar-
bitrary combination of two incident angles and two departure
angles in 3-D space, as shown in Figure 1 (b).

Designing a dual-band metasurface is challenging. Gener-
ally, to maximize the communication efficiency, the electric
length of the RF components (meta-atoms) should match the
wavelength of the signal. There exists a large discrepancy in
the wavelength of signals from two widely separated bands,
for example, the wavelength is 12 cm and 6 cm for signals at
frequency 2.4 GHz and 5 GHz, respectively. Therefore, it is
difficult to fabricate hardware with fixed physical dimensions
but multiple resonance frequencies.

To solve the problem, we propose a novel meta-atom that
has two resonant frequencies (bi-resonant), by integrating two
antenna structures. The basic structure of our meta-atom is a
metal-backed patch square structure. By adjusting its physical
dimensions, we successfully fix its resonant frequency to the
first ISM band (2.4 GHz). To generate an additional resonant
frequency, we propose to etch slots on the patch, since the
slots impact the path of the stimulated current and thus the
resonant frequency, according to antenna theory [5]. By fine-
tuning the location, the number and the physical dimensions
of the slots on the patch, we successfully generate the second
resonant frequency at the second ISM band (5 GHz) without
affecting the first resonant frequency.

To empower the meta-atoms with dual-band programmabil-
ity, we embed two PIN diodes into carefully selected positions
of the patch on the meta-atom. Each PIN diode functions
similarly to an RF switch, and two PIN diodes provide four
"on/off" states. Depending on the state of the PIN diodes, the
meta-atom introduces different amount of phase shifts to its
reflected signal, resembling a 2-bit phase shifter.

Based on our programmable dual-band metasurface, we im-
plement a dual-band beamforming algorithm that can quickly
configure the states of all meta-atoms to accurately steer the
incident signal towards the desired departure angle. We also
design a beam alignment algorithm to adjust the configura-
tions of meta-atoms in real-time to handle user mobility.

We build a prototype of RF-Bouncer’s metasurface by em-
bedding 16 × 16 meta-atoms inside an area of 0.35 × 0.35m2.
Owing to its small form factor, RF-Bouncer’s metasurface
can be attached to the facades of the ambient environment
such as walls, furniture, and advertisement boards. Hence, RF-
Bouncer can easily cope with complex indoor environments,
as shown in Figure 1. Extensive experiments demonstrate
that even with the small-size prototype, RF-Bouncer enables

15.4 dB average signal strength improvement and a 2.49×
throughput improvement. RF-Bouncer also works robustly
across protocols (e.g., Bluetooth, Zigbee and Wi-Fi), and in
complex radio environments (3D and even NLoS).
Contributions. The main contributions of RF-Bouncer are:
(i) We design a programmable dual-band metasurface that
supports concurrent beamforming over two ISM bands1. (ii)
We implement a dual-band beamforming algorithm that can
quickly configure the metasurface to simultaneously steer the
incident signals of two bands towards their desired departure
directions. (iii) We fabricate RF-Bouncer’s metasurface and
validate its effectiveness in a wide range of practical scenarios.

2 Related Work

Metasurfaces and smart surfaces. Metasurfaces are three-
dimensional, periodic, and artificial structures [6, 10, 17, 30].
By manipulating the phase/ amplitude of electromagnetic
waves, it can beamform or re-steer the signals towards an
intended direction, so as to extend the network coverage.
MilliMirror [28] utilizes a 3D printed metasurface to re-
steer mmWave beams to illuminate coverage blind spots. Al-
though promising, such metasurfaces are not configurable.
To enable programmability, prior studies focus on adding
electronic components (i.e., varactors [8, 12, 15] or PIN
diodes [35, 40, 41]) into the metasurface. Another line of lit-
erature improves indoor network coverage by designing and
deploying smart surfaces in the environment to manipulate
wireless channels. These smart surfaces generally consist of
non-periodic but adjustable electronic components [4, 13, 39].
While the above methods have shown great promise, they
mostly focus on single-link optimizations and are not yet opti-
mized for dual-band concurrent links or 3D coverage. Unlike
them, RF-Bouncer aims to simultaneously support dual-band
wireless links (e.g., 2.4 GHz and 5 GHz) and targets indoor
3D network coverage improvement.
Expanding indoor wireless coverage. To expand the wire-
less coverage, several systems [9, 16, 20, 27, 36] deploy pas-
sive reflectors near the AP to reflect the incident signal to
enhance the link SNR. Such reflectors, however, cannot be re-
configured, resulting that they cannot adapt to dynamic indoor
environments. Instead, RF-Bouncer can dynamically config-
ure the metasurface to reshape incident beams, thus adapting
to dynamic indoor environments. Alternatively, some stud-
ies improve indoor wireless coverage by installing multiple
APs [24, 25, 29, 34] or RF relays [2, 7, 18] in the environment.
Yet, when applying to a new wireless standard or working
frequency band, these approaches require updating protocols
or hardware, which is cumbersome and high implementation
cost. In contrast, RF-Bouncer is a standard-agnostic and cost-
effective solution to enhance indoor wireless coverage.

1The design of RF-Bouncer is available at: https://github.com/ZYF-
PhD/RF-Bouncer_OpenSource
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Dual-band design. Many efforts have been devoted to design-
ing dual-band metasurfaces. Stacking two metasurfaces with
two resonant frequencies is a straightforward solution [42],
which however results in complicated circuit design. Some
studies [22, 37] exploit polarization orthogonality to enable
dual-band reflectarray antenna, one polarization for each band,
while RF-Bouncer supports dual-band with the same po-
larization, without requiring low-cost IoT devices to rotate
when switching the working frequency bands. [23] propose
a metasurface structure that supports dual-band but only pro-
duces two symmetrical reflected beams, lacking programma-
bility in controlling the departure direction. Some recent at-
tempts [11, 32] employ varactor to adjust phase, which incurs
a high insertion loss [26,32] and requires a precise and sophis-
ticated DC voltage control backend [11,14]. [3] also supports
dual-band operation, but focuses on blocking the signal from
one band (either 2.4 GHz or 5 GHz) from penetrating through,
whose purpose is entirely different from RF-Bouncer. The
most relevant work is [31], which proposes a similar structure
to support dual-band frequencies of the same polarization, but
it only focuses on simulation and merely fabricates two meta-
atoms as a proof-of-concept prototype. Compared with the
existing dual-band design, RF-Bouncer leverages PIN diodes
and a simple square patch to achieve a programmable dual-
band metasurface that supports dual-band operation with the
same polarization. Due to the simplicity of its structure, the
proposed metasurface is easy to fabricate and thus can be
easily embedded into the environment to support various IoT
devices. Furthermore, RF-Bouncer designs a dual-band beam-
forming algorithm that can quickly configure the states of all
meta-atoms to accurately steer the incident signal towards the
desired departure angle, which has not been implemented by
any of the prior works.

3 Hardware Design of the Metasurface

In this section, We introduce the design of the meta-atom
followed by a description of the overall architecture of the
whole metasurface.

3.1 Design Goal and Challenges
Design goals. To support diverse IoT devices in complex
indoor environments, we have the following two design goals

for RF-Bouncer’s metasurface:
Goal 1: Concurrent dual-band communication. The metasur-
face must support concurrent wireless communication over
two widely separated frequency bands, e.g., 2.4 GHz and
5 GHz in our current implementation.
Goal 2: Dual-band programmability. The metasurface should
have dual-band programmability to facilitate concurrent beam-
forming for communication at two frequency bands.
Design challenges. To achieve of design goals, we also face
the following design challenges:
Challenge 1: Discrepancy in electric length. To maximize the
communication efficiency, the electric length (physical size)
of the meta-atoms depends on the operating frequency, i.e., the
electric length should be half of the signal wavelength. There
exists a large discrepancy in the electric length of two widely
separated bands, for example, the electric length is 6 cm and
3 cm for signals at frequency 2.4 GHz and 5 GHz, respectively.
Therefore, it is difficult to fabricate hardware with a fixed
physical dimension but multiple resonance frequencies.
Challenge 2: Enabling programmability. Empowering the
meta-atoms with programmability without affecting the re-
flection efficiency is the second challenge.

3.2 Design of Meta-Atoms
In this section, we first introduce the hardware architecture of
the meta-atoms followed by the description of the programma-
bility of meta-atoms.

3.2.1 Dual-band Meta-Atoms

The basic structure. We propose to build our meta-atom
based on the metal-backed patch square structure, which con-
sists of three tightly connected layers: a metallic square patch
on the top, a dielectric cuboid in the middle, and a metallic
sheet at the bottom, just as shown in Figure 2. According to
the cavity model theory [19], the resonant frequency of such
a patch structure is given as:

f =
c

2
√

εre
· 1

le
(1)

where c is the free-space speed of light. The parameter εre is
effective dielectric constant of the dielectric cuboid, which is
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given as:

εre =
εr +1

2
+

εr −1
2

(
1+

12h
w

)− 1
2

(2)

where εr is the fundamental dielectric constant of the material
that makes up the dielectric cuboid, w is the width of the patch,
and h is the height of the dielectric cuboid. The parameter le
is the effective length of the patch, which is given as:

le = l +0.824h ·
(εre +0.3)(w

h +0.264)
(εre−0.258)(w

h +0.8)
(3)

where l is the length of the patch. We know from Eqn. 1, 2, and
3 that the resonate frequency of the structure is determined
by the length l, the width w of the patch, and the height h of
the dielectric cuboid.

To embed more meta-atoms within one metasurface, we
prefer area-efficient design, i.e., smaller width w and length l.
We leverage High Frequency Structure Simulator (HFSS) to
conduct comprehensive simulations to quantitatively examine
the relationship between the resonant frequency and the phys-
ical dimension of the meta-atoms. From the result in Figure 3
(a), we observe that, for a fixed dielectric cuboid height h,
decreasing the w and l results in increased resonant frequency.
Therefore, to maintain the resonant frequency at 2.4 GHz, an
area-efficient meta-atom inevitably leads to a thick dielectric
cuboid. To balance the size of meta-atom and thickness of
the metasurfaces, we conduct extensive off-line simulations
and chose the combination of w = 17.5mm, l = 17.5mm and
h = 6.8mm for our meta-atom. The final result is illustrated in
Figure 3 (b), from which we see that the resonance frequency
is indeed at 2.4 GHz.
Dual-band operation. To empower the meta-atom with
a dual-band capability, we propose to fine-tune the metal-
backed patch square structure to generate a second resonant
frequency at 5 GHz while keeping the first resonant frequency
at 2.4 GHz. Inspired by the theory of slot antenna [5], we pro-
pose to etch slots on the patch to generate additional resonant
frequency, since the slots on the patch would change the path
of the stimulated current and thus the resonant frequency. The
final patch structure and thus the resonant frequency depends
on the location and the number of slots we etch to the patch.

To study the relationship between the location of the slot
and the resonant frequency, we pick six candidate slot posi-
tions on the patch, as shown in Figure 4 and leverage HFSS

(a) The length of slot. (b) The width of slot.

Figure 8: The impact of different slot lengths and widths.

simulation to calculate the resonant frequency. We plot the
simulation results in Figure 5, from which we observe that
the slots located at the edge of the patch, i.e., the slots 1⃝,
2⃝, 5⃝, and 6⃝, have minimum impact on the first resonant

frequency, but indeed generate the second resonant frequency.
The slots at the center, i.e., the slots 3⃝ and 4⃝, however, sig-
nificantly change the first resonant frequency (shifting it from
2.4 GHz to 2.1 GHz). To explain the rational behind such a
phenomenon, we plot the current distribution of the original
frequency (2.4 GHz) is shown in Figure 6. We see that the dis-
tribution is highly unbalanced: the current at the edge is much
weaker than the current at the center of the patch. According
to [21], narrow slots located close to the current minima have
a minor perturbation to the original resonant frequency. Con-
sequently, we should etch the slots at the edge of the patch to
maintain the first resonant frequency at 2.4 GHz.

Even though a new resonant frequency is successfully ex-
cited, the reflected signal by the meta-atom is weak at the new
resonant frequency, since the impedance between the meta-
atom and the free space is close to each other. Specifically, the
reflection coefficient Γ of an antenna measures the portion of
re-radiated signal, whose value is given as Γ = Z11−Z0

Z11+Z0
, where

Z0 = 120πΩ is the impedance of free space. We can see that
a larger difference between Z11 and Z0 means more power of
the incident signal re-radiates. To obtain more energy from re-
flective signal, we propose to increase the surface impedance
and thus increase the impedance difference between Z11 and
Z0. Our solution is to etch multiple slots at locations with
small current to form an antenna array. Figure 7 depicts the
Z11 of the meta-atom, with the number of etched slots varying
from one to four. We see that the surface impedance indeed
increases with the number of slot increases, but the second
resonance frequency also diverges from the desired 5 GHz.
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Figure 11: Reflection phase of different frequency bands.

(a) 2.4 GHz band (b) 5 GHz band

2.4 2.48 5.15 5.35

 = 0.7  = 0.7

Figure 12: Reflection coefficient of 2.4 GHz and 5 GHz.

We, therefore, further fine-tune the physical dimensions
of the slots to shift the second resonant frequency back to
5 GHz. We use HFSS to calculate the impedance of the meta-
atom with varying slot length ls and width ws, and plot the
results in Figure 8. We see that the increase of both ls and ws
leads to a decrease in second resonant frequency. We choose
the combination of ls = 7mm and ws = 0.5mm as our final
solution. The final impedance of the meta-atom is plotted in
Figure 9, from which we see that our optimized meta-atom not
only shifts the resonant frequency back but also maximizes
the reflection efficiency at two operating frequency bands.

3.2.2 Empowering Programmability for Meta-Atoms

To empower the meta-atom with phase-shifting capability, our
basic solution is to embed tunable electronic components into
the metallic patch. By programming the state of the electronic
components, we change the surface impedance of meta-atom
and thus the introduced phase shifts. Specifically, we select
PIN diodes as our basic tunable electronic component. We
select PIN diodes over varactors because PIN diode only re-
quires two different DC voltage levels rather than precise and
continuous voltage values, significantly reducing the design
complexity and insertion loss [14]. We etch a rectangle slot
under “U” slots and embed two PIN diodes into each slot, just
as shown in Figure 10 (Please refer to Appendix A for the de-
tailed design). By controlling the DC voltage, we obtain four
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Figure 13: The control architecture of the RF-Bouncer.

stages for each meta-atom, resulting in four phase shifts. We
employ HFSS to simulate the phase and reflection coefficient
of each stage, and plot the results in Figure 11. We see that the
phase difference between each state is about π/2 at 2.4 GHz
and 5 GHz frequency bands. In addition, from Figure 12, we
find that the reflection coefficient is stably higher than 0.7 in
each stage at two separated frequency bands, implying each
state has small impact on the power of the reflective signal.
Thus, we can use the final meta-atom as a 2-bit phase shifter.

3.3 Metasurface by Assembling Meta-Atoms

RF-Bouncer’s metasurface is designed by assembling mul-
tiple optimized meta-atoms, We build a prototype of RF-
Bouncer’s metasurface that consists of 16×16 meta-atoms.
All the meta-atoms are evenly distributed inside an area of
0.35×0.35m2, with a distance of 19.5mm between adjacent
meta-atoms, as shown in Figure 13. To reconfigure the PIN
diode states of each meta-atom, we embed a bias layer to trans-
mit DC bias voltage to each PIN diode (SMP1340-040LF PIN
diodes [1]).

The controller. To configure the whole metasurface, we de-
sign a control circuit module consisting of a Arduino DUE
controller and 64 SN74LV595 shift registers to provide differ-
ent DC voltages (0 V or 5 V) for each meta-atom. Specifically,
we divide the entire MTS board into 4 zones, as shown in
Figure 13. For each zone, we use two channels in the Arduino
MCU to transmit a data stream with 128 bits to control 128
PIN diodes. Due to limited GPIO pins, each channel connects
8 registers to store 64 bits. Once the enabled port is triggered,
each resister transmits 8 different DC voltages to respectively
control 8 PIN diodes in each meta-atom. Via the above set up,
the controller is now able to independently configure the state
of each meta-atom’s PIN diode. In our system, RF-Bouncer’s
power consumption is only at the level of mW since the meta-
surface itself does not emit any power.

4 Beamfomring Through RF-Bouncer

4.1 Problem Formulation

RF-Bouncer supports dual-band beamforming in 3-D space.
Given the angle θi = (αi,βi) of the incident signal, by ap-
plying appropriate phase shift γm,n on a matrix of M × N
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meta-atoms, RF-Bouncer’s metasurface beamforms the inci-
dent signal towards arbitrary angle θd = (αd ,βd) in the 3-D
space, where α and β represent the azimuth and elevation
angle, respectively, just as shown in Figure 14. RF-Bouncer
has the following two working modes:
Single-band mode. In this mode, RF-Bouncer focuses on
finding the phase shift γm,n of every meta-atom that enables
the metasurface beamforming the incident signal at a single
frequency band (either 2.4 GHz or 5 GHz) towards an arbi-
trary angle in 3-D space. RF-Bouncer works in this mode
when there only exists wireless communication over a single
frequency band.
Dual-band mode. In this mode, RF-Bouncer must finds the
optimal phase shift γm,n for every meta-atom so that the meta-
surface simultaneously beamforms the wireless signals at
2.4 GHz and 5 GHz with incident angle θ2.4G

i and θ5G
i , to-

wards the departure angle of θ2.4G
d and θ5G

d , respectively. RF-
Bouncer works in this mode if there exist concurrent dual-
band transmissions.

4.2 Single Band Beamforming
For the purpose of illustration, we begin the introduction of
RF-Bouncer’s single-band beamforming algorithm with a sim-
ple case where we beamforming in 2-D space using a meta-
surface consists of two meta-atoms. We then generalize the
algorithm to beamforming in 3-D space with a metasurface
consisting of a matrix of M×N equally spaced meta-atoms.
A two-element linear array in 2-D space. We use the exam-
ple of a two-element linear array to illustrate our beamforming
algorithm. As shown in Figure 15 (a), the signal travels dif-
ferent distances before reaching two meta-atoms of the array,
resulting in phase differences. Supposing the phase of signal
received by the first meta-atom is 0, then the phase vector
induced by the incident path is given as:

φ
I(θi, fc) =

2π fc

c
·d

[
0

cosθi

]
(4)

where fc is the central frequency of the wireless signal and d
is the distance between two meta-atoms. Similarly, the signal
departure also results in phase difference. The phase vector
induced by the departure path is given as:

φ
T (θd , fc) =

2π fc

c
·d

[
cos(π−θd)

0

]
(5)

The meta-atoms shift the signal by γ = [γ1,γ2]
T before re-

flecting the signal, just as shown in Figure 15 (b). Therefore,
the phase of the signals reflected by two meta-atoms along
the wavefront at the departure angle θd is given as:

φ(θi,θd , fc,γ) = φ
I +γ+φ

T =
2π fc

c
·d

[
cos(π−θd)

cosθi

]
+

[
γ1
γ2

]
(6)

x

y

z

  =    ,   

  =    ,   

Figure 14: A metasur-
face in 3D space.

(a) Incident wave

d

1 2

d

1 2

(b) Departure wave

        

   
    cos  

 cos   −    

Figure 15: A linear array in 2D
space.

4 16 64 144 256 400 625 900
The number of meta-atoms

0

0.5

1

G
ai

n 
di

ffe
re

nc
e 

(d
B

)

(a) Gain difference.

4 16 64 144 256 400 625 900
The number of meta-atoms

-20

-10

0

10

20

D
ire

ci
on

 o
ffs

et
 (

de
g)

(b) Direction offset.

Figure 16: Beamforming gain difference and direction offset
between the continuous solution γm,n and the discrete solu-
tion Q2−bit(γm,n) after quantization.

Beamforming the signal towards departure angle θd requires
signals adding constructively, i.e., the phase of signal reflected
by all the meta-atoms must be the same. In the above two-
element case, the phase shifts γ applied to two meta-atoms
should satisfy the following equation:

γ2 − γ1 =
2π fc

c
·d(cos(π−θd)− cosθi) (7)

If we set the phase shift of the first meta-atom to zero, i.e.,
γ1 = 0, the phase shift of the second meta-atom can be directly
calculated according to the above equation.
Generalization. We now generalize the above beamforming
algorithm to a metasurface embedded with a matrix of M×N
meta-atoms in 3-D space. The phase vector of the incident
path in 3-D space becomes:

φ
I(θi, fc) =

2π fc

c
·d

[
0 ... (N−1)vi
... ... ...

(M−1)ui ... (M−1)ui+(N−1)vi

]
(8)

where ui = cosαi sinβi and vi = sinαi sinβi. Similarly, the
phase vector of the departure path is given as

φ
T (θi, fc) =

2π fc

c
·d

[
(M−1)ud+(N−1)vd ... (N−1)vd

... ... ...
0 ... (M−1)ud

]
(9)

where ud = cosαd sinβd and vd = sinαd sinβd . Combing
Eqn 8 and 9 with Eqn 6, we have enough equations to derive
the phase shifts γm,n that we should apply to each meta-atom
of the metasurface.
Discrete phase shifts of meta-atoms. The optimal phase shift
γm,n we calculate according to above section is continuous.
Recall that each meta-atom in the metasurface is essentially
a 2-bit phase shifter that only provides four possible phase
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shifts: 0, π

2 , π and 3π

2 . We apply the following quantization
rule to find the discrete solution of phase shifts γm,n:

Q2−bit (γm,n) =


0, otherwise
π/2, i f π/4 ≤ γm,n < 3π/4
π, i f 3π/4 ≤ γm,n < 5π/4
3π/2, i f 5π/4 ≤ γm,n < 7π/4

(10)

Phase quantization brings phase error and inevitably degrades
the beamforming performance. To quantitatively investigate
the impact of phase quantization, we traverse all the possible
combinations of incident angle θi and departure angle θd and
calculate one continuous solution γm,n and one discrete solu-
tion Q2−bit(γm,n) for each combination (θi,θd). We calculate
the gap of the beamforming gain and beamforming direction
between the continuous solution and the discrete solution and
plot the results in Figure 16. We clearly see that with the
number of meta-atoms in the metasurface increases, the gap
of beamforming gain stabilizes at 1 dB, while the direction
offset decreases and eventually gets very close to zero. This
result is in line with the prior work [35]. RF-Bouncer’s meta-
surface has 16×16 = 256 meta-atoms so the degradation of
the beamforming performance becomes negligible.

4.3 Dual-band Beamforming

Challenge. For single band beamforming, we are able to cal-
culate the optimal phase shifts γ̂m,n of every meta-atom that
strictly meeting the requirement of the beamforming: the sig-
nal reflected by all meta-atom has exact the same phase so
they superimpose constructively at the receiver. Ideally, if
each meta-atom is able to compensate the signal with two
arbitrary phase shifts at two operating frequency band, then a
naive solution would be separately finding the optimal phase
shifts for two frequency band, i.e., γ̂2.4G

m,n for 2.4 GHz band and
and γ̂5G

m,n for 5 GHz band, and then applying the optimal phase
shifts to each meta-atom. Our meta-atom, however, only has 2-
bit programmability (four states) and thus provides four fixed
combination of phase shifts at two frequency band. Specif-
ically, for each state ηm,n, the phase shifts at two frequency
band can be derived via a known mapping:

γ
2.4G
m,n = P2.4G(ηm,n)

γ
5G
m,n = P5G(ηm,n) (11)

We list the mapping between the state of meta-atom and the
phase shifts introduced by the meta-atom at that state at both
2.4 GHz and 5 GHz band in Table 1.

Due to each meta-atom’s limited phase combinations at two
frequency bands, it is impossible to simultaneously implement
the optimal phase shifts γ̂2.4G

m,n and γ̂5G
m,n on our metasurface.

Consequently, it is also impossible to find analytical solutions
that strictly meet the phase requirement of the beamforming.
Instead, we turn to search for the optimal combination of

ηm,n P2.4G P5G ηm,n P2.4G P5G

00 3π/2 0 10 π/2 π

01 π π/2 11 0 3π/2

Table 1: The mapping between the state of meta-atom and the
phases shift the meta-atom at that state introduces to signals
with central frequency of 2.4 GHz and 5 GHz.

states ηm,n of meta-atom that maximize the total gain of the
main lobes of the metasurface’s beamforming patterns at two
frequency bands.
Dual-band link optimization. Given the incident angle θ2.4G

i ,
the strength of the 2.4 GHz signal reflected by the metasurface
along the departure angle θ2.4G

d is given as:

S2.4G(θ
2.4G
i ,θ2.4G

d ,η) = a2.4G(θ
2.4G
d )

M
∑
1

N
∑
1

e jϕ(θ2.4G
i ,θ2.4G

d , f2.4G,γ)

= a2.4G(θ
2.4G
d )

M
∑
1

N
∑
1

e jϕ(θ2.4G
i ,θ2.4G

d , f2.4G,P2.4G(ηm,n))

(12)
where a2.4G(θ

2.4G
d ) represents the amplitude of 2.4 GHz signal

reflected by each meta-atom along direction θ2.4G
d , whose

value is identical across all identical meta-atoms. Similarly,
the strength of 5 GHz signal reflected by the metasurface can
be represented as:

S5G(θ
5G
i ,θ5G

d ,η) = a5G(θ
5G
d )

M

∑
1

N

∑
1

e jφ(θ5G
i ,θ5G

d , f5G,P5G(ηm,n)).

(13)
Our goal is to search for the optimal meta-atom states η∗ that
maximizes the total signal strength along direction θ2.4G

d and
θ5G

d , given incident signal angle θ2.4G
i and θ5G

i :

η
∗= argmax

η

(∣∣∣S2.4G(θ
2.4G
i ,θ2.4G

d ,η)
∣∣∣+ ∣∣∣S5G(θ

5G
i ,θ5G

d ,η)
∣∣∣) .

(14)
To prevent over-optimizing single band and thus guarantee the
fairness between two bands, we further adjust our objective
function to:

η
∗ = argmin

η

((∣∣∣S∗2.4G

∣∣∣− ∣∣∣S2.4G(θ
2.4G
i ,θ2.4G

d ,η)
∣∣∣)+(∣∣∣S∗5G

∣∣∣− ∣∣∣S5G(θ
5G
i ,θ5G

d ,η)
∣∣∣)) (15)

where S∗2.4G and S∗5G are the theoretical maximum signal
strength achieved when we single-band beamform on 2.4 GHz
and 5 GHz band using continuous phase shifters, respectively.
We employ genetic algorithm (GA) algorithm [33] to solve
our optimization problem described in Eqn 15. To speed up
the search, instead of generating a random initial population,
we use the coding patterns optimized for each single fre-
quency band as a set of initial chromosomes in the initial
population of the GA algorithm.

We conduct an experiment to verify the effectiveness of
the proposed dual-band links optimization algorithm. In this
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Figure 17: The beam patterns of single-band links and dual-band links, respec-
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Figure 18: The beam patterns when changing
negative meta-atoms.

experiment, we set the incident angle of 2.4 GHz and 5 GHz
signal to (α2.4G

i = 0◦,β2.4G
i = 0◦) and (α5G

i = 0◦,β5G
i = 0◦),

respectively. The desired beamforming direction of 2.4 GHz
and 5 GHz signal are set to (α2.4G

d = 0◦,β2.4G
d = 40◦) and

(α5G
d = 0◦,β5G

d =−40◦), respectively. After applying the op-
timal state η∗

m,n to each meta-atom, the beam pattern of the
whole metasurface is plotted in Figure 17, from which we
could see that: 1) the two mainlobes obtained by dual-band
beamforming well match the desired angles; 2) the sidelobe
levels are much lower than the mainlobe levels. In addition,
the mainlobe beamwidth of the 2.4 GHz band is wider than
the 5 GHz band. The reason is that the size of the meta-atom
is more suitable for 5 GHz band, but this issue can be easily
solved by increasing the number of meta-atoms to generate a
narrow beam of mainlobe [38]. 3) dual-band beamforming has
a lower gain about 3 dB than single-band beamforming, while
the -3 dB beamwidth is only slightly wider than single-band
beamforming (Figure 17 (c) and (d)).

4.4 Harnessing the Ambient Multipath

We observe that there exists some meta-atoms that contribute
negligible power or even have negative impact on the main
lobe, but significantly affect the distribution of the side lobes,
especially when the metasurface is configured for dual-band
operation. To demonstrate such a phenomenon, we change
the states of a small group of meta-atoms in Figure 17 (a) and
(b), and plot the 3-D beam patterns of the new metasurface
configuration in Figure 18. Comparing the beam patterns in
these two figures, we see that the direction and gain of main
lobes still retain, but the side lobes change dramatically. The
signal of the side lobes does not travel directly towards the re-
ceiver, but may still reach the receiver after being reflected by
diverse objects in the propagation environment. We propose
to further improve the signal strength by adjusting the pattern
of side lobes of the metasurface.

The key challenge we face is to select the group of meta-
atoms that mainly affects the side lobes. Since the target
meta-atoms have negligible or even negative impact on the
main lobe, the phase of the signal reflected by the target meta-
atoms must be misaligned (difference larger than π/2) with
the phase of the main lobes. Without loss of generality, we
denote the desired beamforming directions at 2.4 GHz and
5 GHz bands are (α2.4G,β2.4G) and (α5G,β5G), respectively.

Then, the phase of mainlobe is given as:

PM2.4G = ∠
M

∑
m=1

N

∑
n=1

e jφ(θ2.4G
i ,θ2.4G

d , f2.4G,P2.4G(η
∗
m,n)) (16)

PM5G = ∠
M

∑
m=1

N

∑
n=1

e jφ(θ5G
i ,θ5G

d , f5G,P5G(η
∗
m,n)) (17)

where η∗
m,n is the optimal states of meta-atoms we calculated

according to Eqn 15. Then, we find separate sets of target
meta-atoms at two frequency bands, respectively:

TU2.4G =
{
{m,n}|

∣∣PM2.4G −φ(θ2.4G
i ,θ2.4G

d , f2.4G,γm,n)
∣∣≥ π

2

}
,

(18)

TU5G =
{
{m,n}|

∣∣∣PM5G −φ(θ5G
i ,θ5G

d , f5G,γm,n)
∣∣∣≥ π

2

}
,

(19)

where m and n vary from 1 to 16 in our system. Finally, we
select the intersection of two sets of target meta-atoms as the
final solution:

TU = TU2.4 ∩TU5. (20)

The intersection TU includes meta-atoms that have negligi-
ble or even negative impact for 2.4 GHz and 5 GHz band
simultaneously, so we are safe to change the states of the
meta-atoms in TU to adjust the side lobes while at the same
time guarantees minimum impact on main lobes of two band.
We iterate all possible combinations of state and choose the
one that provides best signal quality. It is worth noting that
when the number of variable meta-atoms is large, it could take
a long time for exhaustive search. To reduce the search time,
one potential solution is to divide the whole metasurface into
several parts. For each part, the variable meta-atoms change
their state in the same way. Therefore, the number of exhaus-
tive search will be reduced to a small number. For example,
we divide the whole metasurface into 4 parts. Therefore, all
possible combinations of state will be reduced to 512 (i.e.,
44). Assuming Wi-Fi packets are collected at a rate of 1,000
packets per second, the search time will be 0.5 seconds.

4.5 Beam Alignment
To accurately beam the reflected signal towards the receiver,
we need to know the signal incident angle θi and departure
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Figure 20: Phase offset under
different incident angles.

angle θd . We observe that in a typical Wi-Fi system, the access
point is static for most of the cases. Therefore, the signal
incident and departure angle is fixed and known for downlink
and uplink Wi-Fi communication, respectively (Figure 19).
We propose to search for the unknown angle, i.e., incident
angle for uplink and departure angle for downlink.
Beam search for downlink. For downlink communication,
we need to search for the departure angle θd . In n-th round
of beam search, the metasurface configures its meta-atoms
to point the main lobe towards a specific angle θn

d . After re-
ceiving one packet under such a configuration, the receiver
embeds one bit inside its ACK to inform the metasurface
whether the received signal quality has increased or not com-
paring with the previous configuration, i.e., bit 1 represents
increase and bit 0 means decrease. We equip the metasurface
with a Wi-Fi receiver to overhear the ACK. After iterating all
possible departure angles, we select the θd that provides the
highest received signal quality as our results.

To speed up the searching process, we implement a two-
stage searching algorithm. In the first stage, we search with
a relatively large step size of 20◦. After obtaining the rough
direction, we then search with a small step size of 5◦ to fine-
tune the results. A step size of 5◦ is fine-grain enough since the
beamforming gain only decreases less than 1 dB at directions
that are 2.5◦ apart from the beamforming direction, according
to both our simulation and empirical results.
Bidirectional communication. We observe that, due to reci-
procity, we only need to perform beam search in one direction.
First, according to channel reciprocity, the phase shifts that
should be applied to each meta-atom for beamforming is the
same even when we swap the value of the incident angle θi
and departure angle θd . As shown in Figure 19, the signal
travels exactly the same distance no matter the AP or the
client is the sender, introducing the same amount of phase
variations. Therefore, the phase shifts required to meet the
phase requirement of beamforming is also the same.

Second, the optimized meta-atom introduces the same
amount of phase shifts to the signal, regardless of the sig-
nal incident angle. To verify that, we use HFSS to calculate
the phase shifts introduced by meta-atom by varying the inci-
dent angle, operating frequency and state of meta-atom. We
plot the distribution of phase shifts in Figure 20, from which
we see that the phase variations introduced by the meta-atom
is stable. According to the above analysis, the configuration

of the metasurface used for beamforming in one direction
also works in the opposite direction. Such an observation
significantly accelerates convergence of the beam alignment
algorithm, especially when the client moves.

5 Evaluation

Experimental setup. For controlled experiments, we use
USRP N210 software-defined radios with a UBX-40 daugh-
terboard as the radio transmitter (Tx) and receiver (Rx). We
conduct extensive experiments in three indoor environments
to evaluate the performance of RF-Bouncer: a 140 m2 duplex
with two-bedroom, a 160 m2 apartment and a spacious cor-
ridor environment with corner. In the default experimental
setting, 2.44 GHz and 5.25 GHz are selected as the operating
frequency of the 2.4 GHz band and 5 GHz band, respectively.
The Tx is deployed in the normal direction of the metasurface.

5.1 Hardware Verification

Dual-band beamforming verification. This experiment com-
pares beamforming results between single-band and dual-
band coding patterns. We configure the metasurface using
single-band coding patterns of 2.4 GHz and 5 GHz, and op-
timization dual-band coding patterns, respectively. The Rx
moves along a semicircle (3 m radius) from -90◦ to 90◦

with a step of 10◦, while the Tx stays in the center. The
Tx-metasurface distance sets as 0.5 m. Figure 21 demon-
strates that both single-band and dual-band coding pattern can
achieve effective beamforming results, but dual-band beam-
forming results come at the cost of slight decreases of signal
strength or slight shift of the direction on the mainlobe.
The performance of beamforming in dual-band. To evalu-
ate the beamforming performance of dual-band, we keep the
Tx-metasurface distance sets as 0.5 m. We default α = 0◦ and
only vary β in the following experiments. We move the Rx
along a semicircle (3 m radius) from −90◦ to 90◦ with a step
of 10◦. The results are shown in Figure 22, we can clearly
see that the effective beamforming ranges of 2.4 GHz and 5
GHz are both [−60◦,60◦]. Although the −3dB beamwidth be-
comes wider and beamforming gain becomes lower when the
beamforming direction is towards the boundary, the correct
directionality is retained. It is worth noting that the beam-
forming gain of 0◦ is slightly decreased since the Tx blocks
the link between metasurface and Rx. In addition, the perfor-
mance will be significantly dropped when the beamforming
direction is over the boundary. In conclusion, the effective
field-of-view (FoV) of beamforming is [−60◦,60◦].
The effective incident angles. We conduct experiments in
the corridor to explore the effective range of incident angles.
For the convenience of expression, we only mention β in the
following and default α = 0◦. To determine the range, we first
vary incident angles by changing the direction of Tx from
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Figure 21: Results of single and dual band coding patterns.
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Figure 22: The results of beam steering from −90◦ to 90◦.
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Figure 23: The performance under different
incident angles.
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Figure 24: SNR improvement across operat-
ing frequencies.
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Figure 25: Results of multipath
augmentation scheme.
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Figure 26: The performance of different reflectors.

−90◦ to 0◦ with a step of 10◦ and set the Tx-metasurface
distance as 0.5 m. Then, we move Rx along a semicircle
(3 m radius) from −90◦ to 90◦ with a step of 10◦ to obtain
different beam patterns under different incident angles. The
desired beamforming direction is set towards 30◦. The results
are shown in Figure 23, from which we see that RF-Bouncer
can achieve beamforming effectively in the desired direction
when the incident angle varies from −70◦ to 0◦. However, the
beamforming gain and direction of the mainlobe can not be
guaranteed due to the incident wave being almost parallel (i.e.,
from −90◦ to −80◦) to the metasurface. In addition, because
of the symmetry of metasurface, the same experimental results
will appear in [0◦,70◦]. To summarize, RF-Bouncer can work
well as long as Tx is located in [−70◦,70◦].

Performance across different spectrums. In this experiment,
we validate the performance of RF-Bouncer across different
operating frequency bands. The distance of Tx-metasurface is
0.5 m, and the direction of the incident wave is perpendicular
to the metasurface. The distance between Rx and metasurface
is set to 3 m. The direction of the emergent wave focuses
on (30◦,0◦) and Rx is located in the same direction. One
case is from 2.4 GHz to 2.5 GHz with a step of 0.02 GHz.
Figure 24(a) shows the SNR can be increased by over 7.79 dB
(up to 13.94 dB). Another case is from 5.15 GHz to 5.35 GHz
with a step of 0.04 GHz. Figure 24(b) shows the SNR can be
improved by over 10.78 dB (up to 11.5 dB). Therefore, RF-

Bouncer can be applied to ubiquitous commercial IoT devices
working in 2.4 GHz and 5 GHz bands.

5.2 Communication Performance

Multipath augmentation verification. To examine the effec-
tiveness of multipath augmentation described in Section 4.4,
we conduct experiments in a representative 3D scenario (Fig-
ure 28 (a)). Specifically, we fix the location of the transmit-
ter and randomly move the receiver to 30 locations. Then,
for each location, we respectively collect the measurements
with/without multipath augmentation at 2.4 GHz and 5 GHz.
Figure 25 plots the CDF of signal strength improvement at
two frequency bands. We can see that the median improve-
ments with/without multipath augmentation at 2.4 GHz and
5 GHz are respectively 4.32 dB, 5.38 dB and 4.43 dB, 5.89
dB. These results demonstrate that our multipath augmenta-
tion scheme can effectively harness the ambient multipath to
improve the link SNR.
The performance of different reflectors. By placing RF-
Bouncer at a corridor intersection, the blind spot around the
corner can be illuminated. We conduct an experiment in a
spacious corridor environment, as shown in Figure 26(a).
The metasurface is placed at the corner, receiving signals
from (−45◦,0◦), and reflecting a fan beam from (−85◦,0◦) to
(5◦,0◦). The Tx is 4 m away from the metasurface; whereas
Rx is 3 m away moved across a 5 m distance. Figure 26(b)
compares the RSS with metasurface, a metal plane reflector
with the same size as the metasurface, and the tripod without
reflectors. While the metal plane creates a stronger main-
lobe towards the specular direction, the RSS drastically drops
as the Rx is moved to anomalous directions. In contrast, RF-
Bouncer reshapes the incidental beam to cover a wider angular
range and thus a larger region around the corner.
Multi-bit beamforming verification. The 2-bit metasurface

398    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



Figure 27: 1-bit V.S. 2-
bit.

P2

MTS

Rx-P1

P3

P4

P5
P6

P7 P9

P8

Tx

(a) 3D scenario Layout (b) Power Improvement

Figure 28: Experimental results under 3D sce-
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Figure 29: Experimental results of throughput
improvement across different IoT devices.
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Figure 30: Throughput improvement of SISO and MIMO.
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Figure 31: Performance under concurrent transmissions.

designed by RF-Bouncer can be backward compatible to re-
alize the 1-bit programmable function. In this experiment,
we compare the performance between 2-bit, 1-bit, and with-
out metasurface (referred to w/o MTS). The Tx-metasurface
distance is set to 0.5 m and Rx is located at (30◦,0◦) of meta-
surface. We then vary the Rx-metasurface distance from 1 m
to 10 m by the step of 1 m to measure the SNR improvement.
Figure 27 demonstrates that compared w/o MTS, 1-bit and
2-bit programmable functions both can significantly enhance
the SNR, but the improvement of 2-bit is larger than 1-bit.
For example, when compared between 2-bit and 1-bit, the
minimum, median, and maximum SNR increase by 1.22 dB,
3.52 dB, and 4.91 dB across the 2.4 GHz band, and 1.29 dB,
2.81 dB, and 4.54 dB across the 5 GHz band, respectively.

Performance under 3D scenario. We test the SNR improve-
ment achieved by RF-Bouncer in a representative 140 m2 3D
scenario(Figure 28(a)). Due to the deployment limitation, we
mount the Tx and metasurface on tripods and place them at the
same height up the ground. The distance of Tx-metasurface
is 0.5 m. Both Rx and Tx work in the 5 GHz band. The
Rx is located at 9 different locations. The height of the Rx
from the ground varies from 10 cm to 5 m. The elevation
angle of Rx varies from −30◦ to 30◦ and the azimuth angle
of Rx varies from −30◦ to 40◦. We measure the SNR im-
provement by using directional and omnidirectional antenna,

respectively. Figure 28(b)shows the improvement in different
channel conditions. Almost all signal strength improvements
under different positions are above 2.5 dB and up to 13.5 dB.
Furthermore, due to indoor multipath, the improvement of
omni-directional antenna at some positions (i.e., P6 and P7)
in the 3D scenario is higher than directional antenna. In con-
trast, the improvement of P9 is negative due to the following
reasons: 1) the azimuth angle between P9 and metasurface ex-
ceeds the effective beamforming FoV of metasurface, leading
RF-Bouncer can not provide beamforming gain to it; 2) the re-
inforced concrete between floors blocks the LoS between Tx
and Rx, causing most energy of the incident signal reflects to
other directions. This issue can be easily solved by deploying
multiple metasurfaces.

Throughput across different IoT devices. RF-Bouncer aims
to enhance the signal energy of IoT devices in the NLoS
scenario. Hence, in this experiment, we test IoT devices
(i.e., CC2530, CSRBC417, KT6368A, nRF52832, ESP32,
WARPv3) operating different frequency bands (i.e., 2.4 GHz
and 5 GHz ) with various protocols (i.e., Zigbee 3.0, SPP
2.0, SPP 2.1, BLE 5.0, 802.11 b/g/n, and 802.11 a/g) in a
corner NLoS scenario. We use iperf to measure TCP through-
put for ESP32 and use the WARPLab environment for the
WARPv3 boards. The NLoS deployment layout is shown in
Figure 29(a). We set the Tx-metasurface distance and Rx-
metasurface distance as 1.4 m and 2 m, respectively. The
incident angle of metasurface is (20◦,0◦) and the emerging
angle is (−40◦,0◦). The results with metasurface and without
metasurface (referred to w MTS and w/o MTS) are shown
in Figure 29(b). We can see that the minimum, median, and
maximum throughput gain are 115%, 137%, and 249%, re-
spectively. These results imply that RF-Bouncer is transparent
to the working protocols and frequencies.

SISO and MIMO links. We now evaluate the throughput
performance in SISO and MIMO communication systems.
Specifically, we use two laptops equipped with AR9580 wire-
less cards as the transmitter and receiver, each of them has
three antennas and works on the 801.11n protocol. Then,
we fix the transmitter location and move the receiver to 10
locations, as shown in Figure 30(a). At each location, we
respectively change the communication mode, varying from
1×1, 2×2 and 3×3, and use iperf toolbox to collect through-
put measurements. Figure 30(b) shows that as the number
of antennas used in communication system increases, the
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Figure 33: Whole-house coverage under cooperative work.

throughput improvement increases in both frequency bands.
For example, RF-Bouncer can achieve a median through-
put improvement of 1.88Mbps, 3.37Mbps, 4.38Mbps, and
2.96Mbps, 4.22Mbps, 4.87Mbps for 1×1, 2×2 and 3×3 at
2.4 GHz and 5 GHz, which corresponds to an improvement
of up to 50% compared with the baseline in each case.

Concurrent transmissions. In this experiment, we evalu-
ate RF-Bouncer’s performance in the presence of concurrent
wireless links at 2.4 GHz and 5 GHz. Specifically, we fix two
transmitters working at 2.4 GHz and 5 GHz in two differ-
ent locations, and move two corresponding receivers to nine
different location combinations. The detailed deployment is
presented in Figure 31(a). In each location combination, the
coding pattern of metasurface is obtained based on Sec. 4.3,
and we then collect the measurements to calculate the SNR
improvement when there is no metasurface. The results in Fig-
ure 31(b) shows that RF-Bouncer can simultaneously improve
the SNR of two concurrent wireless links. For example, RF-
Bouncer can achieve an average SNR improvement of 9.01
dB and 12.08 dB for 2.4 GHz and 5 GHz, respectively. This
demonstrates that RF-Bouncer can work well for dual-band
concurrent wireless transmissions.

5.3 Performance under Mobility

In this section, we examine the performance of RF-Bouncer
in a mobile environment. We place the transmitter at a fixed
location and move the receiver along a predefined trajectory
with two constant speeds: 0.5 m/s (slow) and 1.0 m/s (nor-
mal). In each speed case, RF-Bouncer controller configures
the metasurface in real time to accurately beam the reflected
signal towards the receiver. The detailed sweep mechanism
is referred to Sec. 4.5. Then, we collect the measurements

to calculate the SNR during the receiver’s movement. Fig-
ure 32 shows the real-time SNR measurements with/without
metasurface (referred to w MTS and w/o MTS) in 2.4 GHz
and 5 GHz. We can see that RF-Bouncer can consistently
achieve a SNR improvement compared to the case without
metasurface at both different speeds and different frequency
bands. These results demonstrate that RF-Bouncer can work
well in mobile environments. In addition, we can observe that
the performance of RF-Bouncer in slow speed works better
than high speed. This is because RF-Bouncer has more time
to beam the signal towards the receiver. We thus will explore
the high speed scenario of RF-Bouncer in future work.

5.4 Coverage Extension

Whole-house coverage under cooperative work. By placing
multiple metasurfaces (MTSs) in the complex whole-house
scenario, the signal coverage can be efficiently expanded. We
conduct an experiment in a 160 m2 place with four rooms
(Figure 33(a)). Four MTSs are cooperating. MTSs indepen-
dently control and the working range of each MTS is disjoint.
We note that this experiment does not consider how to select
a good MTS route in the central control end to achieve good
performance. Instead, we manually selected a routing route
to perform beamforming for each location. Specifically, the
transmitter in this experiment is fixed at one location and
four MTSs are also pre-fixed at different locations. The route
starts at MTS1, goes through MTS2 and MTS3, and ends at
MTS4. Coverage includes the living room, the dining room,
and three rooms. Note that missing areas that are not currently
covered - such as the kitchen, room 4, and the bathrooms -
can be easily covered by deploying more MTSs in the future.
We set the Tx-MTS distance to 1 m and measure the SNR
improvement in different locations. RSS from P1 to P6 is
controlled by MTS1; from P7 to P10 is controlled by MTS2;
from P11 to P13 is controlled by MTS3; and from P14 to P16
is controlled by MTS4. The results of using the omnidirec-
tional/directional antenna (referred to Omni and Dire) and
with/without the MTS (referred to w MTS and w/o MTS) are
shown in Figure 33(b). We can clearly see that 1) the signal
coverage can be efficiently expanded by leveraging multiple
MTSs collaborative with each other; 2) the SNR is generally
improved (above 1.26 dB and up to 17.65 dB) in NLoS envi-
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ronments by the MTS, while the enhancements of different
distances are different due to multipath; 3) MTS can achieve
good performance even without LoS path between MTS and
Rx (i.e., through the wall); 4) regardless of the antenna pattern,
RF-Bouncer can improve the SNR.
Corner coverage expansion. In this experiment, we show
how RF-Bouncer expands the wireless coverage at the corner
scenario. As shown in Figure 34, we collect measurements
with/without metasurface in both downlink and uplink for
each location. From Figure 34, we can see that without meta-
surface, most locations around the corner have a lower SNR,
especially for 5 GHz links, which only have an average SNR
of 4.24 dB and 3.67 dB in downlink and uplink, respectively.
This is because a signal of higher frequency has more severe
path attenuation. In contrast, with the help of RF-Bouncer
metasurface, most locations around the corner significantly
improved SNR in both downlink and uplink at 2.4 GHz and 5
GHz. For example, RF-Bouncer can achieve an average SNR
improvement of 10.30 dB (up to 26.16 dB) and 8.10 dB (up to
24.19 dB) for 2.4 GHz and 5 GHz downlinks, while an aver-
age SNR improvement of 8.78 dB (up to 25.27 dB) and 8.54
dB (up to 17.01 dB) for 2.4 GHz and 5 GHz uplinks. These
results demonstrate that 1)RF-Bouncer can well expand the
wireless coverage at the corner scenario; 2) RF-Bouncer can
achieve good performance when Tx and Rx locations vary
over a wide range of angles; 3) RF-Bouncer can work well
for downlink and uplink simultaneously.

6 Discussion

Multiple metasurfaces cooperation. Cooperating multiple
metasurfaces across rooms can effectively expand the wireless
coverage, which is an interesting and challenging direction. In
our current implementation, we manually calculate the config-
uration of each metasurface offline (which cannot guarantee
the optimal performance) and send the configuration to each
controller. In the future work, we will design an algorithm
that can automatically configure the networked metasurfaces.
In addition, current metasurface only consists of 256 meta-
atoms with a size of 0.35× 0.35m2, such a small aperture
would lead to a wide beam at 2.4 GHz, which results in a
worse coverage between different metasurfaces in the case of
installing multiple metasurfaces. This is a limitation of our
current version. Thus, to avoid this issue, one possible method
is to design a larger aperture metasurface to generate a narrow
beam of mainlobe.
Operationg frequency. Our current design has a bandwidth
of 200 MHz (from 5.15 GHz to 5.35 GHz), which covers 17
WiFi channels at 5 GHz. Since commercial devices go all
the way to 5.8 GHz of spectrum, we thus will optimize our
meta-atom’s design to enlarge the effective working band to
cover additional 5 GHz channels in the follow-up work.
Unwanted interference induced by metasurface. Deploy-
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Figure 34: Corner coverage extension.

ing a smart surface to amplify some of the signals could
possibly lead to interference, especially when there are multi-
ple concurrent wireless links. But the possibility is small since
the metasurface is beamforming the signal towards a specific
direction, instead of omnidirectional reflection. Also, if the
whole area is covered with metasurfaces, we could minimize
interference by coordinating the metasurfaces.

Practicality and scalability of RF-Bouncer. The current ver-
sion of RF-Bouncer needs to deploy a metasurface for each
room, causing a huge cost. Fortunately, its cost can be mini-
mized through mass fabrication. Meanwhile, due to the thin
surface nature of metasurface, it can potentially be embedded
into the environment (e.g., furniture and walls) to reduce the
footprint, promoting its widespread deployment. In addition,
since each metasurface has a FoV (i.e., [−60◦,60◦] for RF-
Bouncer’s metasurface), by deploying a metasurface in the
public area (e.g., the corridor), we can only use a single meta-
surface to reflect signal into many rooms, so as to avoid each
room requires installing a metasurface.

7 Conclusion

We have designed, fabricated, and validated RF-Bouncer, a 2-
bit dual-band reflecting metasurface to expand indoor wireless
coverage. By encoding the phase shifting values, RF-Bouncer
can simultaneously manipulate electromagnetic waves in two
ISM bands. In addition, RF-Bouncer is transparent to proto-
cols, so as to support diverse commercial IoT devices. Field
study shows that RF-Bouncer can enable 15.4 dB average
signal strength improvement.
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beam control. IEEE Journal on Emerging and Selected
Topics in Circuits and Systems, 10(1):20–28, 2020.

A Appendix

Figure 35 illustrates the structure of optimal unit-cell and
Table 2 summarizes the optimal unit-cell parameter configura-
tions. We place two PIN diodes with the opposite orientation
on the upper patch layer as shown in Figure 35(b). The bias
current supported by a DC voltage regulator flows from the
bias line and flows to the patch through two vertical via-holes.
Then, it flows to the GND line after passing through PIN
diodes. Under the different DC voltage levels, each PIN diode
switches to “ON” or “OFF” state and thus the opening direc-
tions of each patch have four states, as shown in Figure 36.
Depending on the sign of the bias current, the meta-atom
introduces a phase shifting of 0. π/2, π, or 3π/2. In addition,
in order to decouple the influence between each bias line, we
partition the whole metasurface into 4 areas (e.g., A, B, C,

and D in Figure 13, so the maximum number of bias lines
passing through a unit-cell is reduced from 16 to 8.

Therefore, we can consider the meta-atom as a 2-bit phase
shifter, corresponding to four electromagnetic responses. In
order to independently adjust each meta-atom’s phase, we
employ a bias line layer to control the states of the PIN diode
within each meta-atom.

Table 2: The parameters of the unit-cell.

Parameter Value (mm) Parameter Value (mm)
Ls 19.5 Ws 19.5
L1 3 L2 1.4
L3 9.1 L4 0.2

Lbias 0.2 LGND 0.4
W1 17.5 W2 5.8
W3 5.8 W4 15
W5 7 W6 7
h1 0.3 h2 6.5

dbias 0.8

404    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



Scalable Distributed Massive MIMO Baseband Processing

Junzhi Gong
Harvard University

Anuj Kalia
Microsoft

Minlan Yu
Harvard University

Abstract
Massive MIMO (multiple-in multiple-out) is a key wire-

less technique to get higher bandwidth in modern mobile
networks such as 5G. The large amount of computation
required for massive MIMO baseband processing poses a
challenge to the ongoing softwarization of radio access net-
works (RAN), in which mobile network operators are re-
placing specialized baseband processing chips with com-
modity servers. Existing software-based systems for mas-
sive MIMO fail to scale to increasingly larger MIMO di-
mensions with an ever-increasing number of antennas and
users. This paper presents a new scalable distributed sys-
tem called Hydra, designed to parallelize massive MIMO
baseband processing while minimizing the overhead of dis-
tributing computation over multiple machines. Hydra’s
high scalability comes from reducing inter-server and inter-
core communication at different stages of baseband process-
ing. To do so, among other techniques, we take advantage
of hardware features in modern commodity radios in novel
ways. Our evaluation shows that Hydra can support over
four times larger MIMO configurations than prior state-of-
the-art systems, handling for the first time, 150×32 massive
MIMO with three servers.

1 Introduction
Massive MIMO is a key wireless technique to increase spec-
tral efficiency in modern mobile networks such as 5G. Mas-
sive MIMO refers to using a large number of radio antennas
to simultaneously serve a large number of users on the same
frequency resources. Mobile network operators today are
deploying multi-user massive MIMO to handle the increas-
ing demand from mobile users [16]. For example, T-Mobile
recently demonstrated the benefits of massive MIMO in a
setup with 64 antennas serving eight concurrent users [12],
achieving an impressively high total downlink bandwidth of
5.6 Gbps. A promising way to handle the demand for higher
spectral efficiency and mobile bandwidth is to increase the
massive MIMO dimensions: the number of radio antennas,
and the number of users served simultaneously [17, 26, 28].

While the previous-generation LTE networks typically
used small MIMO configurations (e.g., four antennas), mas-
sive MIMO deployments with 64 antennas are already com-
monplace in 5G, and future deployments could use hun-
dreds of antennas [16]. For example, AirSpan’s Air5G 7200
already supports 128 transmit and 128 receive antennas [2].

This paper tackles the challenge of scalably supporting
increasing massive MIMO dimensions in virtualized RANs
(vRAN). With vRANs, mobile network operators are replac-
ing specialized RAN hardware, such as ASICs and DSPs for
wireless signal processing, with commodity x86 servers [5,
10, 11, 13, 15]. RAN virtualization offers important bene-
fits, such as mitigating vendor lock in and increasing RAN
flexibility and feature velocity. However, massive MIMO
remains a challenge for software-based RANs [8]. This is
due to the extremely high computational requirements of
massive MIMO, in the presence of tight millisecond-scale
latency deadlines. For example, the largest massive MIMO
configuration considered in this paper—150 antennas and
32 users—requires our system (Hydra) to use 71 CPU cores,
cumulatively handling 80.6 Gbps of fronthaul traffic, within
a latency deadline of 2.5 ms.

Our goal is to design a system that can efficiently scale
to increasing massive MIMO dimensions by using the re-
sources of more servers, to handle the requirements of 5G
and future radio technologies. Key to Hydra’s scalability is
a set of new techniques that we design to scalably distribute
massive MIMO computation among a pool of servers while
minimizing the distribution overhead from inter-server and
inter-core communication. Existing projects that imple-
ment massive MIMO baseband processing in software, such
as Agora [17] and BigStation [28], lack a path for scaling
to increasing MIMO dimensions. One the one hand, single-
machine systems like Agora and Intel’s FlexRAN [3] are lim-
ited to the CPU and network bandwidth resources of only
one machine. One the other hand, the BigStation project
studies the opportunities for distributing multi-user MIMO
computation, but does not seek to optimize the distribution
overhead, which is the focus of this work.
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Figure 1: The architecture of a virtualized and distributed
massive MIMO baseband processing system.

AmassiveMIMObaseband processing system (also called
a baseband unit, or BBU) connects to a multi-antenna radio
unit (RU) over awired fronthaul link (Figure 1). In our setup,
the BBU consists of one ormore servers in a datacenter, con-
nected to the fronthaul via an Ethernet switch. The RU and
the BBU exchange packets containing in-band and quadra-
ture (IQ) samples for hundreds or thousands of Orthogo-
nal Frequency Division Multiplexing (OFDM) subcarriers.
The BBU’s computation consists of a pipeline of stages,
each with a different type of parallelism [18, 28]. Hydra’s
design includes three key new ideas (summarized below)
to map these BBU computation stages and the inter-stage
shuffling of intermediate data to different hardware compo-
nents, while minimizing inter-server and intra-server com-
munication for scalability.

Taking the uplink direction as an example, the computa-
tion stages are as follows (Figure 2). First, antenna-parallel
processing converts each antenna’s time-domain IQ sam-
ples into the frequency domain using a fast Fourier trans-
form (FFT). Second, subcarrier-parallel processing converts
each subcarrier’s per-antenna IQ sample streams into de-
modulated per-user streams. Third, user-parallel processing
runs forward error correction on the per-user streams, con-
verting them to user bit streams. The BBU connects these
stages using communication mechanisms that shuffle the
outputs of one stage into the inputs of the next stage.

Our first two ideas reduce inter-server communication
(compared to BigStation), and the third reduces intra-server
communication (compared to Agora).

1. BBU-RU interface. We identify that an existing hard-
ware feature in modern RUs—the ability to perform
FFT and generate separate packets for configurable
subcarrier ranges—can be used to build a scalable dis-
tributed system for massive MIMO. Note that these RU
abilities were not originally intended to build scalable
distributed systems (Section 3.1); instead, we found a
novel use case of these abilities. These FFT-capable RUs
exchange frequency-domain IQ samples with the BBU,
instead of time-domain IQ samples like in BigStation.
Hydra routes packets for different subcarrier ranges
to different servers, partitioning the fronthaul traffic
and feeding the subcarrier-parallel pipeline stage with
near-zero overhead. Compared to BigStation’s design

in which BBU servers run FFT and shuffle subcarrier
ranges in software, our approach reduces inter-server
communication by up to 66.4%.

2. Within the BBU cluster. Due to abundant paral-
lelism, massive MIMO BBU processing offers many op-
tions to distribute computation within the server pool,
at the cost of inter-server communication. For exam-
ple, BigStation shuffles the BBU’s intermediate data
over the network within the subcarrier-parallel stage,
and predicts benefits from splitting individual matrix
inverse operations across servers. Such inter-server
communication limits BBU scalability. To minimize
inter-server communication in Hydra, we observe that
the subcarrier-parallel stage transforms the data di-
mension from antennas to users, and massive MIMO
by nature usesmuch fewer users than antennas. There-
fore, we delay inter-server communication until af-
ter the subcarrier-parallel stage, shuffling only a small
fraction of the BBU’s input data rate among its servers.

3. Within one server. Within a machine, Hydra affini-
tizes the processing of an OFDM subcarrier to a CPU
core. This ensures that the same CPU cores process
a subcarrier through multiple subcarrier-parallel BBU
sub-stages, eliminating inter-core shuffling of interme-
diate outputs. Hydra also avoids centralized schedul-
ing of BBU tasks, which reduces inter-synchronization
overhead, and prevents a single thread from becoming
a bottleneck. This allows Hydra to use up to 47% fewer
CPU cores than Agora’s design (Section 5.6).

Besides the above key ideas, we also dynamically increase
or decrease the number of CPU cores used, to efficiently
handle the varying demands in mobile networks and re-
duce the energy consumption. We build Hydra starting
from Agora’s open source implementation. Our evaluation
with an RU emulator shows that the number of antennas
and users that Hydra can handle scales with the number of
servers. With three servers, Hydra handles 150×32 MIMO,
which has 2.3x more antennas and 2x more users than the
prior state of the art single-machine system (Agora). With a
larger 18-node cluster of old servers, Hydra handles 256×32
MIMO. Our evaluation also shows Hydra reduces CPU use
by 46% when the traffic demand is low, compared to the cor-
responding system without dynamic core scaling.

2 Background and motivation
Antennas at a multi-user massive MIMO RU receive wire-
less signals that are a combination of several users’ trans-
missions. Each antenna has associated hardware that digi-
tizes these signals into per-subcarrier IQ samples (typically
represented as fixed-point complex values), assembles the
IQ samples into packets, and transmits them to the BBU over
a wired fronthaul link. The BBU’s task is to recover the bits
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transmitted by each user from these jumbled complex num-
bers.

Doing so requires a huge amount of signal processing on
the IQ samples, includingmatrix operations and forward er-
ror correction. This high computation cost is justified by the
corresponding improvements in spectral efficiency. Note
that although server hardware is an important contributor
to operating expenditure, spectrum is often the most valu-
able resource in mobile networks.

2.1 Massive MIMO basics
Traditional single-user base stations allows at most one user
to communicate with the base station on a given frequency
resource (i.e., a subcarrier), avoiding inter-user interference.
Multi-userMIMOuses interference canceling to allow amo-
bile base station to serve multiple users concurrently on the
same subcarrier. Multi-userMIMOexploits spatial diversity,
which means that different users are separated in physical
space and therefore have different channels to the RU. Mas-
sive MIMO refers to multi-user MIMO with a large number
(typically 32 or more) of base station antennas.

An M×N massive MIMO configuration uses M RU an-
tennas to simultaneously serve N user antennas. On a
given subcarrier, we can represent the signals transmitted
by the N user antennas using an N×1 complex-valued col-
umn vector xN×1. The signal yM×1 received by the RU is
a mixture of all users’ transmissions. y can be modeled as
≈WM×N × xN×1, where W is the “channel matrix”, i.e., Wi, j
is the wireless channel between antenna i and user j.
Zero-forcing receivers. The BBU’s main task then is to
jointly process the signals y from all RU antennas to recover
the users’ signals x. Importantly, the BBU can do this joint
processing for each subcarrier in parallel. The joint pro-
cessing consists of two steps. First, the BBU estimates the
channel matrix W by using “pilot” transmissions from the
users that have well-known numerical values, and are sep-
arated in time or frequency to avoid inter-user interference.
Second, with the common “zero-forcing” approach, the BBU
then computes the pseudo-inverse of the channel matrixW ,
as H = (W ∗W )−1W ∗. For subsequent non-pilot data trans-
missions, the BBU recovers an approximation of x by com-
puting H × y, in a process called equalization.
After reconstructing x, the BBU performs demodulation

to map the complex numbers to bits. The demodulated bits
contain both user data bits and parity bits, appended by the
radio protocol.

Finally, the BBU decodes the demodulated output via a
forward-error correction (FEC) algorithm to produce the
users’ bits. Similar to Agora [17], Hydra uses 5G’s LowDen-
sity Parity Check (LDPC) algorithm for decoding.

2.2 Massive MIMO baseband processing
Our goal in Hydra is to distribute massive MIMO BBU pro-
cessing among a pool of servers using the fewest number

FFT
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Figure 2: Massive MIMO processing pipeline.

of CPU cores and servers, achieved by minimizing distri-
bution overheads from inter- and intra-server communica-
tion. We next discuss the two aspects of the massive MIMO
processing pipeline that are crucial for designing a scalable
distributed system: (1) the opportunity for distribution pre-
sented by the different types of parallelism in each stage,
(2) and the scalability challenge posed by the need to shuf-
fle data from one pipeline stage’s output to the next stage’s
input (which we colloquially call the “data shuffling over-
head”).

Through the paper, we use the largest massive MIMO
configuration supported by Hydra as a running example
for exposition: 150×32 MIMO; with a typical 20 MHz con-
figuration: 2048 subcarriers, out of which 1200 subcarriers
carry data and the rest are used for guard bands; and 1 ms
“slots” (discussed next).

Slots and symbols. Wireless protocols such as 4G and
5G divide time into slots. Each slot duration is typically
further subdivided into 14 symbol durations. In each sym-
bol duration, each RU antenna sends packets to the BBU
containing IQ samples for all subcarriers. The radio proto-
col reserves pre-configured symbols for pilot signals from
users, which are used for channel estimation. Similar to
prior work [18, 28], we use the first symbol for pilots.

2.2.1 Types of parallelism

As noted by prior work [18, 28], massive MIMO baseband
processing exhibits parallelism in different dimensions at
different stages of the processing pipeline. This allows BBUs
to divide the processing among multiple workers (i.e., CPU
cores or servers). Figure 2 shows the three dimensions of
parallelism for both uplink and downlink.

In the first antenna-parallel stage, the BBU performs FFT
on the 150 antenna streams in parallel, converting time-
domain IQ samples into frequency-domain samples. This
step also eliminates the guard subcarriers and retains the
1200 subcarriers. The second frequency-parallel stage con-
sists of three sub-stages: the BBU performs channel inver-
sion, equalization, and demodulation for the 1200 subcar-
riers in parallel. The BBU may amortize the high cost of
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matrix inversion by assuming that the channel matrix for
some small configurable number of consecutive subcarriers
is the same. In the third user-parallel stage, the BBU per-
forms FEC decoding for each user independently.
2.2.2 Challenge: Inter-stage data shuffling

Massive MIMO processing is not perfectly parallelizable be-
cause the type of parallelism changes at each stage of mas-
siveMIMO processing, requiring shuffling the output of one
stage to the input of another stage. One of our design goals
in Hydra is to minimize this shuffling overhead.
Antenna-parallel to subcarrier-parallel shuffling.
Consider a thread Tfft that has computed the FFT for a fron-
thaul packet in the antenna-parallel stage. At this point, Tfft
has data for all 1200 subcarriers. Tfft must then transmit data
from different subcarrier ranges to the subcarrier-parallel
stage threads processing the corresponding subcarrier
ranges. This transmission uses shared-memory for destina-
tion threads on the same machine, and over-the-network
transmission for remote threads.
Subcarrier-parallel to user-parallel shuffling. Con-
sider a thread Tsc that has finishes the subcarrier-parallel
stage (i.e., demodulation) for its partition of subcarriers. At
this point, Tsc has data for all users, andmust transmit differ-
ent user ranges to threads running user-parallel processing.

In Section 3, we discuss how Hydra avoids the overhead
of both explicit and implicit intra-stage data shuffling in
prior BBU designs.

2.3 The need for distributed computing
Our goal for building a scalable distributed design for mas-
sive MIMO BBUs is to provide a path for scaling to massive
MIMO’s ever-increasing computational demands. If mas-
sive MIMO vRANs are limited to a single server, they will
suffer from limited mobile bandwidth, spectral efficiency,
and have a less competitive feature set compared to tradi-
tional BBUs based on specialized hardware. Note that while
this paper focuses on increasing antennas and users as the
main driver for higher computation requirements, other im-
portant factors such as increasing the frequency bandwidth
(e.g., 20 MHz to 100 MHz) and decreasing the slot size (e.g.,
1 ms to 0.5 ms) also substantially increase the computation
resources required and fronthaul traffic bandwidth.
PHY latency deadlines. The radio protocol’s NACK
(negative acknowledgment) turnaround time imposes a la-
tency deadline on BBU processing. For example, in 4G and
5G, in case of an irrecoverable bit error on the uplink, the
BBU must send a downlink NACK to the user within four
slots (i.e., within 4 ms). In this work, we set Hydra’s latency
deadline to 2.5 ms at the 99.99-th percentile, to allow 1.5 ms
for the MAC to schedule the downlink NACK.
High computational requirements. The number of
CPU cores required to meet the BBU’s latency deadline in-

creases with MIMO dimensions, eventually exceeding the
capacity of a single machine and necessitating a distributed
design. For example, even after our optimizations, Hy-
dra requires two servers to support 128×32 MIMO, and
three servers to support 150×32 MIMO. Our 150×32 mas-
sive MIMO configuration requires 71 CPU cores. Note that
although servers with very large numbers (100+) of high
performance cores are available today, vRAN operators typ-
ically deploy smaller servers due to constraints such as
power draw and fleet homogeneity. We explain these fac-
tors in detail next.

Limitation of single-machine systems. The CPU re-
quirement of large MIMO configurations such as 150×32
(71 cores) is too high for a single vRAN server. This is be-
cause vRAN servers are deployed in small edge datacen-
ters that have limited energy and space budgets, which pre-
cludes using beefy servers (e.g., quad-socket servers with
100+ cores). vRAN servers are typically single-socket or
mid-range dual-socket servers. For example, HPE’s servers
targeted for vRAN have at most 28 CPU cores [14]. Sim-
ilarly, Dell’s reference architecture for vRAN has 40 cores
per server [4].

In addition, massive MIMO servers co-exist with vRAN
servers handling other workloads, such as BBUs for non-
massive RUs, and virtualized implementations of higher cel-
lular protocol layers (e.g., MAC). Datacenter operators pre-
fer maintaining a uniform fleet of servers, i.e., it is uncom-
mon to deploy special high core-count servers for just one
workload. Therefore, a distributed design that can support
massive MIMOworkloads in typical vRAN servers is useful.

Another advantage of not relying on high-end beefy
servers, which we have currently not explored in this work,
is cheaper fault tolerance. vRAN deployments must provide
extremely high availability since they are part of the criti-
cal phone infrastructure. One way to limit vRAN downtime
is to deploy some servers as hot backups. Maintaining a
beefy backup server to guard against the failure of a single
beefy server is more expensive compared to maintaining a
smaller backup server to guard against failure of one of Hy-
dra’s servers.

2.4 Limitations of prior distributed designs
BigStation [28] is the state-of-the-art design for virtualized
distributed massive MIMO baseband processing. BigStation
was designed around a decade ago for 4GMIMO processing,
supporting up to 12 antennas and 12 users. BigStation’s de-
sign (Figure 3) has two limitations:

High inter-core and inter-server communication.
BigStation was designed for relatively small MIMO con-
figurations, and aimed to meet latency deadlines with the
weaker CPU cores available in 2012. Thus, BigStation ag-
gressively distributes decomposable BBU tasks among CPU
cores in the cluster (Section 3.2). As the MIMO dimension
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Figure 3: Architecture comparison between BigStation and
Hydra (uplink). Unlike BigStation, Hydra shuffles data only
after the subcarrier-parallel stage. “ZF”, ”Equal”, ”Demod”,
and “Decode” are short for zero-forcing, equalization, de-
modulation, and LDPC decoding, respectively.

increases, the communication overhead in BigStation be-
comes significant and limits its scalability. In contrast, today
we have higher MIMO dimensions and more powerful CPU
cores that can individually complete the requiredMIMO op-
erations within the radio protocol’s deadline. Therefore,
Hydra’s design centers on keeping computation local on a
CPU core to the extent possible.
Time-domain fronthaul traffic. BigStation was de-
signed for older RUs that lacked FFT support (Section 3.1).
To handle the large number of antennas in massive MIMO,
BigStation’s servers spend a correspondingly large amount
of CPU cycles in (a) performing FFT and IFFT, and (2) send-
ing, receiving, and shuffling IQ samples (Section 4). For ex-
ample, in the uplink direction, the servers first receive time-
domain IQ samples from antennas, perform FFT, and then
shuffle the frequency-domain IQ samples among each other
to enter the subcarrier-parallel processing stage.

2.5 Motivation and challenges for Hydra
The above limitations of single-server and distributed
MIMO BBUs motivated us to create a new distributed de-
sign. The key challenge in Hydra is: how can we distribute
massive MIMO BBU processing among a pool of workers
(servers or CPU cores) with minimal overhead? An ideal
design is to perfectly parallelize the workload among the
BBU servers without any inter-server communication.

When splitting massive MIMO BBU processing for an RU

with fronthaul traffic Fbw Gbps among N servers, the min-
imal network communication each server must handle is
Cmin = Fbw/N Gbps. Our design achieves close to perfect
parallelism with only 20% additional inter-server commu-
nication compared to Cmin (Section 5.2).

3 Design
We next describe Hydra’s three main design components.
Our design focuses on reduces communication overhead,
with three approaches: (1) using the ability of modern RUs
to run FFT and split packets into subcarrier ranges (Sec-
tion 3.1), (2) shuffling data between servers at a stage that
minimizes inter-server traffic (Section 3.2), and (3) avoiding
inter-core data movement and coordination within a server
(Section 3.3).

For brevity, similar to prior work [18, 24, 29] we primar-
ily focus on uplink processing, which is often more com-
putationally intensive than downlink processing due to the
higher cost of channel decoding compared to encoding. In-
terestingly, we find that downlink processing can be costlier
than uplink on some server architectures (Section 5.2).

3.1 Scalable fronthaul traffic partitioning
Massive MIMO radios generate a high rate of fronthaul traf-
fic. For a scalable design with minimal overhead, it is criti-
cal to not re-shuffle any substantial fraction of the fronthaul
traffic between servers. Doing so adds overhead in terms
of CPU cycles, latency, and datacenter network bandwidth
use. We show that the new ability in modern RUs to run
FFT and generate separate packets for different subcarrier
ranges allows partitioning the fronthaul traffic among Hy-
dra’s servers with zero overhead. This reduces the amount
of traffic that each server must handle before the subcarrier-
parallel stage by up to 66.4% compared to BigStation.
Quantifying fronthaul bandwidth. For example, the
fronthaul bandwidth in our running example configuration
(Section 2.2)—150×32 MIMO, 20 MHz frequency bandwidth
(2048 subcarriers, 1200 data subcarriers), 1 ms slots with 14
symbols—is 80.6 Gbps, assuming that the RU performs FFT
and eliminates guard subcarriers: Each of the 150 antennas
generates one packet with 1200 subcarriers (four bytes per
IQ sample) for each of the 14 symbols in a slot. Therefore,
the BBU receives 150×1200×4×14 bytes every millisecond,
totaling 80.6 Gbps.

Note that most of the factors listed in Section 2.3 cause
the fronthaul bandwidth to increase linearly. For example,
using 100 MHz bandwidth with 0.5 ms slots is a common
configuration in 5G deployments. This increases the fron-
thaul bandwidth by 5.5x to 444 Gbps by (1) increasing from
1200 to 3300 data subcarriers (4096 total subcarriers), and
(2) doubling the rate at which the BBU receives packets.

To better describe the advantages of Hydra’s fronthaul
traffic partitioning approach, we begin by first discussing
BigStation’s approach. We compare the datacenter network
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System Receive rate Transmit rate
BigStation 47.3 Gbps 12.9 Gbps
Hydra 20.2 Gbps 0 Gbps

Table 1: Comparison of datacenter network bandwidth used
in BigStation andHydra before the subcarrier-parallel stage.
These numbers are for a 150-antenna RU and 20 MHz band-
width with 1 ms slots.

bandwidth handled by each machine before the subcarrier-
parallel stage in BigStation and Hydra, assuming each BBU
design uses a cluster of four machines, and our running ex-
ample MIMO configuration.

BigStation’s approach BigStation uses RUs without FFT
support, and therefore operates on time-domain IQ sam-
ple packets, with 2048 IQ samples each (one IQ sam-
ple per subcarrier). In our example MIMO configura-
tion, the fronthaul bandwidth for BigStation is therefore
80.6×2048/1200 =137.5 Gbps. BigStation partitions the
fronthaul traffic by antenna: each of the four BigStation
servers receives packets for an exclusive range of 32 anten-
nas, i.e., 137.5/4 = 34.4 Gbps.

BigStation’s servers then run FFT on the time-domain
IQ sample packets and drop the guard subcarriers, retain-
ing 1200 subcarriers. To feed the next subcarrier-parallel
stage (Section 2.2.2), each server must send 75% of the
1200 subcarriers to other machines. This corresponds to
32×(0.75×1200)×4×14 bytes per millisecond, or 12.9 Gbps.
Symmetrically, each server also receives 12.9 Gbps of shuf-
fling input from the other three servers.

Hardware capabilities of modern radios The O-RAN
alliance [9] defines specifications for various components
and interfaces in 5G vRAN deployments. There are two
hardware capabilities in modern O-RAN–compliant RUs
that allow us to design newways to partition fronthaul traf-
fic. (1) FFT support. O-RAN’s fronthaul specification [7] re-
quires RUs to support FFT. Running FFT at the RU reduces
fronthaul bandwidth requirement by dropping guard sub-
carriers at the RU. For example, in our 20 MHz configura-
tion with 2048 subcarriers and 1200 data subcarriers, run-
ning FFT at the RU cuts down fronthaul bandwidth by 41%.
Since FFT is cheap to implement, it is widely included in
RUs. This O-RAN feature benefits massive and non-massive
RUs alike (e.g., small cells in a city that have low-bandwidth
connections to the BBU).

(2) O-RAN also requires the RU to support configurable
“fragmentation” (Section 3.5 in the fronthaul spec [7]) of
its IQ sample packets on both the uplink and the down-
link. This is needed to support fronthaul networks with
different MTUs (a fronthaul packet with 1200 subcarriers
requires 4800 bytes, which exceeds Ethernet’s typical 1500-
byte MTU), and to allow the BBU to request only certain

frequency ranges from the RU. The latter is useful for re-
ducing fronthaul traffic during low load when only a few
frequency resources are in use.
Hydra’s approach We found a novel use case of these
two RU abilities, which is different from what they were
originally designed for (i.e., reducing fronthaul traffic or
handling different MTUs): distributingmassiveMIMO fron-
thaul traffic among a pool of servers with zero overhead.

Fortunately, O-RAN RUs do not fragment packets at ar-
bitrary boundaries, such as in the middle of an IQ sample.
With such an implementation of fragmentation, Hydra’s
servers would need to re-shuffle some IQ samples between
servers before the subcarrier-parallel processing stage. In-
stead, each fragment contains a contiguous range of subcar-
riers, and the BBU can configure these ranges over its con-
trol plane connection to the RU. In Hydra, we use as many
equally-sized ranges as the number of servers. If the num-
ber of subcarriers is not a multiple of the number of servers,
one server gets a slightly larger range than others.

For example, in a four-server Hydra cluster, we config-
ure the RU to send four packets per antenna in each symbol
duration. The four packets contain IQ samples for data sub-
carrier ranges 0–299, 300–599, 600–899, 900–1199. We then
route the ith packet to server i. Each Hydra server therefore
receives 80.6/4 =20.2 Gbps and sends no datacenter network
traffic before entering the subcarrier-parallel stage.

Table 1 compares the amount of traffic received and
sent by each server before the subcarrier-parallel stage
in BigStation and Hydra for our example configuration.
Hydra’s total bi-directional bandwidth requirement per-
server (20.2 Gbps) is 66.4% percent lower than BigStation’s
(60.2 Gbps). Our evaluation shows that using FFT-capable
RUs with subcarrier range fragmentation reduces the num-
ber of CPU cores needed byHydra by up to 46% (Section 5.5).

3.2 Scalable PHY computation partitioning
After partitioning subcarriers, Hydra still needs to run
the subcarrier-parallel stage (i.e., zero-forcing, equalization,
and demodulation), and the user-parallel stage (i.e., decod-
ing). There are several possible approaches to partitioning
this remaining computation among Hydra’s servers. We
observe that the massive MIMO processing pipeline pro-
gressively reduces the amount of data transferred between
pipeline stages. Hydra minimizes the amount of inter-
server data shuffling by delaying shuffling to the last stage
of the MIMO processing pipeline (decoding). Compared to
BigStation’s design, Hydra’s servers shuffle up to 42% less
data (Section 3.2.2).
3.2.1 Hydra’s approach

Recall that in our running example, the ith Hydra server
Si receives IQ samples for subcarriers [300×i, 300×(i + 1)).
Si runs all the subcarrier-parallel processing sub-stages for
these 300 subcarriers locally, i.e., without shipping any com-
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putation to remote servers. After demodulation, Si creates
32 per-user output buffers, each with 300 entries for the cor-
responding users’ transmissions on each subcarrier. The de-
coding for 75% of these users happens on other servers, so
Si ships its outputs for those users over the network.

Rationale. The transition point between subcarrier-
parallel and user-parallel stages offers an efficient point for
shipping computation across servers. This is because the
subcarrier-parallel stage reduces the amount of data flowing
through the BBU’s uplink pipeline: The equalization step for
a subcarrier transforms per-antenna samples into per-user
samples, and the number of antennas in massive MIMO is
substantially larger than the number of users. For example,
64×8 is the typical massive MIMO configuration in today’s
5G deployments. In our running 128×32 massive MIMO ex-
ample, equalization shrinks the pipeline’s flow by 4x.

3.2.2 BigStation’s approach

The main alternative to our approach is computation and
data shipping even within the subcarrier-parallel stage. For
example, unlike Hydra, the computation for a given subcar-
rier in BigStation happens on different servers: BigStation
reserves a set of its servers for only matrix inversion. These
servers then ship the computed inverses to other servers
running equalization and demodulation.

Comparison with Hydra. In our running example with
150×32 MIMO, we assume that groups of 32 subcarriers (as
many as the number of users to avoid inter-user interfer-
ence during pilot transmission) have the same channel ma-
trix. Therefore, there are 1200/32 channel matrices, and
each matrix is 150×32×8 = 38400 bytes in size. Shipping
these matrices over the network in each millisecond slot du-
ration requires 11.5 Gbps.

Shuffling data between the subcarrier-parallel stage and
the user-parallel stage for this MIMO configuration cumula-
tively requires 16 Gbps for a three-server BBU (Section 5.2).
This shuffle is required in both Hydra and BigStation, but
it is the only shuffle required in Hydra. Therefore, Hydra’s
inter-server shuffle bandwidth (16 Gbps) is 42% lower than
BigStation’s (11.5 Gbps + 16 Gbps) for this configuration.

Alternative approaches. Similarly, early versions of our
system aimed to maximize parallelism in the MIMO BBU
by dynamically shipping individual matrix inversion and
multiply operations over the cluster. Our thinking was in
line with BigStation’s hypotheses [28, Section 5.3] that for
very large MIMO systems, the matrix inverse and multi-
ply operations may need to be partitioned across servers.
However, such an approach is unnecessary and inefficient:
distributing individual MIMOmatrix operations is unneces-
sary because modern CPU cores are individually powerful
enough to meet the BBU’s deadline. For example, comput-
ing the pseudo-inverse of a 150×32 channel matrix takes
only around 150 µs on our servers. Our evaluation shows

that confining a subcarrier’s processing to a single server (a
single core) works well on today’s hardware. In addition,
shipping the matrix operations adds overhead by shipping
a huge amount of matrix contents over the network, requir-
ing similar bandwidth to the fronthaul bandwidth.

3.3 Scaling within a machine
In our goal to build a scalable distributed system for massive
MIMO baseband processing, we also had to create new op-
timizations for the processing within a single machine. We
found that our baseline Agora system has a large amount of
overhead from inter-core data movement and synchroniza-
tion. We next describe two optimizations to reduce inter-
core data movement and synchronization that we made on
top of Agora. Our evaluation shows that these optimiza-
tions are crucial: without them, for some large MIMO con-
figurations, Hydra either fails to support the configuration,
or requires over 2x more CPU cores (Section 5.6).

Subcarrier-to-core affinity Recognizing the high cost
of inter-core communication, we design Hydra to use the
same CPU core for all the subcarrier-parallel sub-stages for
a given subcarrier. In contrast, Agora centers its design
around fine-grained task distribution, so a random core runs
any individual matrix inverse or matrix multiply. Although
this is a straightforwardway of parallelizingMIMOprocess-
ing that provides flexibility in allocating tasks to cores, it
incurs a large amount of inter-core communication.

In Agora, the CPU core that computes the channel matrix
inverse for a subcarrier (Ci) is almost always different from
the CPU cores that run equalization and demodulation for
that subcarrier (Ce). Note that a given channel matrix in-
verse computed from the pilot symbols is used for equaliza-
tion in 13 subsequent data symbols. This creates overhead
by repeatedly moving the computed matrix inverse from
Ci’s private caches to Ce’s caches. It also reduces the cache
efficiency of all cores, since the same matrix contents are
duplicated in several caches.

In Hydra, the same CPU core performs channel matrix
inversion, equalization, and demodulation for a given sub-
carrier. This eliminates inter-core cache movement and du-
plication of cached data.

No central coordinator thread. Agora uses a
coordinator-worker thread design, in which a single
coordinator thread communicates with worker threads via
shared-memory queues. The coordinator thread queues
task descriptors to the workers (e.g., the address and
dimension of a source matrix to invert), and receives com-
pletions from workers. We find that in Agora’s design, the
worker threads spend a substantial amount of time blocked
and waiting for work from the coordinator. This happens
because the coordinator must schedule a large number of
tasks, restricting performance. In contrast, Hydra’s threads
use shared-memory counters to track dependencies in the
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Task Without HT With HT

Invert a 150×32 matrix 2.9 K/sec 4.8 K/sec
Equalization (32×150 times 150×1) 0.96 M/sec 1.23 M/sec
Precoding (150×32 times 32×1) 0.67 M/sec 0.72 M/sec
LDPC decoding (one UE) 20.2 K/sec 23.3 K/sec
LDPC encoding (one UE) 48.5 K/sec 60.0 K/sec

Table 2: Comparison of single-core processing rate with and
without Hyper Threading (HT) for 150×32 MIMO.

MIMO pipeline, avoiding the coordinator bottleneck. In
addition, since we also use subcarrier-to-core affinity, there
are over 10x fewer cross-core task dependencies in Hydra
than in Agora.

3.4 Downlink processing
The BBU’s downlink pipeline is the reverse of the uplink
pipeline. A separate MAC layer sends per-user data to Hy-
dra’s user-parallel threads, which perform LDPC encod-
ing, and send the corresponding subcarrier ranges to Hy-
dra’s subcarrier-parallel workers. Subcarrier-parallel work-
ers then apply the precoder matrix that they computed dur-
ing uplink processing (the precoder is the transpose of the
channel matrix inverse) to transform per-user streams to
per-antenna streams. The packet I/O threads on each ma-
chine then combine the outputs of each subcarrier-parallel
worker to generate one packet for the machine’s assigned
subcarrier range, which is then sent to the RU.

4 Implementation
We implement Hydra in C++ for Linux, building on top of
Agora’s open-source codebase. Similar to Agora, (1) we use
Intel MKL for matrix operations accelerated with AVX-512
SIMD instructions, (2) we use Intel’s FlexRAN library [6] for
LDPC decoding and encoding.
Thread types inHydra. AHydra deployment consists of
one ormore Hydra processes running on different servers in
a cluster. Each Hydra process launches three sets of threads,
each pinned to a different core: (1) packet IO threads, (2)
subcarrier-parallel threads, and (3) user-parallel threads.
Packet IO threads send and receive fronthaul traffic, and
shuffle BBU pipeline data between servers. Each subcarrier-
parallel and user-parallel thread is assigned a static range of
subcarriers or range of users, respectively. For each MIMO
dimension, we use the fewest number of threads for each
thread type (currently determined manually) required to
handle the maximum workload.
Hyper Threading. While Agora disables Hyper Thread-
ing (HT), we find that enabling it improves the performance
of massive MIMO processing by reducing the negative im-
pact of memory stalls. Massive MIMO processing generates
a large memory footprint (e.g., 1200 150×32 matrices, or
11.5 MB), causing misses in the CPU’s L1–L3 caches, which
reduce CPU efficiency. Hyper Threading hides the impact

of these memory stalls by overlapping memory accesses
with compute, e.g., by allowing one logical thread to use
a SIMD unit while another logical thread is stalled. Table 2
shows that for 150×32 MIMO, using HT improves a single
core’s throughput by 7.5%–65.5% for different PHY routines
measured in isolation in micro benchmarks. For end-to-end
runs, we were able to fit 150×32 MIMO processing in three
servers only with HT enabled. For smaller MIMO configu-
rations that we were able to test both with and without HT,
using HT reduces the number of physical CPU cores needed
by Hydra, e.g., from 68 to 53 cores for uplink processing for
128×32 MIMO.

Dynamic CPU core utilization. Since mobile networks
experience highly variable workloads, it is important for the
BBU to scale its energy consumption with the workload [1].
For example, cell sites in residential areas have high utiliza-
tion during the day time, but almost no utilization at night.
Hydra scales its CPU usage with the workload as follows.

For every slot, the MAC layer (not included in our sys-
tem yet) communicates the set of users active on each sub-
carrier to Hydra. If during a slot with low load, the base
station has fewer active users than the number of users per-
mitted by theMIMOdimension, Hydra puts the correspond-
ing user-parallel threads to sleep. Similarly, if a slot’s MAC
configuration has some subcarriers not assigned to any user,
Hydra puts the corresponding subcarrier-parallel threads to
sleep. While this approach is fairly simple, we believe that
it works well because mobile networks experience highly
bursty workload patterns, with significant periods of zero
load. For example, recent measurements show that a 4G cell
is fully idle in 75% of the slots [20]. During zero-load peri-
ods, Hydra disables most of its threads, keeping only the
packet I/O threads active. The CPU cores yielded by Hy-
dra may be used by other co-located latency-tolerant edge
workloads such as machine learning and analytics [20].

5 Evaluation
This section presents our evaluation of Hydra’s perfor-
mance, the effectiveness of our design choices, and com-
parisons with design choices made by prior massive MIMO
baseband processing systems (i.e., Agora and BigStation).

For evaluation, we created a complete version of BigSta-
tion based on the original design [29]. To focus the evalua-
tion on the distributed system design differences between
BigStation and Hydra, we also implement all of Hydra’s
single-machine optimizations for BigStation.

5.1 Evaluation setup

5.1.1 Server setup

We run our evaluation in two clusters. For most experi-
ments, we use a “main” cluster of four commodity servers,
with three servers running our distributed BBU, and one
server acting as a fronthaul traffic generator emulating an
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RU (Section 5.1.2). All servers are connected to an Arista
7060 switch with 100 GbE single-port Mellanox ConnectX-
5 NICs. Each server has two Intel Xeon Silver 4216 CPUs
(2.1 GHz, AVX512 support), with 16 cores per CPU. We use
at most 29 cores per server to leave some cores for the OS
to avoid kernel thread starvation.

To demonstrate our design’s scalability to more servers
than available in our main cluster, we use another cluster in
CloudLab [19] consisting of 27 servers, with up to 18 servers
for the BBU, and nine servers for emulating the RU. These
servers are less powerful than our main cluster’s servers.
All servers are connected to Mellanox 2410 switches with a
Mellanox ConnectX-4 25 GbE NIC. Each server has one ten-
core Intel E5-2640v4 CPU (2.4 GHz, no AVX512 support).

As is typical in vRAN systems [3, 18], we configure each
server to reduce jitter: we run our processes as real-time
processes with the highest scheduling priority, and remap
OS interrupts to an unused core. Our experiments run in a
dedicated cluster without network congestion and therefore
experience no packet loss. Unless specified otherwise, the
experiments run in the main cluster.

5.1.2 Emulated fronthaul traffic generator

Since O-RAN-compatible massive MIMO radios are not
readily available today, we emulate the fronthaul traffic
with a software-based generator, using Agora’s DPDK-
based generator as a starting point. The generator applies a
Rayleigh fading channel with Gaussian noise (25 dB signal-
to-noise ratio). Agora’s generator emulates a basic RUwith-
out FFT support, transmitting time-domain IQ samples; we
modify it to emulate an O-RAN radio: our generator runs
FFT, discards guard subcarriers, and splits packets into mul-
tiple subcarrier ranges, one per Hydra server. In addition,
for the packet for a given subcarrier range, the generator
uses the network address (IP and MAC address) for the cor-
responding Hydra server.

In the CloudLab cluster, which has 25 GbE, the fron-
thaul bandwidth exceeds a single server’s NIC bandwidth
for MIMO configurations with over 46 antennas. To over-
come this, we split the traffic generation for the antennas
across multiple servers. All servers are time-synchronized
to a sub-microsecond accuracy with PTP, and agree on the
first slot’s start time during initialization. We also add gen-
erator support to change the set of active subcarriers and
users to emulate high and low load scenarios.

5.1.3 Wireless parameters

Our wireless settings are similar to Agora: all experiments
use a 20MHz configuration with 1200 data subcarriers (2048
total subcarriers), 1 ms slot duration, and 64 QAM modula-
tion. We use 1/3 LDPC code rate and base graph #1, with a
LDPC lifting size (“Z”) up to 104. This configuration results
in 29.7 Mbps data rate per user, or 950 Mbps for 32 users.
Since our primary focus is performance, our experiments

use the peak load where all subcarriers and users are active,
unless mentioned otherwise.

5.2 End-to-end performance
Figure 4 shows the number of CPU cores and servers needed
byHydra and BigStation to support differentmassiveMIMO
configurations. We show the numbers for both uplink and
downlink processing. We run the experiment for 100 sec-
onds, spanning 100k 1 ms slots. To support a MIMO di-
mension, the BBU must satisfy two constraints: (1) the
BBU’s 99.99th percentile latency must be below 2.5 ms (Sec-
tion 2.3), and the BBU must have a throughput of one slot
per slot duration (1 ms in our case) to keep up with the
RU. Hydra supports up to 150×32 MIMO with three BBU
servers. For 150×32 MIMO, Hydra uses 71 cores for uplink
processing, or 83 cores for downlink processing.

Interestingly, we find that in our main cluster, Hydra’s
downlink processing is more expensive than uplink. This is
the opposite of measurements in the Agora paper, as well
as our CloudLab measurements for Hydra (Section 5.4.3).
This happens because downlink precoding (0.72 M/s per
core for 32×150 by 150×1 multiplications) is more expen-
sive than uplink equalization (1.23 M/s per core for 150×32
by 32×1 multiplications) on our main cluster (Table 2).1 In
our CloudLab cluster, the lack of AVX512 instructions re-
verses this effect (i.e., downlink becomes cheaper than up-
link) by making LDPC decoding far more expensive than
LDPC encoding: decoding is 10x more expensive than en-
coding on CloudLab, compared to 2.5x more expensive on
our main cluster.

5.2.1 Comparison with BigStation

BigStation supports only up to 128×16MIMOwith the three
servers. For MIMO configurations that BigStation supports,
Hydra uses only around half the CPU cores for uplink pro-
cessing, and between 30–40% fewer CPU cores for downlink
processing. BigStation’s worse performance comes from
two factors. First, BigStation spends additional CPU cycles
for running FFT in software instead of the RU, and shuffling
a larger amount of data between servers than Hydra. Sec-
ond, the higher network I/O and data shuffling generates
more memory pressure and inter-core communication than
Hydra, reducing BigStation’s compute efficiency.

We provide a detailed accounting of Hydra’s and BigSta-
tion’s CPU usage below, with 128×16 downlink processing
(the most challenging downlink configuration supported by
BigStation) as the example.

• Packet I/O. BigStation uses 24 cores for packet I/O,
compared to only four for Hydra.

• IFFT. BigStation uses six cores for IFFT processing,
whereas Hydra uses the RU’s ability to perform IFFT.

1We are investigating the root cause of this difference by studying Intel
MKL’s implementation of matrix multiplication.
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• Subcarrier processing. BigStation uses 33 cores
for subcarrier-parallel processing (six cores for zero-
forcing, and 27 cores for precoding). Hydra uses 31
cores for its combined subcarrier processing stage.

• LDPC encoding. BigStation uses nine cores for LDPC
encoding, compared to six for Hydra.

5.3 Comparison with Agora
Hydra supports Agora’s largest 64×16 MIMO configuration
with one server for both the uplink and downlink. Differ-
ent from Agora’s single-server design, Hydra allows using
two servers to support 128×32 MIMO, and three servers to
support 150×32 MIMO.
For a single-server performance comparison, we compare

Hydra’s performance with the numbers published in the
Agora paper [18]. This is because we were unable to re-
produce numbers comparable to those reported in Agora
due to hardware differences, e.g., we use weaker CPUs
(16-core Xeon Silver 4216, $900 per CPU) than those used
in Agora’s evaluation (16-core Xeon Gold 6130, $1900 per
CPU). For 64×16 uplink processing, Hydra uses 19 CPU
cores compared to Agora’s 28 (including Agora’s two packet
I/O cores); for downlink processing, Hydra uses 27 cores
compared to Agora’s 23.

5.4 Hydra’s performance details

5.4.1 Tail latency

Figure 5 shows that Hydra successfully meets our latency
target of sub-2.5 ms 99.99th percentile latency for Hydra’s
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Figure 6: Number of servers required to support different
massive MIMO settings in the CloudLab cluster.

largest-supported 150×32 MIMO configuration. For the up-
link, Hydra’smaximum latency is only 1.8 ms, and its 99.99-
th percentile tail latency is 1.7 ms. For the downlink, Hy-
dra’s maximum and 99.99% latency are both 2.3 ms.

5.4.2 Additional network traffic

For 150×32 MIMO, Hydra processes 80.6 Gbps of fron-
thaul traffic, and cumulatively shuffles only 16 Gbps among
servers, or 20% additional traffic. (Since there are three
servers, each server transmits two-thirds of 32×400×6
bytes per data symbol. Since we use 64 QAM modulation,
our demodulation stage represents each subcarrier’s sample
with 6 bits.)

5.4.3 Server scalability

We use the CloudLab cluster to study how Hydra’s design
scales with an increasing number of servers. Figure 6 shows
how Hydra supports higher massive MIMO dimensions as
the number of servers increases in the CloudLab cluster. Hy-
dra supports 256×32 MIMO with 18 servers for uplink pro-
cessing, or with 10 servers for downlink processing. For
the regime studied, the number of servers needed for up-
link processing scales roughly linearly with the number of
antennas: for 32 users, Hydra needs 8, 12, and 18 servers for
64, 128, and 256 antennas, respectively. There is room for
further scaling since Hydra does not hit a scalability bottle-
neck at 256×32; this scale was limited by only the number
of CloudLab servers we managed to reserve.

Different from our main cluster, downlink processing is
cheaper than uplink processing in the CloudLab cluster.
This is primarily because LDPC decoding is 10x more ex-
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pensive than encoding on CloudLab servers, but only 2.5x
more expensive on our main cluster.
5.4.4 User scalability

Figure 7 shows the minimum of CPU cores required to sup-
port an increasing number of users for two antenna config-
urations: 64 antennas and 128 antennas. We find that Hydra
can scalably support more users by using more cores. Using
LDPC accelerators (e.g., Intel’s ACC100 accelerators) can al-
low Hydra to support even more users.

5.5 Benefits of leveraging RU features
To quantify the performance benefits of offloading FFT and
subcarrier range splitting to the RU, we created a variant
of Hydra called “Time-IQ” that works with time-domain IQ
samples. Time-IQ runs FFT in software on the BBU servers
to generate frequency-domain IQ samples, which it then
shuffles among the servers for the subcarrier-parallel stage.
Figure 8 compares the number of cores needed by Hydra
and Time-IQ to support four different massive MIMO set-
tings. Hydra uses 42%, 22%, and 46% fewer CPU cores for
the 64×16, 64×32, and 128×16 configurations, respectively.
Time-IQ is unable to support the 128×32 MIMO configura-
tion with the 87 cores available in our cluster, whereas Hy-
dra supports this configuration with 53 cores.

Next, we then run both Time-IQ and Hydra for 128×16
massive MIMO using 59 cores (the minimum CPU cores re-
quired by Time-IQ) and measure the 99.99-th tail latency
breakdown. Figure 9 shows the 99.99-th percentile comple-
tion time for each of the three pipeline stages (the antenna-
parallel FFT stage, the subcarrier-parallel stage, and the
user-parallel decoding stage). Time-IQ has higher latency
than Hydra due to the additional FFT processing in soft-

 1

 1.2

 1.4

 1.6

 1.8

 2

 2.2

Hydra Time-IQ9
9

.9
9

-t
h
 l
a
te

n
cy

 (
m

s)

FFT
Subcarrier-parallel
User-parallel

Figure 9: 99.99-th tail latency breakdown for Hydra and
Time-IQ design for 128×16 MIMO (uplink) with 59 cores.
The figure starts at 1 ms because it takes 1 ms to receive all
IQ samples from RU antennas.
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ware, and a longer subcarrier-parallel stage. Time-IQ’s
subcarrier-parallel stage is longer because it must shuffle
frequency-domain IQ samples between the antenna-parallel
stage and the subcarrier-parallel stage.

5.6 Impact of intra-server optimizations
We next evaluate the effectiveness of our optimization to
reduce inter-core communication (Section 3.3): affinitizing
the processing of subcarriers to CPU cores, and avoiding
a central coordinator thread for task scheduling. We cre-
ated two variants of Hydra for this measurement: The first
variant, called “Agora-Placement,” works without a coordi-
nator thread, but uses Agora’s random assignment of tasks
to CPU cores, which increase inter-core data movement
and reduces cache effectiveness. The second variant, called
“Central-Coordination,” affinitizes subcarrier processing to
CPU cores, but uses a coordinator thread to schedule tasks
to workers. Figure 10 shows that reducing inter-core com-
munication and avoiding centralization of task coordination
logic is crucial for performance. In addition, the two vari-
ants are unable to support 128×32MIMOwith three servers.

For example, using a coordinator thread for task schedul-
ing can more than double the number of CPU cores needed.
We verify that this happens because of the large amount of
time that worker threads in Central-Coordination spend in
waiting for work from the coordinator thread. For exam-
ple, with 128×32 MIMO and 53 cores (the minimum needed
by Hydra to support 128×32), workers cores in the Central-
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Coordination design spend around 0.5 ms on average in ev-
ery millisecond slot waiting for the coordinator. In contrast,
Hydra’s workers spend only 0.14 ms on average waiting on
shared-memory counters to saturate.

5.7 Dynamic CPU core scaling
We next evaluate the efficiency of Hydra’s dynamic CPU
core scaling mechanism. We run Hydra under 150×32 mas-
sive MIMO with 1200 data subcarriers, and dynamically
change the number of active users and active data subcarri-
ers. We change the workload in four stages, and each stage
lasts for 8–10 seconds. The four stages are 1) 32 active users
and 100% active subcarriers, 2) 16 active users and 25% ac-
tive subcarriers, 3) 24 active users and 50% active subcarri-
ers, and 4) 24 active users and 25% active subcarriers.

In a production RAN, the MAC layer sends commands to
the PHY informing it about the number of active users and
subcarriers in every slot; the PHY can use this information
to adjust its CPU utilization [20]. Since we do not currently
have a MAC layer, Hydra servers read per-slot configura-
tion from a configuration file. Figure 11 shows the real-time
CPU usage of Hydra over time, normalized to 71 cores at
100% load. Hydra first utilizes full CPU resource for the first
stage, and reduces the CPU usage to 54% in the second stage.
Hydra then dynamically changes the CPU usage to 80% and
70% in the third and the fourth stage.

6 Related Work
Software-based RAN processing. The use of commod-
ity servers for high-performance PHY processing was pio-
neered by Sora [27], which demonstrated the use of mod-
ern CPU features such as SIMD for wireless signal process-
ing for WiFi. The Sora project later led to BigStation [28],
which was the first to use a distributed system to handle the
high computation requirements of multiuser MIMO. Agora
is a more recent project that focuses on massive MIMO pro-
cessing within a single server. Hydra builds upon these
designs by combining the single-machine design of Agora
with ideas from BigStation, but focuses on minimizing
the overheads in distributing massive MIMO computation.
Intel’s FlexRAN [3] is a production-grade single-machine

PHY implementation is 5G NR-compliant and is used in
large-scale vRAN deployments [10]. However, FlexRAN
is closed-source, with a few open-source components like
their LDPC encoder and decoder. Hydra’s design could ben-
efit from FlexRAN’s other high-performance signal process-
ing blocks, such as matrix inversion and demodulation.

Hardware-based RAN processing. The LuMaMi
testbed [24] is a massive MIMO processing system that
uses specialized hardware (e.g., FPGAs and PCIe switches).
LuMaMi can handle 100×10 massive MIMO with 0.5 ms
slots. While LuMaMi and Hydra cannot be compared
apples-to-apples, it is interesting to note that Hydra can
handle a substantially larger MIMO configuration (i.e.,
150×32), although with a more relaxed latency deadline
(1 ms slots). We believe that comparing software-only and
hardware-based approaches for massive MIMO processing
is an interesting avenue for future research.

Quantum computing approaches such as QuA-
Max [23] and ParaMax [22] have recently been proposed to
tackle the high computational cost of massive MIMO.While
our work uses linear MIMO methods (i.e., zero-forcing
equalization and precoding), quantum-based approaches
can handle more expensive non-linear methods like sphere
decoding [21, 25]. Since sphere decoding can be too
expensive for a single server, Hydra’s techniques may be
used to distribute the work among multiple servers.

7 Conclusion
We have presented the design of Hydra, a new distributed
design for scalable massive MIMO processing in software.
Hydra focuses its design on reducing the overhead in dis-
tributing massive MIMO computation among a pool of
servers. Our design leverages features of modern RUs in
novel ways to partition the fronthaul traffic with zero over-
head, uses an efficient split for shuffling inter-server data
between the MIMO pipeline’s stages, and reduces inter-core
communication and coordination for processing within a
machine. The result is that Hydra can support much larger
MIMO configurations than prior state-of-the-art, demon-
strating support for 150×32 MIMO for the first time in
software. Importantly, we have demonstrated that massive
MIMO processing can be efficiently distributed over mul-
tiple servers, using only 20% additional network I/O com-
pared to the required fronthaul traffic. We believe that our
design can be used to scalably support even more challeng-
ing MIMO configurations in the future.
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Abstract
Interactive mobile applications like web browsing and gam-

ing are known to benefit significantly from low latency net-
working, as applications communicate with cloud servers and
other users’ devices. Emerging mobile channel standards have
not met these needs: 5G’s general-purpose eMBB channel
has much higher bandwidth than 4G but empirically offers
little improvement for common latency-sensitive applications,
while its ultra-low-latency URLLC channel is targeted at only
specific applications with very low bandwidth requirements.

We explore a different direction for wireless channel de-
sign to address the fundamental bandwidth-latency tradeoff:
utilizing two channels – one high bandwidth, one low la-
tency – simultaneously to improve performance of common
Internet applications. We design DChannel, a fine-grained
packet-steering scheme that takes advantage of these parallel
channels to transparently improve application performance.
With 5G channels, our trace-driven and live network experi-
ments show that even though URLLC offers just 1% of the
bandwidth of eMBB, using both channels can improve web
page load time and responsiveness of common mobile apps by
16-40% compared to using exclusively eMBB. This approach
may provide service providers important incentives to make
low latency channels available for widespread use.

1 Introduction
Low latency is critical to interactive applications such as web
browsing, virtual and augmented reality, and cloud gaming.
For web applications, even an increase of 100 ms latency can
result in as much as 1% revenue loss, as noted by Amazon [21].
Emerging VR, AR, and cloud gaming applications also rely
on low latency to deliver a seamless user experience. For
instance, VR requires 20 ms or lower latency to avoid any
simulator sickness [19].

Current mobile broadband, serving general Internet appli-
cations such as web browsing and video streaming, have not
yet delivered consistent low latency performance, in part due
to the inherent trade-off between latency and bandwidth [22].
One approach is to provide two separate channels (or ser-
vices) – one optimizing for bandwidth, the other optimizing
for latency – with different types of user applications assigned
to them. 5G NR follows this pattern with its enhanced mo-
bile broadband (eMBB) and ultra-reliable and low-latency
communication (URLLC) channels. eMBB, which serves
general-purpose Internet use, is heavily focused on delivering
gigabit bandwidth. This channel will be useful for streaming

media but offers little to no improvement for latency-sensitive
applications, such as web browsing [34, 35, 50]. Experimen-
tally, web page load time in existing 5G deployments, even in
close-to-ideal circumstances (a stationary device and a chan-
nel with little utilization), is similar to 4G for pages smaller
than 3 MB in size and about 19% faster than 4G for pages
larger than 3 MB [34]. This is due to 5G eMBB having 28 ms
or larger latency, broadly similar to 4G [34]. Our measure-
ments of 5G mmWave showed similar results, at around 22
ms in ideal conditions.

Meanwhile, 5G URLLC promises an exciting capability
of very low latency, in the range of 2 to 10 ms [6], but com-
promises severely on bandwidth, making it unsuitable for
common mobile applications. Our experiments emulating
web browsing (the most widely used mobile application [44],
and far from the most bandwidth-intensive application) over
URLLC with 2 Mbps bandwidth show web page load times
would be 5.87× worse than with eMBB. Hence, neither using
URLLC alone nor using eMBB alone provides good perfor-
mance. As the latency-bandwidth trade-off is fundamental,
this separation between a high bandwidth channel (HBC)
and a low latency channel (LLC) is likely to persist; 6G, for
example, is also expected to include both [54].

We believe, however, that the availability of two channels
offers an opportunity to deal with the fundamental latency-
bandwidth tradeoff in a new way, beyond simple static as-
signment of an application to a single channel. Specifically,
we argue that by using high bandwidth and low latency chan-
nels in parallel on mobile devices, significant performance
and user experience improvements are possible for latency-
sensitive applications. Here, we explore this hypothesis for
the case of web browsing and web-based mobile applications.

Mapping an application’s traffic to HBC and LLC is diffi-
cult since we have to use LLC’s bandwidth very selectively.
Indeed, the main deployed transport-layer mechanism to com-
bine multiple channels, MPTCP [49], assumes two interfaces
that are each of significant bandwidth, with the goal of ag-
gregating that bandwidth or supporting failover. LLC’s band-
width, however, is a rounding error compared to HBC’s. Other
works – particularly Socket Intents [42] and TAPS [38] – ex-
ploit multi-access connectivity through application-level in-
put, which we prefer to avoid to ease deployment and expand
relevance to other applications in the future; therefore we
expect new mechanisms are necessary.

To solve these problems, we design DChannel, a system
that leverages parallel channels to improve the performance
of mobile applications. DChannel comprises two modules
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running at either end of the channels – namely, in the mobile
device OS and in a gateway device operated by the service
provider. Central to the approach is a packet steering scheme
that operates at the network layer (i.e., IP packets) without
requiring any application input. Such fine-grained, per-packet
decisions (as opposed to, for example, HTTP object-level
steering) are key to making effective use of the limited LLC
bandwidth. To decide which packets are worth accelerating,
since LLC bandwidth is extremely limited, DChannel treats
the channel as an expensive resource and calculates the ben-
efit and cost of utilizing the LLC for each packet. Finally,
since the parallel channels could occasionally confuse the
transport layer with out-of-order delivery, DChannel employs
a reordering buffer in the mobile device and gateway.

To evaluate our design with a concrete scenario, we lever-
age 5G’s eMBB and URLLC as our HBC and LLC. We eval-
uate the benefit of DChannel in our experimental testbed (§4).
Our testbed includes a prototype that can capture and steer
application traffic, and a high-fidelity trace-driven network
emulator that emulates cellular network latency variability
and delay caused by radio resource control (RRC) state tran-
sitions [41]. We gather two types of real 5G eMBB traces –
mmWave and lowband – in three different scenarios: station-
ary, low mobility, and high mobility. Our evaluations cover
popular web applications such as web browsing and Android
mobile applications. Using the testbed, we evaluate our packet
steering scheme and compare it with prior approaches such
as MPTCP [2] and ASAP [29]. We also evaluate DChannel
in live 5G eMBB networks. Our key findings are as follows:

• DChannel, which requires little per-connection state and
no application knowledge, yields superior performance
compared to the other evaluated schemes—object-level
steering, static packet-size-based steering, as well as
prior work, MPTCP and ASAP [29], which used multiple
channels in other settings.

• Compared with exclusively utilizing the eMBB, allo-
cating a modest bandwidth of 2 Mbps to URLLC al-
lows DChannel to improve web page load time (PLT).
Under conditions that are ideal for eMBB (a stationary
client with a line of sight to the base station and full
signal strength), DChannel reduces PLT by 20% and
33% in 5G mmWave and low-band settings, respectively.
Under more challenging mobile conditions, DChannel
improves PLT by 37% and 42% in 5G mmWave and
low-band, respectively.

• In addition to web browsing, we evaluated three Android
mobile apps in a live environment and find DChannel
improves apps responsiveness by 16% on average.

• Somewhat surprisingly, DChannel improves sustained
throughput in our mobile 5G setting by roughly 10% – a
useful side benefit of accelerating the TCP control loop
in dynamic environments.

Finally, we discuss deployment strategies, challenges, and
future opportunities. We believe our basic techniques can
apply to a variety of latency-sensitive applications, and open
new opportunities for app developers and cellular providers.

2 Background and Motivation
2.1 Channels in 5G
5G wireless networks are designed to support applications
with very different service level requirements. The 5G stan-
dard known as New Radio (NR) specifies three service mod-
els: (1) enhanced mobile broadband (eMBB) for standard
high-data-rate Internet and mobile connectivity, (2) ultra-
reliable low-latency communication (URLLC) for mission-
critical and latency-sensitive applications, and (3) massive
machine-type communications (mMTC) for large-scale IoT
deployments. We describe eMBB and URLLC in more depth.

(1) Enhanced Mobile Broadband: This service focuses on
providing high-data-rate mobile access. It is considered an
upgrade to 4G mobile broadband that will satisfy the ever-
increasing demand for mobile and wireless data. 5G eMBB
can operate either at the low-frequency bands below 6 GHz
which we refer to as low-band or the high-frequency bands
around 28 GHz/39 GHz which we refer to as millimeter wave
(mmWave). The mmWave bands are a key new technology in
5G as they offer 10× the bandwidth that is currently available
to 4G LTE networks [4], enabling user throughput of around
1 Gbps [15].

Providers like Verizon, AT&T, and T-Mobile have already
deployed both the low-band and mmWave 5G in several major
US cities, including Chicago, Atlanta, New York, and Los An-
geles [9–11, 34]. A recent measurement study on commercial
mmWave 5G networks in the US shows TCP throughput of
up to 2 Gbps for download and 60 Mbps for upload, with a
mean RTT of 28 ms measured between the client and the first-
hop edge server right outside the cellular network core [34].
The measurements were performed, however, in conditions
favorable to mmWave such as line-of-sight, no mobility, and
few clients.

eMBB latency is expected to be higher as the number of
users increases and as users move. This is because radio
access networks (RANs) operating in the mmWave bands
use very directional beams to compensate for high signal
attenuation, making them vulnerable to blockage and mobil-
ity. High data rate communication is possible only when the
RAN access point aligns its beam towards the user [27]. This
process, commonly referred to as beam alignment, can intro-
duce significant delays, especially when users are moving,
which requires the access point to keep realigning the beam
of each user [23, 27]. Furthermore, the user or other obstacles
can easily block the beam, leading to unreliable and incon-
sistent performance both in terms of changes in throughput
and highly variable RTT [3, 32, 34]. Our own experiments in
Chicago also confirm this and show that the RTT can vary sig-
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nificantly even for stationary clients and is further exacerbated
while walking or driving. This is because 5G eMBB mainly
optimizes for high data rates, focusing less on reliability and
low latency.

(2) Ultra-Reliable Low-Latency Communication: Unlike
eMBB, this channel focuses on providing highly reliable, very
low latency communication at the cost of limited throughput.
It aims to support mission-critical and emerging applications
with stringent latency and reliability requirements such as self-
driving cars, factory automation, and remote surgery. While
the URLLC channel is yet to be deployed in practice, the
standard specifies a target 0.5 ms air latency between the
client and the RAN (1 ms RTT) with 99.999% reliability for
small packets (e.g. 32 to 250 bytes) [15]. It also specifies
a target end-to-end latency (from a client to a destination
typically right outside the cellular network core) of 2 to 10 ms
with throughput ranging between 0.4 to 16 Mbps depending
on the underlying application [6]. URLLC is expected to
operate in the sub-6 GHz frequency bands (e.g. 700 MHz
or 4 GHz) and operators are expected to use network slicing
to provide dedicated resources to URLLC clients in order
to guarantee consistent performance in terms of latency and
reliability across both the radio access network (RAN) and
the cellular core [6]. Finally, client access to the URLLC
channel will be controlled by the network operators. The
access control network slicing mechanisms, however, are left
to the operators’ own implementations [8].

2.2 Web browsing traffic
While we evaluate several applications, web browsing is the
major focus of this work and serves as a running example.

A single web page may contain tens to hundreds of rel-
atively small-sized web objects distributed across multiple
servers and domains. Consequently, web browsing traffic is
characterized by its often short and bursty flows. A study
across Alexa Top 200 pages found that the median number
of objects in a page is 30, while the median object size is
17 KB [48]. Fetching these web objects translates to many
HTTP request-and-response interactions across many short
flows. The browser fires a page load event when it finishes
rendering a page, which is used to determine Page Load Time
(PLT), a performance metric for web browsing. Although PLT
has some shortcomings, the alternatives are not free from is-
sues, and PLT is most widely used. PLT is typically dominated
by DNS lookup, connection establishment, and TCP conver-
gence time—which require little throughput but are highly
dependent on RTT. Prior work also showed that increasing
TCP throughput beyond ≈ 16 Mbps offers little improvement
in PLT [45].

Of course, web page loading is affected by client CPU and
server delay, in addition to network delay. Prior work found
that 35% of the PLT is spent in client-side computations [47].
But the above characteristics, combined with the fact that
mobile CPUs have been getting increasingly powerful [26],
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Figure 1: The overview of DChannel. It has two main com-
ponents: packet steerer that steers application traffic to LLC
and HBC, and reordering buffer that reorders packets coming
from LLC.

still suggest that network latency plays an important part in
mobile web performance. Moreover, a significant portion of
network latency lies in the “last mile” connection of the cellu-
lar network. Many other mobile apps also rely on HTTP-based
interaction with cloud services, resulting in similar network
performance requirements.

3 DChannel Design
3.1 High-Level Architecture
To steer application traffic in both uplink and downlink chan-
nels, there will be two main components, one in the mobile
client device and one in the mobile core network (Figure 1).

On the client, applications interact with the network
through a network interface as usual. In our prototype, this
is a special virtual TUN interface designated for traffic that
should utilize both the HBC and LLC. The client-side agent
captures outgoing packets on this interface and implements
an algorithm to steer traffic between the two channels. The
agent also captures incoming traffic on both channels and
merges it into the virtual interface, after buffering it as needed
to reorder packets (§3.6).

The proxy-side agent performs symmetric functions using
the same algorithms – steering traffic headed towards the
client, and merging and reordering traffic outbound to the
Internet. This agent runs in the service provider’s network,
on a gateway at the point where the separate HBC and LLC
channels begin. The exact location of the proxy-side agent
may depend on the service provider’s internal architectural
choices; note that it is not necessarily located at the RAN
base station, because the LLC’s latency optimizations may
extend into the packet core (e.g., for prioritized queuing and
routing) [5].

The next subsections detail how we design the steering
component, in several steps, as it is the more complex compo-
nent. After that, we describe the reordering buffer.

3.2 Steering Granularity
To build the packet steering module, we begin with the ques-
tion of the granularity, and corresponding layer, at which
steering should occur. We considered splitting at two dif-
ferent layers: the application layer and the network layer.
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Application-layer splitting refers to steering application re-
quests and responses to the appropriate channels. In the con-
text of web browsing, this approach translates to requesting
and delivering web objects (in the form of HTTP requests)
on either LLC or HBC. Application-layer splitting is broadly
similar to Socket Intents [42].

Object-level splitting may benefit from application-level
knowledge about web objects, which vary in size and priority.
Since LLC is bandwidth constrained, LLC can only deliver
small objects faster than HBC.1 Web pages have complex de-
pendency structures, and certain objects can be on the critical
path for web page loading. These critical-path objects need
not necessarily be small in size. Small objects might have
low priorities such that accelerating them will not improve
load time and thus would waste LLC bandwidth. In contrast,
high-priority objects can be large such that sending those to
LLC will be slower than HBC. Application-level input could
help distinguish between these cases.

But object-level splitting has two drawbacks. First, we want
to avoid requiring application input, which creates deploy-
ment hurdles and extra work for developers. Second, it misses
opportunities for latency improvement. A web object that’s
not small enough to be sent over LLC will still involve small
and latency-sensitive DNS lookups, TCP connection estab-
lishment, TLS handshaking, and ACKs. Accelerating this traf-
fic could significantly reduce object delivery time. We later
demonstrate (§5.3) that object-level splitting is less effective
than finer-grained packet-level steering.

Steering packets at the network layer (e.g., IP datagrams)
comes with its own challenges, however. First, we do not have
any application-level insight into the flow: we do not neces-
sarily know how packet-level acceleration affects application-
level acceleration, so we will need a careful steering heuristic.
Second, even if we identify the packets to accelerate, sending
packets within a flow across two different channels might
result in the packets arriving out-of-order, confusing TCP. To
address this issue, we will introduce a small reordering buffer
(ROB) at the endpoints. The following subsections discuss
these components of the design.

3.3 Packet Steering Intuition
Define a “message” as a sequence of one or more packets
such that the receiving endpoint can take some useful action
after receiving the full message. For example, an individual
SYN or ACK is a message (because the transport layer can
act on it), and an HTTP request or a full response spread
across multiple packets is a message (because the application
may be able to process the request, display an object to the
user, etc.). In contrast, an individual data packet belonging to
a large HTTP request/response is not a message on its own
and would not be worth accelerating individually since we

1If URLLC is assigned a capacity of 2 Mbps (≈250 bytes per ms) and
its RTT is ≈15 ms less than that of eMBB, any object of size larger than
3.75 KB are likely to be delivered faster on eMBB.

need to accelerate the whole sequence of packets to finish the
message.

Ideally, we would like to accelerate the delivery of mes-
sages, especially those that are most valuable to accelerate,
within the bandwidth constraints of the LLC. This suggests a
cost-rewards calculation weighing the benefit of accelerating
a message against the cost of utilizing the meager bandwidth
of the LLC which might be better spent on other messages.

A direct, exact cost-rewards calculation is infeasible since
DChannel running at the network layer lacks full knowledge
of message boundaries (in the application’s data stream), as
well as the relative value of messages to the receiver’s trans-
port layer or application. This leads us to begin with a permis-
sive assumption: any packet might be a message boundary and
we will optimistically consider accelerating it. Nevertheless,
even operating transparently at the network layer, DChannel
does have certain information about rewards and costs that
will help it distinguish among packets.

First, the benefit of steering a packet to the LLC depends on
how much its arrival time would improve, if at all, compared
to using the HBC. This depends on packet size, current output
queue lengths for both channels (which are locally observ-
able), and latency of both channels (which can be estimated).
In addition, the vast majority of applications utilize TCP or
other transport that delivers messages in order.2 This means
that for a message inside packet Pi, delivery of the message
to the application (as opposed to the delivery of Pi to the
receiving host) will depend not only on the arrival time of Pi,
but also on the arrival time of packets P0, . . . ,Pi−1 (which can
also be estimated). For example, suppose Pi−1 was sent over
the HBC, and Pi is ready to send immediately after. If Pi is
also sent over HBC, the pair will arrive at about the same time.
If Pi is sent over LLC, it will very likely arrive much sooner,
but will end up waiting for Pi−1 before it can be delivered to
the application, meaning sending over the LLC is likely not
useful in this case.

Second, the cost of utilizing LLC resources will depend on
the packet length and how much the LLC will be in demand
for other messages in the near future. The latter is not perfectly
known, but current or recent outgoing LLC queue depths
provide some signal.

The net effect of the above considerations is that packets
should tend to get steered to the LLC when they are smaller,
and when they are more isolated in time as individual packets
or members of short packet sequences. This corresponds well
with the intuition of prioritizing acceleration of control mes-
sages or small application-level messages. We now proceed
to describe how we realize this cost-rewards approach.

3.4 Rewards and Cost
Problem statement. The packet steering algorithm is pre-
sented with a sequence of packets and needs to decide if each

2Some don’t, of course, but our goal in this work is to develop generic
packet steering, leaving application-specialized schemes for the future.
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packet Pn should be sent via LLC or HBC. We let P1, . . . ,Pn
denote the sequence of packets in a single end-to-end flow (by
which we mean a unidirectional transport layer connection,
which may contain multiple messages).

Rewards. At the packet level, the objective is to minimize
the packet completion time Cn, defined as the time by which all
packets P0, . . . ,Pn would arrive at the receiver. This captures
the intuition (§3.3) that any Pn might be a useful message
to accelerate on its own, but it wouldn’t be delivered to the
application until prior packets are also delivered. The benefit
of sending a packet Pn via LLC is thus the reduction of Cn
if Pn is sent via LLC (denoted Cn,LLC), compared to when
it is sent via HBC (denoted Cn,HBC). Thus, we calculate the
rewards for sending Pn via LLC as: R(Pn) =Cn,LLC −Cn,HBC.

To calculate the above, we first need to estimate the de-
livery time D for a packet that depends on the channel/link3

propagation delay Dproplink and bandwidth Blink, packet size,
and the link’s queue size Qlink at time tn . The Qlink counts
the number of bytes that have been enqueued for transmis-
sion through a link but have not yet been transmitted out the
interface. Delivery time for Pn on a certain link is thus:

Dlink(Pn) = Dproplink +(size(Pn)+Qlink(tn))/Blink (1)

The packet completion time for Pn (Cn) should also account
for completion times of P0 through Pn−1 (i.e., Cn−1) since
Pn may arrive at the receiver before Pn−1, especially if Pn is
sent over LLC and Pn−1 was sent over HBC. Thus, we can
calculate (Cn,link) as:

Cn,link = max(Cn−1,(tn +Dlink(Pn))) (2)

Note that Dproplink are nondeterministic, comprising dy-
namic channel delay and any congestion along the channel’s
path, and will thus have to be estimated. We return to this
later.

Cost. The cost of sending a packet to the LLC comes from
the increased utilization of LLC. Intuitively, the cost should
increase with the added queueing delay that a packet arriving
very soon after Pn would experience, i.e., size(Pn)/Bllc. The
cost should also be higher if the LLC is currently more highly
utilized so that its limited capacity is reserved for higher-
reward packets. We use a heuristic that captures this by adding
these two effects; specifically, we compute the cost (or fare
F) of putting Pn on LLC as:

F(Pn) = (size(Pn)+Qllc(tn))/Bllc (3)

Note that to be more precise, we should compute the differ-
ence in costs of putting the packet on LLC vs. HBC. But as the
HBC bandwidth is dramatically higher, its cost is negligible
and we omit it for simplicity.

3We use these terms interchangeably for convenience. Note, however, the
LLC channel may involve acceleration in the WAN in addition to the RAN,
so it actually may span multiple physical links.

Comparing rewards and cost. At a high level, we want to
steer packets to LLC when the rewards outweigh the costs, but
comparing them involves a tradeoff: the benefit is immediate
to packet Pn, whereas the cost affects possible subsequent
packets which may not appear. We introduce a parameter α

to capture this, so that we will send a packet to LLC when:
R(Pn)> αF(Pn).

Calibrating α. If we set α too low, a flow may aggressively
send packets to LLC so that it will deny resources to another
flow in a multi-flow application. If we set it too high, we can
be too conservative in utilizing the fast LLC. To find a good
α and determine how sensitive performance is to its value,
we conduct experiments with web browsing across different
alpha values. We load 40 web pages from our corpus over
different α values and pick α with the best Page Load Time
(PLT) result on average. We use our testbed (§5.1) and apply
the packet steering over HBC and LLC. For LLC, we use 5G
NR URLLC as a reference where the RTT and bandwidth
is 5 ms and 2 Mbps. For HBC, we vary its RTT while fixing
bandwidth at 200 Mbps.

The detailed results are in §A.2. In summary, the results
confirm that setting α too low or high has suboptimal per-
formance. The best value for HBC RTT of 20 ms to 60 ms is
0.75. This RTT range covers most cases of 5G eMBB. As the
RTT increases to 80 ms and higher, α = 1 is slightly better.
The difference, however, is less than 1%. We use α = 0.75
for all subsequent experiments.

Note on design. The steering approach described here is
not an optimal choice derived from a model – it is a heuristic,
particularly the calculation of cost and calibration of α, in part
since some of the relevant information (like the application-
level importance of a particular packet) is unavailable. How-
ever: (1) we find the heuristic does perform well in realis-
tic environments, (2) even if poor decisions do occur, they
lead only to suboptimal performance, rather than a correct-
ness problem, and (3) performance is not very sensitive to
the exact value of α. In particular, even with α = 0 – which
corresponds to the greedy strategy, where each packet uses
LLC whenever it expects a reward for itself – there is still a
very good PLT improvement, within 5% or less of the best α.
That said, this problem could be interesting to formalize in
the future, perhaps as an online algorithm that could provide
worst-case guarantees, or using queueing-theoretic tools.

3.5 The Packet Steering Algorithm
Putting together the above pieces, the complete steering algo-
rithm is shown in Algorithm 1 in Appendix A.1. To make a
decision, the algorithm requires (1) packet size, (2) current
LLC queue size, (3) LLC bandwidth, and (4) latency of both
LLC and HBC. The LLC bandwidth is controlled (assigned
by the operator) so it is known, and (1) is directly observable.

LLC queue size (2) may directly be observable at the client,
assuming its NIC is limited to the LLC bandwidth. But the
proxy may have a higher local NIC rate. The proxy, therefore,
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tracks outgoing traffic per user and computes what the queue
depth would be if the NIC had been limited. Depending on
the service provider’s admission control policy, the rate could
alternately be explicitly limited at the proxy. Client can also
apply similar approach if (2) is not directly observable.

Latency (4) has to be estimated. To do this, we perform pe-
riodic handshakes (e.g., in every 500 ms in our use case). The
handshakes consist of four steps, all with UDP packets: (1) the
client agent sends a special packet we call a “D-SYN” to the
proxy agent using both HBC and LLC. (2) The proxy agent
upon seeing a D-SYN responds with “D-SYN/ACK” packets
sent across both HBC and LLC. (3) The client agent receives
the D-SYN/ACK packets, updates the base RTT value for
both channels based on the difference between D-SYN/ACK
receive time and D-SYN release time, and replies with “D-
ACK” packets sent across both channels. (4) The proxy agent
receives the D-ACK packets and updates the base RTT value
for both channels. We use the minimum RTT value for the
measurement. As we will see in the evaluation (§5), very
rough latency estimates are sufficient.

The algorithm requires maintaining per-flow state, specifi-
cally to store Cn−1, the estimated completion time of the most
recent previous packet. The proxy also stores per-user state
for its queue depth calculation.

3.6 Reordering buffers at the endpoints
Splitting packets across asymmetric paths (particularly with a
latency differential, as there is for LLC vs HBC) can cause out-
of-order packet delivery, which can be harmful to application
performance. In particular, TCP uses out-of-order packets as
a signal of congestion, potentially causing retransmissions
and a drop in sending rate. To solve this problem, we adopt a
reordering buffer (ROB) in the receiving direction of each of
our agents, to buffer packets arriving only from LLC. Note
that we only buffer packets arrived from LLC as we only
want to handle packet reordering caused by sending packets
through the faster LLC and not to solve reordering caused by
external factors such as wireless losses.

To avoid unbounded buffering delay if the previous packet
was lost, the ROB also releases packets after a timeout. Ideally,
the timeout should equal the latency of HBC, but because the
latency of HBC can be variable and hard to track, we use a
conservative 100 ms timeout. We evaluate the effectiveness
of this timeout value under random packet loss in §5.

4 Prototype and Experimental Setup
Our experiments involve a client representing a mobile end-
user application (e.g., a web browser) fetching content from
a web or content server. Both the client and server endpoints
have access to two interfaces, one representing the high-
bandwidth channel (HBC) and the other the low-latency chan-
nel (LLC). In the case of 5G, HBC and LLC map to eMBB
and URLLC, respectively. Depending on the experiment con-
ditions, the interfaces may be real or emulated. We masked

the two interfaces at the endpoints, however, using a smart
DChannel virtual interface implemented on top of a TUN de-
vice; the client and server use only this virtual interface to
send and receive data. Our DChannel prototype then performs
endpoint-transparent (and application-agnostic) steering of
traffic.

We developed a DChannel prototype and packaged it as
a UNIX shell, similar to the shells in Mahimahi [36]. The
shell captures all outgoing traffic from any unmodified ap-
plication running within it and tunnels them to our DChan-
nel implementation; it processes incoming traffic in a simi-
lar application-transparent manner, so both the steering and
buffering modules of DChannel are used. Our DChannel pro-
totype attaches additional metadata (sequence number and
flow ID) prior to transmission to assist the receiver in reorder-
ing packets and strips this before delivering to the application.
We used our own metadata header as a convenience, but in a
real implementation, this could be avoided by looking inside
the layer 4 header.

We evaluated the performance of DChannel using this pro-
totype under two settings. The first is a live setting where
we used the actual 5G NR eMBB channel as HBC. The sec-
ond setting, in contrast, is one where we emulated the eMBB
channel based on traces that we gathered from an actual 5G
eMBB channel. In both settings, since URLLC is not yet
commercially available, we emulated its “expected” behav-
ior (based on the 5G specification [6]) using a low-latency,
bandwidth-limited wired Ethernet connection.

4.1 Live-eMBB Setting
In this setting, DChannel steers traffic over two real interfaces
(Fig. 2): One interface is tethered with a 5G phone for provid-
ing access to a live eMBB channel, while another is connected
to a low-latency bandwidth-limited Ethernet connection for
emulating the URLLC channel. Packets transmitted over the
5G eMBB channel traverse the core network of the mobile
provider before exiting via the packet gateway (i.e., mobile
path) and then one or more ASes in the public Internet (i.e.,
Internet path) to reach our server. Data sent over the Ethernet
interface, in contrast, traverse a traditional ISP and then one
or more ASes to reach the server. On the server side, DChan-
nel receives all the packets from both the interfaces, reorders
them (if required), and then delivers them to the server-side
application via the TUN device.

We used Ethernet and not WiFi for emulating URLLC,
since the channel is expected to provide high reliability
(≥ 0.9999) [8]. We capped the bandwidth of this link us-
ing netem to emulate the low bandwidth of URLLC. Since
the client must remain physically plugged in to a wired net-
work for emulating URLLC, this setting allows us to study
performance only in stationary conditions.

4.2 Emulated-eMBB Setting
To evaluate DChannel under a wide variety of scenarios,
specifically those including client mobility, we used trace-
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Figure 2: In our live 5G eMBB testbed, the client has two
paths to the server: One path over a tethered connection to
a 5G phone for utilizing the eMBB channel, and the other
through a bandwidth-capped connection over Ethernet, for
emulating the URLLC channel.

driven emulations. Below, we describe how we captured the
network (latency and bandwidth) traces of the 5G eMBB chan-
nel under stationary and low-to-moderate mobility scenarios
and used them in our emulations.

4.2.1 Collecting network traces

To capture the temporal variability of mobile networks, we
measured both the latency and throughput of the eMBB chan-
nel over time.
Latency traces. We measured the latency of the eMBB
channel by periodically sending probes (UDP packets) from
the client to the server. We set the probing period to 15ms to
force the UE radio to remain always in “active” mode and
generate only a small amount of probe traffic to avoid queuing.
Our measurements capture the latency imposed by the base
station and core network, since our server was always in close
proximity to the client (i.e., less than 150 miles), minimizing
the Internet-path latency. Our traceoutes from the client to
the server, although not shown in the paper, also confirmed
that the latency between the client and the server was very
close to the latency between the client and the packet gateway.
Bandwidth traces. We measured the throughput across time
of both uplink and downlink channels by saturating them with
MTU-sized UDP packets. Since TCP cannot reliably saturate
the highly variable cellular uplink and downlink concurrently,
we used an overestimated fixed sending rate to always fill the
queue. First, we measured the maximum supported upload
and download UDP throughput using existing tools such as
iperf. Then, we sent traffic at this maximum rate from both
endpoints. Finally, we used the actual packets received over
time by the endpoints to estimate the uplink and downlink
capacities.
Measuring both latency and bandwidth. A key challenge
in measuring both latency and bandwidth simultaneously is
avoiding interference: bandwidth-intensive operations can sat-
urate the link and fill the queue, thereby inflating the latency.
Since cellular networks use per-user queues, we addressed this
challenge by measuring latency and bandwidth from separate
devices. When using two separate devices, we did not see any
perceivable interference for measurements on 5G low-band,
although we observed them on 5G mmWave. Specifically, we

observed inflation in latency if a nearby device was uploading
data at more than 5 Mbps using mmWave.4 For 5G mmWave,
we measured, hence, only the downlink throughput over time;
we set the uplink bandwidth to a single, fixed rate of 60 Mbps.

The accuracy of temporal variations in latency matters most
for our trace-driven emulations, since the main applications
that we use in our evaluations, web browsing and mobile apps,
are latency-sensitive. The performance of such applications
crucially depends on TCP-related configurations (e.g., initial
congestion window) and network latency (or RTT) rather than
on available bandwidth, particularly when the bandwidth is
more than 16 Mbps [45]. Our approach to estimating band-
widths, therefore, is adequate for our evaluations.

4.2.2 Emulating the traces
In the emulated-eMBB setting, we run both the client and
the server on the same machine. DChannel then steers traffic
between them over two virtual interfaces, emulated using an
extended version of Mahimahi [36]. Specifically, we extended
Mahimahi’s delay shell to vary the eMBB channel latency
over time, based on a trace generated from a real 5G deploy-
ment. The modified delay shell accepts a trace comprising
a “timeline” of RTT values and halves each value to derive
the individual uplink and downlink latency timelines. The
shell then assigns per-packet latency by choosing an uplink or
downlink latency by matching the time a packet arrives at the
interface against the timelines. Since the trace-file granular-
ity is one RTT sample per 15 ms, we use linear interpolation
for assigning RTTs arriving between two samples. Similarly,
we emulated URLLC with a propagation delay of 5 ms and
bandwidth of 2Mbps, unless noted otherwise.

Mobile applications’ traffic (especially web browsing) is
typically bursty in nature and contains periods of inactiv-
ity. To preserve energy during idle periods, UEs switch to a
low-power (or “sleep”) state, which supports discontinuous re-
ception (DRX). The transition to the low-power state depends
on an inactivity timer that we observed (through probing [35])
to be around 30 ms for 5G mmWave; once the device enters
this state, it will “wake up” periodically (every 40 ms). When
emulating the latency traces, we therefore also estimate the
radio power states of the device (based on its activity) and
take into account any additional latency the state transitions
may impose. A packet that arrives 20 ms after the UE enters
the sleep state, for instance, will experience an additional
20 ms delay before it is processed. This delay, however, is not
incurred on the uplink. For 5G low-band, we set the inactivity
timer to 100 ms and wake-up interval to 20 ms.

For the bandwidth emulation, we extended Mahimahi’s
link shell to emulate a time-varying bandwidth that changes
every second. To emulate a link of capacity 60 Mbps at time

4Low-band uses OFDMA so multiple devices can communicate at the
same time and the latency is not inflated, while mmWave uses single carrier
modulation, where multiple devices must take turns transmitting and the
antenna must switch its beam pattern.
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Table 1: Characteristics of network traces gathered from actual 5G deployments at different locations and under different
conditions. ‘p50’ and ‘p98’ refer to the 50th and 98th percentiles, and ‘CV’ refers to the coefficient of variation.

Trace name Span RTT (ms) Mean bw. Description
(mins.) min. p50 p98 mean CV ↑ / ↓ (Mbps)

mmWave-Stationary
(MM-S)

60 18 22 106 29.88 0.77 60/140 UE was in a building in the downtown Chicago, placed
near a window with a base station in line of sight.

mmWave-Walking
(MM-W)

56 16 22 120 30.32 0.98 60/110 UE was held by user walking in downtown area of
Chicago.

mmWave-Driving
(MM-D)

18 18 40 236 56.15 0.96 60/100 Phone was with a user driving through the downtown
area of Chicago at low to moderate driving speeds.

LowBand-Stationary
(LB-S)

60 34 40 132 45.20 0.50 26/93 Phone was located in a building in a university campus.
It was placed near a window with full signal strength.

LowBand-Walking
(LB-W)

53 32 52 156 58.94 0.50 21/63 Phone held by user walking in a university campus.

LowBand-Driving
(LB-D)

23 34 54 202 68.84 0.62 15/57 Phone was with a user driving near a university campus.

n seconds, for instance, this extended link shell will release
7.5 KB per millisecond. In our emulation tests, we also used
a FIFO (drop-tail) queue, and we set the buffer to 800 MTU-
sized packets.

5 Evaluation
We evaluated DChannel using 5G eMBB and URLLC as
HBC and LLC, respectively. We ran the client (e.g., a web
browser) on a laptop, unless otherwise mentioned. The laptop
had 16 GB RAM, 512 GB SSD, and an Intel Core i7 processor
running Ubuntu 20.04 (Focal Fossa).

5.1 Testbed Configuration
In the live-eMBB setting, we tethered the laptop with a Google
Pixel 5 phone using USB (refer Fig. 2). We ran the live exper-
iments from two locations: UIUC campus with access to 5G
low-band and the Chicago downtown area for 5G mmWave
access. We emulated the URLLC link between the client
and server using a wired (Ethernet) link and configured it
based on URLLC end-to-end specification and use-cases [6].
The emulated link provides 5 ms RTT between the client and
the network gateway and has 2 Mbps capacity. At the 5G
mmWave test site, however, the wired link only provided a
minimum latency of 8 ms for the URLLC emulation.

We also collected latency and bandwidth traces (summa-
rized in Tab. 1) at the two test locations under three mobil-
ity conditions: stationary, walking, and driving. All traces
were collected using Google Pixel 5 phones with Verizon 5G.
Though mmWave offers lower latency (for eMBB) than low-
band, it also experiences higher variance than low-band, even
when the UE was stationary. This inconsistency in perfor-
mance becomes even worse under mobility. Low-band offers
a stable, albeit relatively higher, RTT than mmWave. We ran
all the components, i.e., the client, DChannel’s modules, and
the server, on the laptop in the emulated-eMBB setting, and
used the traces (in Table 1) for emulating the eMBB channel.

5.2 Application use cases
We evaluated DChannel on 5G under a wide variety of net-
work conditions to highlight its benefits for web browsing
and web-based mobile (Android) applications. We supple-
mented these experiments with a bulk-download application
for demonstrating DChannel’s merits for long (i.e., bandwidth-
intensive) flows.
Web browsing. To measure the improvements brought
about by DChannel for web browsing, we first fetched a set of
200 web pages of “popular” websites, selected uniformly at
random from the Hispar corpus [16]. The sample comprised
40% of landing and 60% of internal pages from 200 websites.
The median web page size and the number of objects are
3.7 MB and 60, while the 95th percentile are 11.8 MB and
168. When fetching these pages, we recorded all the HTTP
requests and responses using mitmproxy [1]. Then we used
a version of Mahimahi with HTTP/2 support [53] to serve
the responses from our server. While recording the pages, we
also estimated the server response time for each request by
subtracting the time-to-first-byte (TTFB) from the client-to-
server RTT. We used the server-response times to emulate
server-side processing delays during the replays.

We used an unmodified Chromium browser spawned within
a DChannel shell to fetch the pages from our server. We
cleared the browser and DNS caches prior to each fetch and
used the default Linux congestion control, TCP CUBIC, un-
less noted otherwise, for all web-browsing experiments. We
measured the page-load time (PLT), based on the onLoad
event [37] in each experiment, on each fetch. In the live-
eMBB setting, we first used the DCHANNEL scheme to fetch
a page and repeated that page fetch in quick succession using
a different scheme. We calculated the difference in PLT be-
tween the different schemes and repeat the fetch five times
to compute the mean difference in PLTs. In the emulated-
eMBB setting, we picked a random sub-sequence from a
trace for each page fetch. Given a page, we used the same
sub-sequence for measuring the PLT across different schemes
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Figure 3: DChannel offers at least 20% lower PLT compared to that of All-eMBB, and it performs better than all other schemes.
MPTCP’s PLTs are 17% to 118% worse than when using a single eMBB channel across all traces.

and computed the difference in PLTs. We used the mean of
the PLT differences across five trials, with each using a ran-
dom sub-sequence of the trace, for comparing and contrasting
the different schemes.
Mobile application. We downloaded three popular Android
applications from the Google play store, one each from three
categories: social (Reddit), shopping (eBay), and news (CNN).
We ran the applications on the phone (Google Pixel 5), but
tunneled all network traffic to a DChannel shell running on our
laptop. We then used the DChannel to steer the traffic over the
appropriate channels. We evaluated the mobile applications
only under the emulated-eMBB setting. Note that this setup
may underestimate the performance improvements because
of the additional overheads in tunneling the traffic from the
phone to the laptop. We measured the RTT from our laptop to
the application server to be 12 to 30 ms, which is significant
given that our emulated URLLC and eMBB RTT can go as
low as 5 ms and 16 ms.

To evaluate application performance, we calculated the
interaction response time (IRT) [40]. IRT measures the time
elapsed between when a user performs an interaction to when
the end screen for that interaction is completely rendered.
We automated user interactions with AndroidViewClient [13]
and cleared application caches within each trial. We recorded
the phone screen using FFmpeg [14] during each interaction
and identified when the screen stopped changing visually
using scenecut-extractor [12]. Since we do not control
the servers used by the application, we repeated the interaction
experiments with DChannel and other schemes, one after the
other, in quick succession. We used the median IRT across
ten trials to compare the performance of different schemes.
Bulk download. The setup for this use case is similar to
that for web browsing. We simply used curl as the client to
download a file hosted in our (Mahimahi) server and repeated
the download five times.

5.3 Comparing steering schemes
We compared the PLT of DChannel’s DCHANNEL scheme
with that of five other schemes across multiple scenarios (us-
ing the traces in Tab. 1) in the emulated-eMBB setting.

Table 2: Comparing the performance of DChannel with All-
eMBB and All-URLLC when fetching the (182 KB) landing
page of amazon.com.

Perf. metric All-
eMBB

All-
URLLC

DChannel

DNS lookup (ms) 44 8 8
TCP connect (ms) 42 6 6
TLS connect (ms) 53 30 30

Object transfer (ms) 209 809 144
Total load time (ms) 349 853 189

The other schemes are as follows. All-URLLC steers all
traffic over URLLC. Obj-steering requests web objects (re-
quests and responses) on URLLC whenever its fetching time
is smaller than eMBB. Best-pkt-size steers packets whose
size is lower than the best predefined threshold to URLLC.
MPTCP uses the two channels concurrently, by running the
Linux kernel implementation of MPTCP [2] with the default
configuration. ASAP [29] was designed for satellite networks.
It diverts traffic from satellite links (or eMBB in our case)
to 3G or 4G (or URLLC) since the latter has lower latency
with a higher cost per byte than the former. ASAP code is not
publicly available, so we used our in-house version.

Fig. 3 compares the relative difference in PLT of each
scheme compared to that obtained when only using eMBB
(i.e., All-eMBB). DChannel offers the best performance un-
der all network conditions in our emulations. In stationary
scenarios (MM-S and LB-S), it improves PLT by about 20%
when using 5G mmWave and 35% with 5G low-band. These
improvements in 5G mmWave and low-band correspond to
absolute reductions in PLTs of about 290 ms and 642 ms, re-
spectively, compared to the All-eMBB scheme. Per Fig. 3,
DChannel’s performance increases in scenarios that involve
UE mobility (MM-W, MM-D, LB-W, and LB-D). The PLT
improvements are higher for low-band than mmWave since
the former exhibits higher latency than mmWave (refer Tab. 1).
We examined the relation between DChannel’s performance
and eMBB latency in detail in §A.3.1.

Where do DChannel’s gains come from? To illustrate the an-

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    427

amazon.com


swer to this question, we used curl to fetch the landing page
(i.e., the root document, “/”) of amazon.com in the emulated-
eMBB setting (40 ms RTT and 200 Mbps) without any server-
side response delay. DChannel performs better than not only
all-eMBB, but also all-URLLC (Tab. 2). While URLLC has
lower latency than eMBB, it also has a significantly lower
bandwidth than eMBB. We identified three key sources of
performance gains by analyzing DChannel’s per-packet deci-
sions. DChannel steers three types of packets over URLLC:
(1) DNS packets; (2) control packets (e.g., SYN and client-
to-server ACK packets); and (3) small data packets. Sending
DNS and SYN packets over URLLC reduces DNS lookup and
TCP connection-setup times, and accelerating ACK packets
reduces the object transfer time. The last category includes
small data transfers such as the TLS client-key exchange and
HTTP requests.

Packet vs. web objects steering. Obj-steering performs
HTTP request and response on URLLC when the web ob-
ject size is small such that it will finish faster than eMBB.
The scheme only offers slight improvement to PLT (2-14%).
This is because not all small objects are critical. In fact, we
found out that only 14% of small web objects have VeryHigh
priority [25].

DChannel vs. static packet-size-based steering. Best-pkt-
size steers individual IP packets whose size is smaller than the
best static threshold to URLLC, and the reordering buffer will
reorder any out-of-order packets. To find the best threshold,
we performed web page load experiments for each trace with
five different (size) thresholds: 250, 500, 750, 1000, 1250, and
1400 bytes. We found 750 bytes and 1000 bytes give the best-
averaged result (across the stationary, walking, and driving
scenarios) for mmWave and Low-Band traces, respectively.

DChannel shows an overall better improvement than best-
pkt-size across different network conditions, albeit best-pkt-
size offers similar improvements in stationary traces. In sta-
tionary traces, network latency is more predictable, and static
decisions might suffice. When the network conditions are
more variable, such as in the driving scenario, however, the
static decisions do not suffice. DChannel observes network
conditions, as they evolve, and estimates URLLC channel
usage to make steering decisions dynamically. DChannel will
not steer small packets to URLLC, for instance, if the channel
is already congested. Note that these results are overly gener-
ous to best-pkt-size, for comparison purposes: the best size is
selected in retrospect after running on the test scenarios. In
reality, determining a single packet size threshold would be
complicated: it depends on application traffic patterns as well
as network conditions.

Is MPTCP not designed to exploit multiple channels?
MPTCP works at the transport layer, and in general, it load-
balances application traffic among the available paths and
aggregates their throughput. In our evaluations, MPTCP per-
forms worse (by inflating PLTs between 16% and 66% across

Table 3: The p50 and (p95) of the avg. and max. buffer sizes
(in bytes) when loading 200 web pages under MM-S and LB-
D traces.

MM-S LB-D
Proxy UE Proxy UE

Avg buffer
size (b)

2
(15,7)

12
(63.5)

14
(96)

130
(2638)

Max buffer
size (b)

392
(1122)

944
(2597)

757
(2375)

2848
(15521)

different conditions5) than simply using only the eMBB path.
This poor performance stems from MPTCP’s default sched-
uler (minRTT), which prefers the path with the smallest esti-
mated RTT. This scheduler thus infers that URLLC is better
than eMBB and diverts traffic to URLLC until experiencing
congestion. DChannel, unlike MPTCP, works at the network
layer such that it allows steering data packets on eMBB and
ACK packets on URLLC. MPTCP cannot perform such
packet-level steering, since it results in each path having a
separate data-ACK loop, which MPTCP cannot support.
DChannel vs ASAP. ASAP identifies the different phases
of a web transaction (e.g., TLS handshake and HTTP request)
and accelerates packets of latency-sensitive phases. It accel-
erates, for instance, TLS/SSL handshake as well as HTTP
request traffic, but leaves HTTP responses to eMBB. ASAP
performs better than all other schemes except DChannel. It
falls behind DChannel, however, because of its static heuris-
tics (e.g., accelerate all HTTP requests). HTTP requests are
typically, but not always, small. A user uploading a photo,
for instance, is one example where the assumption fails to
hold. ASAP also encounters problems when the user browses
complex internal pages that push some data to the server.

In the above experiments, we emulated URLLC based on
the 5G standard. We found, however, that DChannel contin-
ues to offer significant PLT improvements even if URLLC
latency is doubled or tripled or when URLLC latency changes
over time (§A.3.2). DChannel offers good performance even
in situations we cannot accurately estimate the eMBB RTT
(§A.3.4), which is crucial for calculating rewards and cost
(§3.4). We also examined DChannel’s performance under dif-
ferent URLLC bandwidths in §A.3.3. Finally, we evaluated
DChannel’s rewards calculation accuracy in §A.4

5.4 Live 5G Experiments
We repeated the web-page fetches (similar to those in §5.3)
over both the live-eMBB and emulated-eMBB settings.
We then compared the relative improvements in PLTs
brought about by DChannel across these settings, for both
5G mmWave and Low-Band (Fig. 4). In conclusion, the
PLT improvements are quite similar between the live and

5We clipped the bottom of the Y-axis in Fig. 3 to focus on performance
gains.
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Figure 4: Comparison of relative PLT improvements in live-
eMBB and emulated-eMBB settings6.

emulated-eMBB settings, albeit the mean PLTs in the former
are higher than those in the latter. The mean PLT for the All-
eMBB scheme in the live-eMBB setting for 5G Low-Band is
1718 ms, while that in the emulated-eMBB setting is 1522 ms.
The high mean PLTs in the emulated-eMBB settings could
be due in part to the limitations of the setup. The emula-
tions do not capture all eMBB network characteristics such
as out-of-order delivery. Moreover, the web server is hosted
on dedicated hardware in the live-eMBB setting, whereas in
the emulated-eMBB setting it runs on the same laptop as the
client. These minor setup differences, however, do not affect
our claims concerning the relative performance improvements
(which are similar across the two settings).

5.5 Evaluating the reordering buffer
We evaluated the effectiveness of the reordering buffer (ROB)
by comparing the web browsing performance of DChannel
with and without the buffer. Along with the other experiments,
this evaluation uses the default TCP CUBIC, which is sen-
sitive to in-order packet delivery. Fig. 5 shows that without
the buffer, the mean PLT improvement is decreased by up to
40% (in LB-D). Overall, DChannel without the buffer will be
worse when the gap between eMBB and URLLC latency in-
creases (implied in the figure as DChannel without the buffer
is performing much worse in 5G Low-Band than mmWave)
because DChannel will be more aggressive in offloading pack-
ets to URLLC, causing more out of order packets.

If ROB is implemented only on the UE (downlink), PLT
improvement is only reduced by 2%. The decrease in PLT
improvement is because DChannel tends to offload most web
browsing uplink traffic to URLLC as the client requests are
generally small such that minimal out-of-order persists. Our
buffer analysis in Tab. 3 confirms that DChannel proxy does
not use the buffer as frequently as the DChannel client (UE).
Tab. 3 also shows that ROB requires only little memory as we
do not have to buffer much URLLC traffic.
DChannel under random packet drop. Since ROB holds
packets from URLLC for a fixed (100 ms) timeout when they
are not in order, DChannel may suffer when packet loss hap-
pens as it may delay the packet loss signal, which can happen
under certain conditions (§3.6). To evaluate this effect, we

6The mean PLT improvements of mmWave is lower than what we reported
on MM-S in Fig.3 because we used 8 ms of URLLC RTT (rather than 5 ms).
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Figure 5: Adding reorder buffer to DChannel significantly
improves web page load time.

Table 4: PLT under different random packet drop rates.

Loss
All-eMBB (ms) DCHANNEL (ms)

MM-S MM-D MM-S MM-D

0.0% 1108 1899 883 (20%) 1096 (42%)
0.1% 1203 1963 1011 (16%) 1311 (34%)
1.0% 2643 3421 2502 (5%) 3072 (10%)

investigated DChannel performance under stationary and driv-
ing traces in the case of random packet drops. We applied
a stochastic packet drop in the uplink and downlink chan-
nels with packets being dropped in both eMBB and URLLC.
This reflects the case where packet drops happen on the
Internet path. Note that 5G eMBB generally exhibits low
packet loss rates with the 99th percentile being 1.2% [34].
Per Tab. 4, DChannel is quite resilient to random packet loss,
offering better performance than All-eMBB even under high
loss rates. We also investigated the interplay between DChan-
nel and latency-based congestion control algorithms in Ap-
pendix A.3.5.

5.6 Bulk download performance
Although our primary focus is latency-sensitive applications,
we also evaluated how DChannel performed for a bandwidth-
intensive use–bulk HTTP transfer of a file. Fig. 6 shows the
download time for various file sizes using the mmWave driv-
ing (MM-D) trace. As expected, DChannel gets the largest
improvement for small objects. But interestingly, DChannel
also usefully improves large object download. This is be-
cause all control packets including TCP ACKs are acceler-
ated in URLLC, which reduces the control loop delay, helping
the transport layer adapt to bandwidth changes more quickly.
Specifically, we found DChannel resulted in better utilization
of the available eMBB throughput by ≈ 10% when there are
large throughput variations (e.g., in the driving scenario).

5.7 Mobile application performance
Fig. 7 shows the application response time improvement of
DChannel across three common user interactions that require
communication to the server. On average, DChannel improves
the response times of application launch (15%), query search-
ing (12%), and information (e.g., product or news) loading
(21%). It is unsurprising that query searching gives lower im-
provement since it incurs higher server-side delay. The overall
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Figure 6: Download time improvement of variable-sized data
under HTTP. The experiment used the MM-D trace with the
buffer set to 800 packets (≈ 2× trace BDP).
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time (IRT) of All-eMBB and DChannel when performing three
different tasks. We averaged the result from three applications.

mobile apps improvement is lower than the web browsing in
part to our experimental setup (§5.2).

6 Discussions and Future Work
Deployment for 5G networks: DChannel requires cellu-
lar operator support, to allow URLLC for non-critical traffic
and to perform stateful packet steering. However, operators
may omit some of the DChannel implementations to make
deployment easier, such as eliminating the reordering buffer
(ROB) on the core gateway since DChannel shows only mi-
nor performance degradation without ROB in the proxy-side
(§5.5). DChannel stateful packet steering may not be simple
to implement especially when there are multiple gateways.
We leave this to future work.
URLLC scalability: The number of users that can send gen-
eral traffic to URLLC is an important matter which deserves
to be evaluated quantitatively in the future. At the time of writ-
ing, URLLC is not yet deployed in public. However, based on
the white paper [7], URLLC is targeted to support a relatively
high connection density with modest per-user bandwidth. For
instance, one of the URLLC use cases (discrete automation)
requires a user-experienced data rate of 10 Mbps, traffic den-
sity of 1 Tbps/km2, connection density of 100,000/km2, and
max end-to-end latency of 10ms. Thus, the 2 Mbps maximum
bandwidth per user for general application traffic used in our
experiments is still reasonable based on others’ proposed use
cases for URLLC, even in a dense urban area.
Disrupting URLLC native traffic: URLLC is primarily built

to serve latency-sensitive critical applications. To ensure we
do not compromise the performance of these applications, the
network operator can limit the per-user bandwidth and even
choose to deprioritize non-critical packets as our approach
does not require 99.999% reliability and is resilient to small
increases in URLLC latency (§A.3.2).
Resource contention among applications: Multiple applica-
tions inside a user device may compete to use URLLC. We
can regulate them using prioritization. One simple approach
is to prioritize applications running in the foreground since
mobile phone users are typically single-tasking.
Incentives for operators: While URLLC targets critical
applications, it is up to the network providers to open URLLC
for general mobile applications like web browsing. This is
possible as 5G chipsets are typically designed to support
multiple bands including the sub-6GHz bands for URLLC [6].
Expanding URLLC applications can encourage providers to
foster a faster and broader deployment of URLLC as it brings
a smoother experience to their major customers – mobile
phone users; especially as the current market for URLLC
applications like self-driving cars and remote surgery is still
in its infancy.
Emulation uncertainty: The real URLLC performance
might not match our emulated URLLC that follows the 5G
NR white paper. However, we have performed several exper-
iments to show the robustness of DChannel under variable
URLLC conditions. Emulating the real behavior of a cellu-
lar network (eMBB) is also a known hard problem [51], and
our approach of using two phones to capture both eMBB la-
tency and bandwidth might not be perfect. We have compared
DChannel performance with the emulated eMBB and live
eMBB in stationary conditions and conclude that DChannel
offers the same performance benefit (§5.4). However, we have
not yet evaluated DChannel under non-stationary live eMBB
due to the environment limitation (§4.1).
Other applications: LLC and HBC combination can also
properly support applications from different domains that
require high bandwidth and low latency, something that can-
not be satisfied by utilizing a single channel. For instance,
cloud gaming, which allows users to play games from remote
servers, requires high bandwidth to stream content and low
latency to remain responsive to user input. Since these appli-
cations can be vastly different than web browsing, a superior
steering scheme may exist. We plan to analyze them further
to determine an effective way of leveraging LLC and HBC.
Beyond mobile networks: Our insights may apply to other
LLC and HBC combinations with analogous bandwidth and
latency trade-offs. Examples include quality of service (QoS)
differentiation providing separate latency- and bandwidth-
optimized services [17, 39]; and routing traffic among mul-
tiple ISPs where one is more expensive but provides better
latency, as may happen with very low Earth orbit satellite-
based [24] or specialty [18] ISPs. To achieve the optimum
cost-to-performance ratio, we can route only the latency-
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sensitive traffic to the low-latency ISP.
Future wireless design: The 5G URLLC is only equipped
with limited user bandwidth, and hence it is not suitable to
serve general application traffic. The bandwidth is severely
compromised because it needs to provide both low latency
and very high reliability (99.999%). However, general appli-
cations do not need the almost-perfect reliability that URLLC
guarantees. Future wireless networks (such as 6G) may recon-
sider this trade-off and provide a low-latency channel with
somewhat greater bandwidth and somewhat lower reliability.

7 Related work
There have been multiple works that try to exploit the multi-
access connectivity on the client.
Application layer multipath: Socket Intents [42] and In-
tentional networking [28] both expose custom APIs to ap-
plications and offer OS-level support for managing multiple
interfaces. Both of them regulate application traffic based on
application-specific information. Our work, in contrast, does
not require application inputs or modifications, although in
the future we might consider giving input to the steerer to
support more specific applications.
Transport layer multipath: There are already numerous
efforts to design multipath transport protocols such as R-
MTP [33], pTCP [30], mTCP [52], SCTP multihoming [31],
and MPTCP [49]. These protocols deliver application traf-
fic through multiple paths to achieve better throughput and
reliability. Due to the bandwidth aggregation focus, multi-
path transport protocols give notable benefits to long-flow
dominated applications but not to short-flow dominated ap-
plications such as web browsing [20]. Our approach works
transparently with single-path transport protocols (e.g., TCP
and UDP).
Network layer multipath: Tsao and Sivakumar [46] pro-
posed a super aggregation concept where TCP can achieve
better WiFi throughput by selectively steering packets to 3G.
ASAP [29] steers network packets over satellite ISP and lower-
latency terrestrial networks to improve HTTPS. We compared
DChannel against ASAP in our evaluation and found that
DChannel is better for eMBB and URLLC pairs as it benefits
from finer-grained decisions.

An early version of DChannel was presented in [43]. This
work comes with a new and better-performing packet steering
algorithm, a more robust evaluation with real-world traces
and live 5G eMBB, and new use cases including mobile apps
and bulk transfer.
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Figure 8: DChannel under varying eMBB and URLLC net-
work conditions, conducted using the baseline (RTT (ms) /
bandwidth (Mbps) for eMBB and URLLC are 40 / 200 and 5
/ 2) with a single varying parameter.

A Appendix

A.1 Algorithm Listing
The packet steering algorithm is listed as Algorithm 1. Note
that since HBC bandwidth (Bhbc) is typically large and rela-
tively hard to measure, for simplicity, we omitted the queueing
delay caused by (size(Pn)+Qhbc(tn))/Bhbc.

Algorithm 1: DChannel steering algorithm
Result: Send a packet to either HBC or LLC
c_llc = t_now + llc_prop + (size(packet) + queue_llc) /
band_llc;

c_hbc = t_now + hbc_prop;
rewards = c_hbc - max(prev_c, c_llc);
cost = (size(packet) + queue_llc) / band_llc;
if rewards > alpha * cost then

send(pkt, LLC);
prev_c = max(prev_c, c_llc);

else
send(pkt, HBC);
prev_c = max(prev_c, c_hbc);

end

A.2 Parameter Calibration
The results of our parameter sweep are shown in Table 5.

A.3 Understanding DChannel Performance
Below, we investigated how DChannel performs under tightly
controlled network variables. We used a fixed network latency
and bandwidth for the experiments below.
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Figure 9: DChannel PLT improvement under time-varying
URLLC RTT randomly generated according to a Gaussian
distribution.

.
A.3.1 Performance under high eMBB RTT
We evaluated DChannel under eMBB RTT inflation and found
it to be resilient towards the RTT increase (Fig. 8c). Specifi-
cally, DChannel is 2× faster than the baseline when eMBB
RTT is held at 100 ms, which is possible in device mobility as
Tab. 1 shows. As eMBB RTT increases, DChannel web PLT
degrades at a slower rate compared to All-eMBB because it
uses eMBB primarily for bandwidth-sensitive (low rewards)
traffic that is not affected as severely by the increased latency.
Inline with our trace-based evaluation under mobility, the par-
allel channel setup can be extremely effective when the eMBB
channel quality degrades.

A.3.2 Varying URLLC latency
Although URLLC is expected to deliver consistent low la-
tency, we evaluated latency inflation on URLLC to reflect sce-
narios where web traffic is de-prioritized in favor of critical
traffic. DChannel is still superior even when URLLC latency
increases up to 30 ms and eMBB held at 40 ms (Fig. 8b). As
expected, as URLLC latency increases and becomes closer
to eMBB, the PLT improvement rapidly diminished because
LLC no longer offers a competitive resource despite its higher
cost.

To evaluate DChannel sensitivity to URLLC latency insta-
bility, we changed URLLC propagation latency over time to
random values that follow Gaussian distribution. We kept the
URLLC mean to 10 ms and ran experiments with an increas-
ing amount of variation, controlled with the Gaussian distri-
bution’s coefficient of variation (CoV). We set the URLLC
bandwidth to 2 Mbps while the eMBB RTT and bandwidth are
40 ms and 200 Mbps. We found that DChannel performance
is relatively robust to the URLLC latency change (Figure 9);
the PLT improvement only drops from 27.18% to 23.31%
when the URLLC latency CoV changes from 0 to 2.

A.3.3 Varying URLLC bandwidth
The URLLC bandwidth is generally limited to ensure its
reliable and low latency service. We tested DChannel under
varying URLLC and summarize that its improvement flattens
as URLLC bandwidth increases past 2 Mbps (Fig. 8a). As
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Table 5: Percentage of improvement or ‘speedup’ in PLT (%ps.) along with the percentage of bytes (%sz.) sent via URLLC for
various values of the eMBB channel RTT. The table also shows how the different values of α affect the performance benefits.

RTT α = 0 α = 0.25 α = 0.5 α = 0.75 α = 1 α = 2 α = 3
(ms) %ps. %sz. %ps. %sz. %ps. %sz. %ps. %sz. %ps. %sz. %ps. %sz. %ps. %sz.

20 16.7 13.3 16.6 10.7 18.4 5.9 18.9 5.7 18.5 5.5 15.6 4.7 14.2 4.1
40 31.1 18.8 33.2 16.2 34.0 13.9 34.7 11.9 34.0 11.1 32.8 8.5 31.8 5.8
60 37.5 22.6 40.9 19.5 41.2 17.4 42.1 14.9 40.8 14.2 40.6 11.1 37.4 9.8
80 43.2 26.3 46.3 22.9 46.3 19.9 46.3 17.7 47.1 16.5 45.6 13.3 45.1 11.6
100 47.1 29.4 48.6 26.1 49.7 22.5 50.2 19.9 50.7 18.3 49.8 14.9 48.5 13.1
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Figure 10: Effect of underestimating and overestimating
eMBB latency on the mean PLT improvement.

URLLC bandwidth increases, DChannel aggressively offloads
packets belonging to a larger transfer (e.g., HTTP response)
to URLLC. It may not affect the completion time, however,
as it still needs to wait for the remaining part to be transferred
over the eMBB.

A.3.4 Working with Incorrect Latency Estimates
DChannel requires estimates of eMBB and URLLC latency
to calculate rewards and cost (§3.4). While URLLC latency
is predictable, it can be hard to get an accurate measurement
of eMBB latency, especially under mobility. To better under-
stand the sensitivity of DChannel to the latency estimates,
we evaluated DChannel under underestimated and overesti-
mated latency. Fig. 10 shows that underestimating eMBB
latency is safer: When DChannel underestimates eMBB la-
tency as 20 ms (from 100 ms, which is 5× higher), the PLT
improvement only decreases by 8%. Underestimating eMBB
latency will underestimate the rewards, causing a more conser-
vative use of URLLC and ensuring that the offloaded packets
are high rewards packets. Overestimating the latency will, in
contrast, overestimate the rewards, resulting in unnecessary
packets being offloaded to URLLC, and slowing down the
channel. Per Fig. 10, overestimating eMBB latency by 5×,
DChannel gets worse performance than the baseline.

A.3.5 DChannel under TCP BBR
Since DChannel steers packets over two channels, the sender
may notice an abrupt change in the flow RTT. We evaluated

Table 6: Mean PLT with TCP BBR under different eMBB
RTTs. The URLLC RTT is set to 5 ms

.

RTT=20ms RTT=100ms

All-eMBB 915 ms 2661 ms
DChannel 716 ms (21%) 2713 ms (-2%)
pkt-uplink 860 ms (6%) 1628 ms (39%)

DChannel in TCP BBR, which uses RTT measurement to
determine whether a path is congested. Tab. 6 shows the re-
sult when low (RTT=20 ms) and high (RTT=100 ms) eMBB
latency are used. When the eMBB RTT is 20 ms, BBR works
perfectly with DChannel because eMBB and URLLC laten-
cies are not that different. As the latency gap widens, however,
BBR starts to treat abrupt latency inflation as a congestion
signal, reduces its windows rate, and increases PLT. We found
that for 20% of the web page loads, DChannel performs worse
than All-eMBB. These sites rely on a single TCP connection
to deliver most web objects, and that flow suffers from a low
sending rate. This can happen as DChannel accelerates the
early packets (such as TCP SYN) to URLLC and suddenly
switches back to eMBB once it sees large traffic. The abrupt
RTT change gives a wrong congestion signal to the sender.
One possible solution is to modify BBR to be aware of eMBB
and URLLC use so that it can tolerate a change in RTT and
maintain its sending rate. We leave this as future work. Alter-
natively, we can use different heuristics (pkt-uplink) that will
send all uplink packets to URLLC and downlink packets to
eMBB. This heuristic is based on the observation that client
traffic is generally small and accelerating those packets will
accelerate the flow RTT in a more consistent way. Table 6
shows we can get 39% improvement in PLT under BBR from
this scheme.

A.4 DChannel rewards calculation accuracy
We evaluated DChannel packet rewards (R) calculation accu-
racy by comparing the calculated rewards and the real rewards.
As we used a trace-based emulated network, we knew both
network bandwidth, latency, and the link’s queue depth at any
given time. Leveraging this information, we can calculate the
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Figure 11: DChannel calculates rewards error distribution
(Rreal −Rest) across individual packets. A positive value de-
notes R underestimation. We limited the x-axis due to the high
rewards error in the tail (155 ms and 604 ms at the 99th and
100th percentile).

real rewards before we commit a packet to a link. Figure 11
shows the rewards calculation error for the mmWave station-
ary (MM-S) and driving (MM-D) network traces. DChannel
is able to accurately estimate R with just 12 ms of error in
the 90th percentile in the stationary network traces due to
the network latency being relatively stable and the bandwidth
being large. In the driving traces, the error is noticeably higher
with a long tail. However, 90% of the time the error is less
than 37 ms. The R error mainly arises from the less accurate
network eMBB latency estimation and the impact of ignoring
the eMBB queueing delay (§A.1), since eMBB bandwidth
may be low, and the delay becomes more significant).

The above is also why, as can be seen in the figure, R is
rarely overestimated. Underestimation is the preferred direc-
tion of error, as we have shown that DChannel can tolerate
some incorrect latency estimates and rewards underestimation
(§A.3.4). However, better network measurement may improve
DChannel performance; we leave this as future work.
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Abstract
To comply with the increasing number of government regu-
lations about data placement and processing, and to protect
themselves against major cloud outages, many users want
the ability to easily migrate their workloads between clouds.
In this paper we propose doing so not by imposing uniform
and comprehensive standards, but by creating a fine-grained
two-sided market via an intercloud broker. These brokers will
allow users to view the cloud ecosystem not just as a collec-
tion of individual and largely incompatible clouds but as a
more integrated Sky of Computing. We describe the design
and implementation of an intercloud broker, named SkyPilot,
evaluate its benefits, and report on its real-world usage.

1 Introduction
The modern information infrastructure is built around three
components. The Internet provides end-to-end network con-
nectivity, cellular telephony provides nearly ubiquitous user
access via increasingly powerful handsets, and cloud com-
puting makes scalable computation available to all. These
ecosystems obviously have many superficial differences, but
perhaps their most fundamental difference lies in the degree of
compatibility between providers in each of these ecosystems.

The Internet and the cellular infrastructure were designed
with the goal of universal reachability. This required both
uniform and comprehensive industry standards and broadly-
adopted interconnection agreements (for Internet peering and
cellular roaming) that led to a globally connected federation of
competing providers. The cloud ecosystem has very different
origins, emerging as a replacement for dedicated on-premise
computing clusters rather than serving as an interconnected
communication infrastructure. As a result, cloud providers
began by emphasizing their differences rather than their simi-
larities; though the clouds are all based on the same basic con-
ceptual units (e.g., VMs, containers, and now FaaS), they ini-
tially differed greatly in their orchestration interfaces. These
orchestration interfaces have become more similar over time,

*Equal contribution.

but some clouds continue to differentiate themselves through
numerous proprietary service interfaces, such as for storage or
key-value stores. In addition, clouds typically impose much
higher charges on data leaving than on data entering, resulting
in “data gravity” (i.e., the difficulty of moving jobs to another
cloud due to the expense of transferring the data). The combi-
nation of proprietary service interfaces and data gravity have
led to significant customer lock-in: it is hard for companies
who have established their computational workloads on one
cloud to move them to another.

However, as cloud computing has become a critical part of
our computational infrastructure, enterprises are increasingly
worried about how difficult it is to migrate workloads between
clouds. There are two compelling reasons for wanting more
freedom in workload placement. First, no business wants any
critical part of their infrastructure tied to a single provider
because such lock-in reduces their negotiating leverage and
also makes the business vulnerable to large-scale outages at
the provider. Second, there are now strict regulations about
data and operational sovereignty that dictate where data can
be stored and computational jobs run. Not all cloud providers
have datacenters in all countries, so the inability to migrate
jobs between cloud providers could be a painful roadblock
to satisfying these new regulations. These two reasons are
not theoretical problems whose solutions would be “nice-to-
have”; the recent occurrence of large-scale cloud outages and
the increasing number of government regulations are quickly
making such a solution a “must-have” for large-scale users of
the cloud. This paper is about how we can ease the migration
of workloads through the rise of Sky Computing, a concept
first introduced in [81] but significantly extended and more
deeply explored here. Sky Computing is when users, rather
than directly interacting with the cloud, submit their jobs to
what we call intercloud brokers who handle the placement
and oversee the execution of their jobs.

To explain our approach in more depth, we first review
related concepts and recent developments (§2). We then (§3)
describe our vision of Sky Computing and its transformative
possibilities. We present the requirements, architecture, and
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implementation of an intercloud broker, named SkyPilot, that
focuses on computational batch jobs (§4). We then demon-
strate its benefits on several applications (§5). Finally, we
share our experiences with early deployments (§6), survey
related work (§7), and conclude (§8). While the body of this
paper is devoted the technical characteristics of our system, in
the appendix (§A.1) we speculate on how the cloud ecosystem
might evolve once Sky Computing is more widely adopted.

SkyPilot is open source and available at https://
github.com/skypilot-org/skypilot.

2 Related Concepts and Recent Developments
In this section we first review two concepts related to the
ability to migrate workloads – standards and multicloud – and
then discuss the recent progress towards compatibility.

2.1 Why Not Just Adopt Standards?

The first question one might ask is if seamless migration is
the goal, why not adopt a set of uniform and comprehensive
cloud standards, as was done for the Internet and cellular? In
fact, a decade ago IEEE proposed a set of Intercloud standards
for portability, interoperability, and federation among cloud
providers [88] involving an Intercloud Service Catalog and
an Intercloud federation layer. There are two fundamental
problems with this and other proposals for such uniform and
comprehensive cloud standards. First, there is no incentive
for the dominant clouds (i.e., those with large market shares)
to adopt such standards; it would decrease their competitive
advantage and make it easier for customers to move their
business to other clouds. Second, users interact with clouds
at many levels, using high-level service interfaces such as
PyTorch [76] or TensorFlow [53] in addition to low-level
orchestration interfaces such as Kubernetes [36]. If the goal
is to make workload migration seamless, then all of these
interfaces would need to be standardized. Requiring every
cloud to standardize every interface is both unrealistic (as
noted in the first objection) and unwise (because these higher-
level interfaces have changed significantly over time, and
standardizing them would greatly hinder innovation).

2.2 Why Isn’t This Just Multicloud?

Multicloud is now an industry buzzword, and there are re-
ports [33, 52] that most enterprises have, or will soon have,
multicloud deployments; this would seemingly imply that
our goal of seamless workload migration has already been
realized. However, the common use of the term multicloud
only requires that an enterprise have workloads on two or
more clouds (e.g., the finance team runs their backend func-
tions on Amazon while the analytics team runs their ML jobs
on Google), not that they can easily move those workloads
between clouds. It is clear, from everyone we have talked
to in the industry, that moving many workloads between
clouds remains difficult. The exceptions to this are the recent
third-party offerings (e.g., by Trifacta, Confluent, Snowflake,
Databricks, and others) that run on multiple clouds; users can

indeed migrate their workloads that only use these services be-
tween clouds relatively easily (BigQuery, offered by Google,
offers similar cross-cloud support). However, these are for
specific workloads, and do not provide general support for
workload migration.

In addition, there are several programming or management
frameworks that support multiple clouds. JClouds [8] and
Libcloud [10] offer portable abstractions over the compute,
storage, and other services of many providers. However, the
user still does the placement manually, whereas automatic
placement is a key feature of Sky Computing. On the manage-
ment front, Terraform [51] provisions and manages resources
on different clouds, but requires the usage of provider-specific
APIs, and also does not handle job placement. Kubernetes [36]
orchestrates containerized workloads and can be run across
multiple clouds (e.g., Anthos [5]). These frameworks, while
quite valuable, focus on providing more compatibility in the
lower-level infrastructure interfaces offered by the clouds
(see §2.3), and as such are nicely complementary with Sky
Computing but do not obviate the need for Sky Computing.

2.3 Growth In Interface Compatibility

Turning away from related concepts, we now discuss a recent
development that Sky Computing will leverage. As noted
before, users of cloud computing invoke a wide variety of
computational and management interfaces. Many of these are
open source systems that have become the de facto standards
at different layers of the software stack, including operating
systems (Linux), cluster resource managers (Kubernetes [36],
Apache Mesos [63]), application packaging (Docker [27]),
databases (MySQL [41], Postgres [43]), big data execution
engines (Apache Spark [93], Apache Hadoop [89]), stream-
ing engines (Apache Flink [57], Apache Spark [93], Apache
Kafka [9]), distributed query engines and databases (Cas-
sandra [7], MongoDB [39], Presto [44], SparkSQL [48], Re-
dis [45]), machine learning libraries (PyTorch [76], Tensor-
Flow [53], MXNet [58], MLflow [38], Horovod [79], Ray
RLlib [66]), and general distributed frameworks (Ray [71],
Erlang [55], Akka [1]). In addition, some of AWS’s interfaces
are increasingly being supported on other clouds: Azure and
Google provide S3-like APIs for their blob stores to make it
easier for customers to move from AWS to their own clouds.
Similarly, APIs for managing machine images and private
networks are converging.

These trends increase what we call limited interface com-
patibility, where both of these qualifiers are crucial. This
compatibility applies only to individual interfaces and these
interfaces are typically not supported by all clouds but by
more than one. Our contention, based on what we see in the
ecosystem, is that the number and the usage of these inter-
faces that have this limited compatibility – i.e., are supported
on more than one cloud – is increasing, largely but not exclu-
sively due to open-source efforts.

We are basing our approach on the belief that this trend will
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continue, and that leveraging this trend is far preferable to pur-
suing uniform and comprehensive standards. To paraphrase
a quote attributed to Lincoln, we know that all interfaces are
supported by some clouds, and some interfaces may be sup-
ported by all clouds, but we cannot and should not require
that all interfaces be supported by all clouds.1

3 The Vision of Sky Computing
We first describe what Sky Computing is, and articulate why
we see it as not just tactical but transformative.

3.1 What Is Sky Computing?

Given this increasing level of limited interface compatibility,
how do we leverage it to ease workload migration? There are
two key components. First, in order to reduce data gravity,
clouds can enter into reciprocal free data peering; i.e., two
clouds can agree to let users move data from one cloud to an-
other without charge. With high-speed connections prevalent
(many clouds have 100 Gbps connections to various intercon-
nection points where they can peer with other clouds), we
think such free peering can easily be supported, with its costs
more than offset by the increase in computational revenue that
it enables. One might worry about the delay that such transfers
incur, but if the resulting computation times are superlinear in
the data size (or linear with a reasonably high constant) then
no matter how large datasets become, the networking delays
will not be a major bottleneck.

The second component, and the one we focus on for the
rest of this paper, is what we call intercloud brokers. In this
paper we describe our intercloud broker, which is designed
specifically for computational batch jobs (§4). While batch
jobs (e.g., ML, scientific jobs, data analytics) represent only a
fraction of today’s diverse cloud use cases, their computation
demands are growing quickly [74] and are responsible for
the recent surge of specialized hardware [15, 22, 23]. Thus,
we have started with a broker designed for batch jobs as a
tractable but common and rapidly growing workload. We
expect future versions of the broker will address a wider range
of workloads, and provide a broader set of features, but that
is not our focus here. In addition, we expect that eventually
there will be an open market in intercloud brokers that charge
a small fee for their brokerage service; some of those brokers
will be general purpose and others more tailored to specific
workloads, as ours is.

An intercloud broker takes as input a computational request
that is is specified as a directed acyclic graph (DAG) in which
the nodes are coarse-grained computations (e.g., data pro-
cessing, training).2 For lack of a better term we call these
computations “tasks”. The request also includes the user’s
preferences about price and performance.

1The following adage is widely but incorrectly attributed to Lincoln: “You
can fool part of the people some of the time, you can fool some of the people
all of the time, but you cannot fool all the people all of the time.”

2This is informed by workflow systems [6] that are now the de facto
standard for orchestrating complex batch applications.

ML Pipeline

Intercloud Broker

Data 
proc Training Serving

Training ServingSecure 
Data proc

Figure 1: An ML pipeline running on top of Sky. The goal is to
minimize cost while processing the input data securely.

The intercloud broker is then responsible for placing these
tasks across clouds. Unlike existing multicloud applications
which run an application instance per cloud, an intercloud
broker can run a single application instance across several
clouds. For example, Figure 1 shows a machine learning (ML)
pipeline with three tasks: data processing, training, and serv-
ing. The user may wish to minimize the total cost while pro-
cessing data securely. The intercloud broker might decide to
run data processing on Azure Confidential Computing [16] to
anonymize data and thus protect data confidentiality, training
on GCP to take advantage of TPUs [23], and serving on AWS
to take advantage of the Inferentia accelerator [15].

The ability to partition applications enables the emergence
of specialized clouds. For example, a cloud provider can build
a successful business by just focusing on a single task, such
as ML training, and offering the best price-performance for
that task; see §A.1 for a more detailed discussion of this.

In addition, the intercloud broker provides benefits even
when the application (i) entirely runs on a single cloud, by
automatically choosing the cloud that best matches the user’s
preferences and choosing the best region and zone within that
cloud, or (ii) uses services3 provided only by a single cloud,
by placing a task on that cloud but still having the freedom to
use other clouds for the other tasks.

3.2 Why Is This Transformational?

There are three reasons, each from a different perspective, why
we see this as a transformational change in cloud computing,
not as merely a tactical mechanism for workload migration.

User’s Perspective: When using an intercloud broker, users
are no longer interacting with individual clouds, but with a
more integrated “Sky” of computing. They merely specify
their computation and their criteria, and the broker then places
the job. This makes it significantly easier to use the cloud,
and may lead to increased cloud adoption. Note that such an
interface hides the heterogeneity between and within clouds.
Users no longer need to research which clouds have the best
prices, or offer a particular service. This also applies within
individual clouds, because different regions within a cloud

3By “service” we mean the compute services or a hosted service provided
by one or more clouds, such as hosted Apache Spark (e.g., EMR [4], HDIn-
sight [17]) and hosted Kubernetes (e.g., EKS [3], GKE [32], or AKS [18]).
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can offer different hardware options and different prices.
Competitive Perspective: Note that by serving as an in-

termediary between users and clouds, the intercloud broker
is creating a fine-grained two-sided market for computation:
users specify their tasks and requirements, and clouds of-
fer their interfaces with their pricing and performance. Job
placement is no longer driven mostly by measures to pro-
mote lock-in (e.g., proprietary interfaces and data gravity),
but increasingly by the ability of each cloud to meet the user’s
requirements through faster and/or more cost-efficient imple-
mentations. This means that the clouds, in order to increase
their market, will likely start supporting interfaces that are
commonly used in jobs, driving the market towards increased
compatibility.

Ecosystem Perspective: Once there is a two-sided market
established, the cloud ecosystem can transition from one in
which all clouds offer a broad set of services and try their
best to lock customers in, to one in which many clouds focus
on becoming part of a computational Sky, where they can
specialize in certain tasks because the intercloud broker will
automatically direct computations to them if they best meet
user needs for those particular tasks; the economic analysis
in the appendix (§A.1.2) makes this case more precisely.

This vision should be tempered with several doses of reality.
First, while we envision some clouds will embrace the vision
of Sky Computing by focusing on compatible interfaces and
adopting reciprocal free data peering, we expect others, partic-
ularly those with dominant market positions, to continue with
lock-in as a market strategy. Nonetheless, the presence of a
viable alternative cloud ecosystem will set the bar for innova-
tion and meeting user requirements, so all users will benefit.
Second, we assume that the creation of Sky Computing will
be a lengthy process that will start slowly and gradually gather
momentum. Our goal in this paper is to investigate how to
start this transformation, not to define its ultimate form. As
such, we start with with an intercloud broker for batch jobs—a
small but important set of workloads. Third, given our focus
on the early stages of the Sky, we do not provide solutions
to several problems that must eventually be addressed, such
as how to troubleshoot failures that occur with applications
running across multiple clouds.

4 Intercloud Broker
We now present an intercloud broker that targets batch ap-
plications. We first review the requirements of such a broker,
and then propose an architecture. Finally, we describe our
implementation of the resulting design, called SkyPilot.

4.1 Requirements

Cataloging cloud services and instances. There is a huge
and growing number of services, instances, and locations4

across clouds. As shown in Table 1, the top three public clouds
alone provide hundreds of compute VM types in dozens of

4We use “locations” to refer to regions and zones, collectively.

Cloud Regions Zones VM types

AWS 20 (US: 4∗) 64 (US: 15∗) ≥ 558
Azure 51 (US: 8∗) 124 (US: 23∗) ≥ 714
GCP 35 (US: 9) 106 (US: 28) ≥ 155

Table 1: Top public clouds with their myriad choices of locations
and compute instance types. Data is gathered from each cloud at
the time of writing. ∗Not counting government cloud regions.
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Figure 2: Dynamic resource unavailability: preemptions over time
from a real-world bioinformatics workload trace. The workload ran
for 8 days, using 24 large-CPU spot VMs on GCP, us-west1.

regions across the globe. Even for a simple request of a 4-
vCPU VM in the “compute-optimized” family—advertised by
all three clouds—there are at least 90 choices within the US
in terms of region and VM type. Furthermore, each cloud has
hundreds of software services (e.g., hosted Kubernetes/Spark,
blob storage, SQL databases) to choose from. This is clearly
beyond what can be navigated manually by ordinary users.

To provide the automatic placement of jobs, the broker
must catalog the variety of instances and services, the APIs
to invoke these services, and the subset of clouds and regions
where these offerings are available.

Even after they have been cataloged, these many options
are hard to navigate. Thus, the broker should expose filters
on common attributes to applications so that they can easily
narrow down the many options across clouds. For compute
instances, filters may include the number of vCPUs, RAM,
and accelerator types. For managed services (e.g., hosted ana-
lytics), filters may include the service or the package version
(e.g., AWS EMR 6.5, or Apache Spark 3.1.2). Moreover, the
broker should allow an application to choose specific services
or instances supported only by one cloud.

Tracking pricing and dynamic availability. The price
and availability of resources can vary dramatically across
clouds and even regions or zones in the same cloud, often, but
not always, following a diurnal pattern [73]. The variations
are especially acute for scarce resources (§5.4), such as GPUs
or preemptible spot instances that many applications use due
to their lower costs, and change over time.

To illustrate the potential changes in resource availabil-
ity, consider a real user’s application: a bioinformatics task
running for 8 days on 24 spot VMs on GCP (see §5.2 for
more detail). When a VM is preempted, it waits for another
spot VM to become available. Figure 2 shows the cumula-
tive number of preemptions over time. Note that preemptions
happened every day and at unpredictably different rates (e.g.,
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compare day 3–4 vs. day 4–5). The application experienced
319 preemptions, a preemption every 36 minutes on average.

Thus, the broker should track the availability and pricing
to provide applications with the best choices at run time. One
challenge is that clouds do not publish availability information
explicitly. The broker may have to learn about availability
implicitly by observing preemptions or allocation failures of
both on-demand and spot resources in different locations.

Dynamic optimization. Recall that the goal of the broker is
to meet the application’s cost and performance requirements
under various constraints, such as data residency. This means
the broker should choose the types of instances or services,
clouds, and locations to run the tasks in the application DAG.
This is a challenging optimization problem because of (1)
the sheer number of choices (Table 1), (2) DAG topologies
becoming complex (Figure 10), and (3) the unpredictable re-
source availability and price changes during the application’s
provisioning or run time (Figure 2).

As a result, the broker should implement a dynamic op-
timizer that can reflect the current resource availability and
prices, and quickly find an optimal execution plan out of
the large search space. To use up-to-date prices, the broker
needs to compute the execution plan whenever an application
starts. In addition, when a task in an application DAG can-
not run as the broker originally planned due to availability
changes, the broker needs to generate a new execution plan
by re-optimization during the application’s run time.

Managing resources and applications. Once the opti-
mizer decides the placement of an application, the broker
must provision the resources and free them when the applica-
tion terminates. This involves starting and reliably shutting
down instances on various clouds, or creating and terminating
services (e.g., sending requests to a hosted service like AWS
EMR). While these lifecycle operations may seem straight-
forward, bugs or failures can easily lead to inconsistencies
between the broker state and the cloud provider state (e.g.,
leaking instances or intermediate data), which can be costly.

In addition, the broker must manage the execution of the
application, i.e., start an application’s task when its inputs are
available, possibly restart it in case of failures or preemptions,
and move the task’s inputs across clouds/regions, if remote.

4.2 Architecture

Given these requirements, we propose an intercloud broker ar-
chitecture consisting of the following components (Figure 3).

Catalog. The catalog records the instances and services
available in each cloud, detailed locations that offer them, and
the APIs to allocate, shut down, and access them. It also stores
the long-term prices for on-demand VMs, data storage, egress,
and services (typically these prices do not change for months).
The catalog can provide filtering and searching functionalities.
The catalog can be based on information published by the
clouds, listed by a third party, or collected by the broker.

Job specification (e.g., DAG), 
User preferences (e.g., minimize cost, 
latency, …)

Service
publisher

Cloud B
Compatibility Set

Intercloud 
Broker

Service
publisher

Cloud A
Compatibility Set
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Provisioner

Executor

Service 
Catalog

Tracker

APIs, prices, ...

Figure 3: Architecture of the intercloud broker.

Tracker. This component tracks spot prices (which can
change more frequently, e.g., hourly or daily) as well as re-
source availability across clouds and their locations.

Optimizer. The optimizer takes as inputs (1) the applica-
tion’s DAG and its requirements, and (2) the instance and
service availability as well as their prices provided by the
catalog and tracker, and then computes an optimal placement
of the tasks. Upon resource availability and price changes, the
optimizer may perform re-optimization.

Provisioner. This component manages resources (§4.1) by
allocating the resources required to run the execution plan
provided by the optimizer, and freeing them when each task
exits. To handle unpredictable capacity and user quota errors,
the provisioner implements automatic failover, where it asks
the optimizer for a new placement plan if the provision fails.
Failures are also reported to the tracker.

Executor. The executor manages the application (§4.1) by
packaging each application’s tasks and running them on the
resources allocated by the provisioner.

In the future, we imagine intercloud brokers will offer more
sophisticated services such as troubleshooting across clouds,
providing more detailed performance measurements for spe-
cific applications on each cloud, the equivalent of spot-pricing
but across clouds, reselling services at lower than listed prices
(similar to the travel industry), and advanced configuration
features for security and/or networking.

Furthermore, we expect a commercial broker to provide
billing support to enable a user to have a single account with
the provider of the intercloud broker, which then pays for
the services rendered by each cloud on behalf of the user,
and charges the user back. In our current deployment, our
users have direct accounts with the three major clouds, so this
functionality is not needed.

4.3 SkyPilot: An Implementation

We have implemented SkyPilot, which follows the architec-
ture described in §4.2 with one difference: instead of imple-
menting the tracker as a centralized component, SkyPilot dis-
tributes it between the catalog that refreshes prices daily, and
the provisioner that tracks and caches provisioning failures.
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SkyPilot is written in ≈21,000 lines of Python code, and
has involved several person-years so far. It currently supports
AWS, Azure, and GCP. It is being used by users from 3 uni-
versities and 4 other organizations; we report our deployment
experience in §6. Next, we first describe SkyPilot in detail,
then discuss the services in the compatibility set it uses.

Application API. As mentioned earlier, an application is
specified as a DAG of coarse-grained tasks. Example tasks
include a Spark job to process data, a Horovod [79] job to
train a model, or an MPI job for HPC computations. A task
starts when all of the tasks that provide its inputs have finished.
Each task is self-contained and includes its executable and all
library dependencies (e.g., packaged as a Docker image).

A task specifies its input and output locations in the form
of cloud object store URIs. Optionally, a task can provide the
size estimates of its inputs and outputs to help the optimizer
estimate the cost of data transfers across clouds.

Each task specifies the resources it requires. For flexi-
bility, resources are encoded as labels, such as “cpu: 4” or
“accelerator: nvidia-v100”, an idea we borrow from cluster
managers such as Borg [85], Mesos [63], and Condor [82].
The optimizer uses these resource labels to search the service
catalog for a set of feasible candidates for each task. If de-
sired, the user can short-circuit the optimizer’s selection by
explicitly specifying a cloud and an instance type.

The user optionally specifies the number of instances for
each task by a “num_nodes: n” label, which defaults to 1.
Since we target coarse-grained batch jobs, our users have not
found this a burden. In the future, we plan to support autoscal-
ing or intelligently picking the number of instances [54, 84].

Finally, the user supplies an optional time estimator for
each task, which estimates how long it will run on each speci-
fied resource. These estimates are used by the optimizer for
planning the DAG. The user could determine these estimates
by benchmarking the task on different configurations. If a
time estimator is unspecified for a task, currently the opti-
mizer defaults to the heuristic of choosing the resource with
the lowest hourly price.5

Example. Listing 1 shows an application consisting of two
tasks. The train task trains a model. It reads the input data
from S3 and writes the output (the trained model) to the
object store of the cloud it is assigned to run on, which is
determined by the optimizer. By using Resources, a dictio-
nary of resource labels, the user specifies that this training
task requires either an nvidia-v100 accelerator or a google-tpu-
v3-8 accelerator with 4 host vCPUs. The user also provides
a train_time_estimator_fn lambda that estimates the task’s
run time on these two accelerators. For example, one can com-
pute a rough estimate by dividing the total number of floating
operations required for training the model by the accelerator’s
performance in FLOPS (floating point operations per second),

5Prior work [83] have considered performance prediction for analyt-
ics [84] and machine learning [78] workloads, which can also be leveraged.

# A simple application: train -> infer.
with Dag() as dag:

train = Task('train', run='train.py',
arg='--data=$INPUT[0] --model=$OUTPUT[0]')

.set_input('s3://my-data', size=150 * GB)
# '?': saves to the cloud this op ends up running on.
.set_output('?://my-model', size=0.1 * GB)
# Required resources. A set ({}) means pick any Resources.
.set_resources({

Resources(accelerator='nvidia-v100'),
Resources(accelerator='google-tpu-v3-8', cpu=4)})

# A partial function: Resources -> time.
.set_time_estimator(train_time_estimator_fn)

infer = Task('infer', run='infer.py',
arg='--model=$INPUT[0]')

.set_input(train.output(0))

.set_resources({
Resources(accelerator='nvidia-t4'),
Resources(accelerator='aws-inferentia', ram=16 * GB)})

.set_time_estimator(infer_time_estimator_fn)
# Connect the tasks.
train >> infer

Listing 1: API to express a simple application.

or use a more accurate benchmarking-based predictor.
The infer task performs model serving. It takes the trained

model as input (set_input(train.output(0))). The Airflow-
like statement, train >> infer, enforces this dependency.
These two tasks are encapsulated in a Dag object. The DAG is
passed to the optimizer to output an execution plan, which is
then passed to the provisioner and the executor.

Figure 4a visualizes the DAG. (I/O data are task attributes
and not nodes in the DAG; we show them for clarity.) While
simple, this basic API already exposes many degrees of free-
dom. For example, while train’s input is on S3, the optimizer
may choose to assign the task to a different cloud. In doing
so, the optimizer must take into account the possible transfer
costs, while satisfying the task’s requirements.

For convenience, SkyPilot also offers a YAML interface to
specify an application in addition to the programmatic API.

Catalog. SkyPilot implements a simple catalog to support
three services (IaaS, object stores, managed analytics) on
AWS, Azure, and GCP. These offerings are sufficient for our
target workloads. We use the clouds’ public APIs to obtain
details about these offerings. Pricing is refreshed periodically.

Optimizer. The optimizer assigns each task to a cloud, lo-
cation, and hardware configuration to best satisfy the user’s
requirements, e.g., minimize the total cost or time. It achieves
this by filtering the offerings in the service catalog and solving
an integer linear program (ILP) to pick an optimal assignment.

Before the actual optimization takes place, the opti-
mizer first translates the high-level resource requirements
into a set of feasible configurations, i.e., tuples of 〈cloud,
zone, instance type〉, that can be used to run each task.6

We call such a configuration a cluster. For example,

6This also applies to most hosted analytics offerings (e.g., EMR, Dat-
aproc) as they allow users to specify the cluster size and instance types.
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Figure 4: An application, before and after optimization.

Resources(accelerator='nvidia-v100') can be mapped to a
cluster of AWS instances 〈AWS, us-west-2a, p3.2x〉 or Azure
instances 〈Azure, westus2-1, NC6s_v3〉. To perform this trans-
lation, the optimizer filters the offerings in the service catalog
to check if they satisfy the Resources required by each task.
Each task is then annotated with the list of feasible clusters.

The optimizer computes execution plans at a zone level
rather than a region level. This is because even in the same
region, different zones can have different instance types and
prices, and the data transfer between zones is not free.

ILP-based optimization. Consider a DAG with N tasks,
each with C feasible clusters. Because C is typically in the 10s
and can be up to 100s,7 naively enumerating all CN possible
assignments is infeasible even for modest values of N. To
solve this, we formulate the assignment problem as a 0-1 ILP.

SkyPilot supports two types of optimization objectives: ei-
ther total running cost or end-to-end run time. Our ILP formu-
lation is inspired by Alpa [94], but we additionally consider
the parallelism between tasks that do not have dependency on
each other. This is critical for minimizing the DAG run time.

Given a DAG (V,E) where V is the set of the tasks and
E is the set of the edges representing the data dependencies
between the tasks, our goal is to find an optimal mapping
from each task in V to one of its annotated feasible clusters.
For each task v ∈V , we denote the set of the feasible clusters
by Cv. Then we use a task time estimator to obtain a time
vector tv ∈ R|Cv|, where each element is the time estimate for
running task v on a cluster in Cv. The time estimator can be
either provided by the user or set to a default value of 1 hour.
In addition, we get a cost vector cv ∈ R|Cv| by multiplying tv
by the hourly price of each cluster. To account for the data
transfer overhead between two tasks (u,v) ∈ E, we define a
matrix Puv ∈R|Cu|×|Cv| whose (i, j) element is the data transfer
time when the parent task u is mapped to the i-th cluster of
Cu and the child task v is mapped to the j-th cluster of Cv.
Similarly, we define Quv ∈R|Cu|×|Cv| for the data transfer cost
between u and v.

7For instance, the previous example that requires one V100 GPU maps to
79 feasible clusters globally across AWS, Azure, and GCP.

When minimizing the total cost, we have:

min
s ∑

v∈V
sT

v cv︸ ︷︷ ︸
computation cost

+ ∑
(u,v)∈E

sT
u Quvsv︸ ︷︷ ︸

data transfer cost

(1)

where sv ∈ {0,1}|Cv| is a one-hot vector that selects a cluster
from Cv. The objective explicitly considers the two types of
cost: the first term represents the total cost spent in executing
all tasks on the selected clusters, while the second term repre-
sents the total data transfer cost. After we linearize [61] the
second term, we get a 0-1 ILP, which SkyPilot solves using
an off-the-shelf solver, CBC [60].

Similarly, when minimizing the end-to-end time, we have:

min
s

fsink (2)

s.t. fv ≥ fu︸︷︷︸
parent

finish time

+ sT
u Puvsv︸ ︷︷ ︸

data transfer
time

+ sT
v tv︸︷︷︸

computation
time

∀(u,v) ∈ E (3)

where sv ∈ {0,1}|Cv| is the one-hot decision vector and fv ∈R
is the finish time of the task v. The optimization constraint
ensures that a task finishes no earlier than its parents, the input
data arrive, and the task produces its outputs. Under these
constraints, the running time of the DAG becomes the finish
time of its sink.8 Again, as we can linearize the second term,
this problem can be efficiently solved by 0-1 ILP solvers.

While we cover the two representative objectives above,
our ILP formulation allows any combination of cost and time
to be used for the optimization. For example, we can minimize
the cost under a time budget (or vice versa), by augmenting
Equation 1 with the constraint in Equation 3 and bounding
fsink by the time budget. Future work can incorporate carbon
footprint of cloud regions [21] into placement decisions.

Provisioner. SkyPilot implements a provisioner that reads
the optimized plan and allocates a cluster for the next task
ready to execute. As discussed, allocations may fail due to
either insufficient capacity in a cloud’s location or insufficient
quota of the user’s account. On such failures, the provisioner
kicks off failover as follows. First, the failed location is tem-
porarily blocked for the current allocation request with a time-
to-live. Then, the optimizer is asked to re-optimize the DAG
with this new constraint added. The provisioner then retries
in the newly optimized location (another location of the same
cloud or a different cloud). If all available locations fail to
provide the resource, either an error is returned to the user or
the provisioner can be configured to wait and retry in a loop.

We found failover to be especially valuable for scarce re-
sources (e.g., large CPU or GPU VMs). For example, depend-
ing on request timing, it took 3–5 and 2–7 location attempts
to allocate 8 V100 and 8 T4 GPUs on AWS, respectively.

8 If the DAG has multiple sinks, we create a dummy sink that has a fake
dependency on the real sinks.
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Executor. After a cluster is provisioned, the executor or-
chestrates a task’s execution, e.g., setting up the task’s depen-
dencies on the cluster, performing cross-cloud data transfers
for the task’s inputs, and running the task (which can be a
distributed program utilizing a multi-node cluster). We built
an executor on top of Ray [71], a distributed framework that
we use for intra-cluster task execution with fault tolerance sup-
port. Using Ray, rather than building a new execution engine,
allowed us to focus on building the higher-level components
new to the broker. For example, our executor implements
a storage module that abstracts the object stores of AWS,
Azure, and GCP and performs transfers. The executor also
implements status tracking of task executions for resource
management. On execution failures, the executor optionally
exposes cluster handles to allow login and debugging.

The executor interface is modular. We envision other execu-
tors will be added in the future, e.g., for Kubernetes [36]. In
addition, while our system formulation is generic enough to
support arbitrary DAGs, our implementation of the executor
has focused on supporting pipelines (sequential DAGs).

Compatibility set. One of the distinguishing features of
Sky is leveraging the already existing services and APIs across
clouds (i.e., compatibility set; §2.3), rather than building uni-
form services and APIs across all clouds. However, a broker
still needs to develop some glue-code to handle similar but not
identical services supported by different clouds. The natural
question is what is the effort to implement such glue-code?
The answer for our applications so far is “minimal”.

To manage clusters, SkyPilot uses Ray’s cluster launcher,
which already supports AWS, GCP, and Azure. (Other frame-
works could also be used, e.g., Terraform [51].) The main
functionality we added is the control for automatic failover.

One of the most important components of any Sky applica-
tion is storage. While the APIs provided by the object stores
of the three major clouds are similar, they are not identical.
Fortunately, all have libraries [20,30,46] exposing the POSIX
interface, which allows us to mount different object stores as
directories. Providing this functionality required only 400–
500 lines of code (LoC) per object store.

Finally, for analytics applications we use high-level APIs,
e.g., hosted analytics services provided by AWS (EMR) and
GCP (Dataproc). Abstracting these services required us to
implement just two methods: provisioning and termination.
This involved only 200 LoC for EMR and Dataproc together.

5 Experiments
We conduct a series of experiments to evaluate the benefits of
our intercloud broker. Overall, we found that:
• SkyPilot enables batch applications to take advantage of

unique hardware, unique managed services, and improved
availability across locations and clouds.

• On three applications (ML pipelines, scientific jobs, and
data analytics), SkyPilot saves up to 2.7× in time, 80%

Workload Uses Benefits from

ML IaaS unique hardware

Bioinformatics IaaS (spot VMs) improved availability

Analytics managed analytics unique software service
& unique hardware

Table 2: Evaluated workloads, cloud services used, and benefits.

in cost, and 2× in makespan, compared to using a single
cloud or location.

• Even for single-cloud applications, the broker improves
availability by migrating jobs across regions, a policy not
supported by cloud providers’ own solutions (§5.2).

Table 2 shows all workload types and their respective benefits.

5.1 Machine Learning Pipelines

We start with running two ML pipelines on SkyPilot to lever-
age the strengths of different clouds. In both pipelines, the
goal is to minimize the total cost. We consider two scenarios:

• Single-cloud: all tasks are constrained to a single cloud;
• Broker: each task runs according to the plan generated by

SkyPilot’s optimizer, possibly on different clouds.

Overall, both pipelines benefit from SkyPilot’s flexibility to
run compute-intensive tasks on clouds with unique hardware
accelerators (e.g., Inferentia, TPUs) that can provide speedups
which offset the cost and latency of moving the data.

Due to space limit, we show in appendix (§A.2) an addi-
tional experiment on SkyPilot leveraging spot instances across
clouds to run ML training with improved availability and cost.

5.1.1 Vision Pipeline

The vision pipeline consists of two tasks: train and infer (see
Listing 1). The train task trains a ResNet-50 model on the
ImageNet dataset (150 GB, stored on AWS S3). The infer
task runs offline inference on 108 images (e.g., nightly photo
categorization for services like Instagram or Google Photos).

Since training deep learning models often requires iterative
and heavy computations, we demonstrate a large reduction in
cost and run time by moving the training data from AWS to
GCP to leverage its TPU accelerators for training [23].

Setup. We specify resource candidates for each task as:

• train: 'nvidia-v100', 'google-tpu-v3-8'
• infer: 'google-tpu-v3-8', 'nvidia-t4', 'aws-inferentia'

For train, we use a V100 (common high-end GPU for training)
or a TPU. For infer, we use a TPU, a T4 GPU (marketed as the
most cost-effective GPU for model inference), or an Inferentia
accelerator designed by AWS for cost-effective inference [15].

The best single-cloud plans are shown in Figure 5, termed
{AWS, GCP, Azure}-only. The Broker plan is SkyPilot’s opti-
mizer output that minimizes the total cost. In this experiment,
we used a simple time estimator that divides the total FLOPs
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Figure 5: Vision pipeline: hardware and costs of each deployment.
For simplicity, the zones chosen for the plans are omitted. For train-
ing we use mixed-precision and the XLA compiler [50] with Ten-
sorFlow Keras 2.5.0. For inference we use half-precision. On GCP,
accelerators are attached to an n1-standard-8 VM.

required to train the model by the hardware FLOPS:9

def train_time_estimator_fn(resource):
train_tflops = ... # Obtained from model analysis.
if resource.accelerator == 'nvidia-v100':

hardware_tflops = 120
if resource.accelerator == 'google-tpu-v3-8':

hardware_tflops = 420
return train_tflops / hardware_tflops

We used a similar FLOPs-based time estimator for infer.

Results. We show the plan generated by SkyPilot’s opti-
mizer in Figure 4b and the results in Figure 5.

While this pipeline is simple, its search space is already
large, with a total of 2,170 possible assignments (details
in §5.4), as we have multiple choices in hardware, cloud, and
location. The optimizer successfully finds an optimal solution.
Compared with the three single-cloud plans, the Broker plan
lowers the total cost by 18%–47%, by taking advantage of the
unique hardware capabilities across two clouds.

For train, the optimizer decides that, despite the input being
stored on AWS, it is better to incur an egress cost and ship it to
GCP to use the TPU. This choice leads to a cost of $57 ($44
compute, $13 egress) which is less than training on AWS, at
$85.10 SkyPilot’s storage module uses GCP’s storage transfer
service [31] to copy the data in about 3 minutes.

For infer, the optimizer estimates that AWS’s Inferentia
is more cost-effective than the T4 GPU, after factoring in
a small data egress cost (shipping the first task’s output, a
0.1 GB model, from GCP to AWS with a cost of $0.01).

To understand the cost savings, we compare the detailed
time and cost per task. For training (Figure 6a), SkyPilot’s
choice of GCP TPU takes 5.4 hours and costs $57 with egress
included, which is 5.2× faster and 33% cheaper than the AWS
V100 plan. (Azure V100 is similar but has $13 for egress;
hence omitted.) To make the hardware more comparable, we

9While crude, this estimate is a reasonable approximation for throughput-
bound models with intensive matrix operations, such as ResNet.

10If we set the input 4× as large, at 600 GB, the optimizer decides against
transferring the data as the egress cost will dominate.
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Figure 6: Vision pipeline: detailed breakdown per task.

submitted the task again requesting 4 V100s on AWS to match
the FLOPS performance of a TPU v3-8: still, TPU is 1.5×
faster and 42% cheaper than 4 V100s. For serving (Figure 6b),
AWS’s custom Inferentia chip saves both cost (71%) and time
(1.8× faster) compared to the widely available T4 GPU.

Thus, clouds offer unique hardware incentives to different
tasks, even if the data is stored on a different cloud.

Optimizing for time vs. cost. To test SkyPilot’s ability to
minimize the total time rather than cost (§4.3), we resubmit
this pipeline to SkyPilot with the time-minimizing objective.
The resource selection for train remains the same. For infer,
SkyPilot now chooses GCP TPU (estimated to take 2.5 hours
and cost $21, per 108 images) over AWS Inferentia (which
was cost-optimal; estimated to take 8.2 hours and cost $3).
The estimates reflect the actual ranking in Figure 6b. Even
though the TPU costs 4× more in total than Inferentia, it
reduces inference time by 5.7×. This example shows that
optimal placements can change based on user preferences.

5.1.2 NLP Pipeline

We next run a natural language processing (NLP) pipeline
that emulates an increasingly prevalent workload: fine-tuning
“foundation models” [56]. It consists of three tasks (Figure 1):
• Confidential data processing: remove sensitive informa-

tion from raw data using Intel SGX hardware enclaves. We
use the Amazon Customer Reviews Dataset [2] and treat it
as if it contained personally identifiable information (PII)
and thus must be processed securely. To remove sensitive
data, we run Opaque [95] on an SGX-enabled instance
to filter on a column (i.e., the filtered-out information is
assumed sensitive), and output only the review texts and
star ratings. The size of the output dataset is 1 GB.

• Train: fine-tune BERT-base [59], a popular natural lan-
guage understanding model, on the preprocessed and now
non-sensitive data. This model predicts a rating given a
review text. We fine-tune the model for 10 epochs.

• Infer: use the model to classify 1M new reviews.

Setup. The first task requires Resources(intel_sgx=True),
which is currently only offered by Azure [16]. For training,
we consider either 4 V100s, or a TPU v3-8. For serving, we
consider either a T4 GPU, or AWS’s Inferentia.

Due to the confidential computing requirement, the only
possible single-cloud plan is to run all three tasks on Azure:
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proc train infer egress Total

Time Azure 0.6 13.3 1.5 – 15.4
(hr.) Broker 0.6 3.8 -71% 1.4 -7% 0.03 5.8 -62%

Cost Azure 0.8 163 1.2 – 165
($) Broker 0.8 32 -80% 0.5 -58% 0.1 33.4 -80%

Table 3: NLP pipeline: run time and cost of each deployment plan.

a DC8 VM for SGX, an NC24s VM with 4 V100 GPUs for
training, and an NC8as instance with a T4 GPU for serving.

Results. Table 3 shows the time and cost comparison be-
tween the single-cloud and Broker plans. Different from be-
fore, the Broker plan for this pipeline uses all three clouds.
The search space is larger, with over 16K possibilities (§5.4).

As expected, the single-cloud plan restricts its choices of
hardware to Azure and thus results in suboptimal cost and
performance. While Azure’s Intel SGX offering is unique
for secure processing, SkyPilot allows this pipeline to lever-
age different clouds for other tasks of the same application.
SkyPilot’s optimizer picks the TPU (GCP) over 4 V100s for
training, and the Inferentia (AWS) over the T4 GPU for serv-
ing. This considerably reduces both the total run time (by
62%) and cost (by 80%) compared with the Azure-only plan.

5.2 Bioinformatics

The intercloud broker should dynamically respond to the
changing availability of resources (§4.1). We evaluate SkyP-
ilot’s handling of availability changes by modeling a real
user’s workload: A bioinformatic task of mapping DNA cells
of sequencing data [67, 92]. The jobs are independent, have
variable-sized inputs and variable run times, with each using
all CPUs within one machine. Jobs are not checkpointable
and failures require recomputation from scratch. Finally, these
jobs are recurring: there are 10s to 100s of jobs to run every
week based on incoming data. Due to long run times, this
user exclusively uses spot VMs on GCP to save costs, and has
been continuously using SkyPilot to do so for several months.

We submit 40 jobs to SkyPilot, each running on an n1-
highmem-96 spot VM on GCP for 8–12 hours. We imple-
ment and compare two policies in SkyPilot: (1) SingleRe-
gion, which retries each preempted job in other zones of the
same region—this models providers’ managed instances solu-
tions [35]; (2) Broker, which retries each preempted job in the
next cheapest region chosen by the optimizer. We start two
sets of 40 jobs together (to minimize variance due to time)
in the region with the cheapest price for this VM (us-west1).
We ensure the jobs are within quotas so all job migrations are
due to preemptions.

Overall, the Broker policy finishes significantly faster than
the SingleRegion baseline, due to experiencing fewer preemp-
tions. Figure 7 (top) shows that Broker completed 75% of
the jobs 1.6× or 7 hours faster than SingleRegion. At around
T = 16 hours, all Broker jobs finished, while 30% (12) of
SingleRegion jobs were still running. The last SingleRegion
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Figure 7: Dynamically adjusting to availability on a bioinformat-
ics workload of 40 jobs on spot CPU VMs. Broker moves preempted
jobs to a new region, while SingleRegion moves preempted jobs to
other zones in the same region. Note the shared x-axis. Cloud: GCP.

job finished at T = 32 hours, yielding a 2× longer makespan.
Figure 7 (bottom) shows the speedup comes from Broker

incurring 5× fewer preemptions. Since both policies started
in the same region, the preemption curves initially overlapped.
Broker swiftly moved the 22 preempted jobs to another region,
which remained non-preemptive for the entire duration (e.g.,
last preemption occurred before T = 8 hours). The original
region continued to experience a high preemption rate in all
zones, causing SingleRegion to have far more stragglers.

While this example represents a good case (moving from
a region with a high preemption rate to a region with a low
preemption rate), it shows that SkyPilot can dynamically use
multiple regions to improve availability when needed. Man-
aged solutions from cloud providers, e.g., spot fleets [49] or
managed instances [35], are confined within a region and thus
cannot support such a cross-region (or cross-cloud) policy.

Finally, note that this policy is not always better than Sin-
gleRegion. For example, if the jobs started in a region with a
low preemption rate, some unlucky jobs could be preempted
and moved to a region with a higher preemption rate, which
could be worse than SingleRegion. Importantly, SkyPilot al-
lows new policies (cross-cloud/region) to be implemented
easily, and we expect this to be an area of future research.

5.3 Managed Data Analytics

So far, we demonstrated SkyPilot’s ability to use IaaS (VMs)
on different clouds. We now use the broker to run an analytics
workload on the managed analytics services of two clouds:
AWS EMR [4] and GCP Dataproc [29]. While VMs with the
same hardware on different clouds should have mostly the
same performance, we expect hosted services to exhibit more
performance variations due to differences in software. We run
TPC-DS [72] on the following (scale factor 100, or 33 GB of
data in Parquet, generated locally on each cloud):

• GCP Dataproc: which runs vanilla Spark 3.1.2, on a 3-node
n2-standard-16 cluster. Version 2.0.29-debian10.

• AWS EMR: which runs an optimized runtime [42] for
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Figure 8: Using managed analytics services with SkyPilot. TPC-
DS. (a) Cost (left y) and time (right y) of two hosted services in three
configurations, where data is generated locally. Benefits of software
and hardware offerings can combine. Mean of 3 runs. (b) Assuming
data is stored in GCP, running more queries offsets the egress cost.

Spark 3.1.2, on a 3-node m5.4xlarge cluster. Version 6.5.0.
• AWS EMR Graviton: like above, but on a 3-node

m6g.4xlarge cluster, which uses the Graviton2 ARM-based
processors custom-designed by AWS [14]. Due to its cost-
performance benefits, several large companies such as
Netflix and Snap have moved some of their workloads
to Graviton2 from traditional x86 instances [13].

Figure 8a shows AWS EMR finishes 34% faster and 43%
cheaper than GCP Dataproc. We ensured that GCP’s n2 clus-
ter has the same or better hardware than AWS’s m5.4x cluster.
Thus, the speedup is due to EMR’s optimized software run-
time [42] for Spark, representing a unique software incentive
for users with similar analytics workloads.

In addition, AWS EMR Graviton improves both the cost
and run time over AWS EMR by 23% and 6%, respectively.
Thus, this is a case of combining the unique software and
hardware advantages to attract such workloads even more.

To understand the tradeoff between better services vs. data
gravity, Figure 8b shows the cost of running more queries
from the benchmark, assuming the data is not generated lo-
cally but initially resides in GCP and has to be copied. (Here,
we simply execute the TPC-DS benchmark’s 99 queries mul-
tiple times to increase the number of queries we ran.) With
1K queries, EMR’s speed advantage already offsets the data
transfer cost ($2.8). Running 2.5K queries yields a cost saving
of 32% for EMR and 46% for EMR Graviton, while running
10K queries yields 42% and 55% savings, respectively.

To request a managed service for a task, we specify

task.set_managed_service(
AnalyticsService(
dependencies={'Spark': '3.1.2', 'Hadoop': '3.2.1', ...},
resources=Resources(cpu=16, ram=64 * GB, num_nodes=3)))

where AnalyticsService is backed by concrete implemen-
tations such as EMR or Dataproc. The dependencies field
specifies the desired package versions for the hosted service;
such version lists are published by the cloud providers [11,26]
and recorded in SkyPilot’s service catalog.

On-demand $ Spot $

Type Hardware Zones Max/Min CV Max/Min CV

CPU
AMD (8 cores) 146 2.5× 16% 7.3× 59%
Arm (8 cores) 88 2.1× 12% 2.5× 17%
Intel (8 cores) 248 1.6× 12% 9.4× 39%

GPU

K80 (1 chip) 56 9.5× 48% 5.9× 60%
T4 (1 chip) 146 1.7× 12% 10.8× 29%
V100 (1 chip) 79 1.6× 14% 1.9× 19%
A100 (8 chips) 46 1.9× 23% 6.4× 84%

TPU
v2 (8 cores) 5 1.2× 6% 1.2× 6%
v3 (8 cores) 4 1.1× 4% 1.1× 4%

Table 4: Capturing the large heterogeneity of locations and pric-
ing in the catalog. We show for a subset of offerings, the number
of zones that provide them (out of 294 zones globally across the top
3 clouds), the pricing ratios of the most costly to the cheapest zone,
and the coefficients of variation (CV) of prices across zones. CPUs
are the latest generation in the “general-purpose” family.

5.4 Analyzing the Broker

Location and pricing heterogeneity in the catalog. We
analyze SkyPilot’s service catalog (over 76K entries) to see
how well it captures the heterogeneity in locations and prices
for all three clouds. Table 4 shows the results. We see that not
all offerings (VMs, accelerators) are present in all zones, and
there can be large price differences across zones.

Among the 294 zones across the three clouds, the latest
Intel CPUs are widely offered, but AMD is only offered in
50% of the zones, while ARM is in only 30%. CPU workloads,
e.g., bioinformatics (§5.2) and analytics (§5.3), can suffer
from up to 2.5× price premiums if run in the most expensive
zone, which increase to 9.4× if spot instances are used. These
differences are even larger for NVIDIA GPUs, which are
present in just 16–50% of all zones, and their prices vary by
up to 9.5× for on-demand and 10.8× for spot. Finally, despite
TPUs being offered only in 4–5 (or 5%) GCP zones, there is
still a 10%–20% price difference across those zones.

This significant heterogeneity in locations and pricing
makes it hard for users to manually find the best placement.
By capturing this heterogeneity, SkyPilot’s catalog enables
the optimizer to automatically exploit these differences.

Optimizer overhead. We evaluate SkyPilot’s optimizer
overhead on a variety of DAGs. Figure 9 shows the search
space sizes and the optimization time for the two ML pipelines
in §5.1 and 3 other DAGs (see below). Despite the pipelines’
simple structures (Vision, NLP), their search spaces already
have 2K–16K possible assignments, making them non-trivial
or infeasible to optimize by hand. Using the ILP, however, our
optimizer can find an optimal solution in under 1.4 seconds.

Additionally, we test on three larger and more complex
DAGs, found in Airflow’s repository [6]: the first two (Fig-
ure 10a, Figure 10b) are commonly used in the real world [68],
while the third (Figure 10c) has a more complex structure.
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Figure 9: Search spaces and optimization times. Timing is mea-
sured on an M1 MacBook Pro; mean of 3 runs. Objective is cost.
Locations of feasible clusters are limited to all US zones on 3 clouds.
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Figure 10: Larger DAGs found in Airflow’s repository. (a) Se-
quential: |V | = 20, |E| = 19. (b) Fork-Join: |V | = 42, |E| = 44. (c)
Complex: |V |= 38, |E|= 53.

We assume each task requires an 8-vCPU Intel VM in US
zones, which leads to 55 feasible clusters for each task. We
assign random time estimates (sampled from U(0,1) hours)
to each task and a random data transfer size (sampled from
U(0,100) GB) to each edge. While the search spaces for the
DAGs are combinatorially large (1034–1073 possible assign-
ments), optimization takes at most 48.2 seconds. Since each
task in a DAG is coarse-grained (e.g., can take hours), this
optimization time is a negligible portion of the DAG run time.

If resource availability changes during run time, the DAG
may need to be re-optimized to generate a revised execution
plan. As the process of re-optimization involves updating the
list of feasible clusters and restarting the ILP optimization, its
overhead is comparable to that of the initial optimization.

6 Deployment Experience
We have deployed SkyPilot to dozens of users from 3 universi-
ties and 4 other organizations, who have been using the broker
to run both adhoc and recurring batch jobs in the clouds for
many months. These users have switched to the intercloud
broker from their prior solutions of manually interacting with
specific clouds, either via web consoles or low-level APIs.
Below, we discuss our experiences with the system so far
based on user feedback.

Benefits of an intercloud broker. By surveying our users,
we found that users value the broker not only for cost re-
duction, but also for improved availability (see §5.2) and in
general for improving their productivity. For example, users
like the broker’s ability to automatically provision scarce

resources across clouds or regions, the easy access to best-
of-breed hardware (e.g., TPUs), and the simple packaging
of existing programs. Moreover, by interacting with the bro-
ker rather than the clouds, they value the ability to run the
same jobs on different clouds with no change to their code or
workflow.

Cluster reuse for faster development and debugging.
Users have reported that the typical provisioning time of sev-
eral minutes for a new cluster is too long, especially during
the iterative code development phase. To alleviate this, we
added the ability to reuse existing clusters for running a new
application. This also helps the debugging of Sky applications
as the users can log into a cluster to inspect and troubleshoot.

Moving data is acceptable for many workloads. Data
gravity can prevent workloads from being moved across
clouds. However, we found that for many batch workloads,
cross-cloud data transfers are not as slow or costly as we
expected. In fact, moving data can be profitable even after
factoring in the egress (Figure 5; Figure 8).

There are several reasons for this. First, the computation
complexity of many batch jobs, such as ML training, is typi-
cally super-linear in the input size. Second, many datasets are
not excessively large. For example, a study from Microsoft
reports that most production ML datasets are between 1 GB
to 1 TB [75]. Our results (§5.1.1) suggest that a 1 TB dataset
can likely be moved in ∼20 minutes with a cost of ∼$90. De-
pending on the job, this delay and cost can be easily offset by
the destination offering better hardware, software, or pricing.

On-premise clusters as part of the Sky. Users have re-
quested the support for running jobs on on-premise clusters
through the broker. There are several benefits. First, this would
enable users to take advantage of idle local clusters and burst
to the cloud when they are overloaded. Second, the broker
would offer the same interface that hides the heterogeneity (to
the extent possible), so the same Sky applications could run
both in the cloud and locally. Challenges include designing
spillover policies and handling compatibility and storage.

7 Related Work
Sky Computing. We are not the first to use the name “Sky
Computing” as several papers, dating back to 2009, also used
this term [62, 69, 70]. However, these papers focus on par-
ticular technical solutions, such as running middleware (e.g.,
Nimbus) on a cross-cloud Infrastructure-as-a-Service plat-
form, and target specific workloads such as high-performance
computing (HPC). This paper takes a broader view of Sky
Computing, seeing it as a change in the overall ecosystem and
considering how technical trends and the market forces can
play a critical role in the emergence of Sky Computing.

The work most closely related to this paper is [81], but
here we significantly extend that work by refining the vision,
designing and building a broker, demonstrating its benefits in
several applications, and reporting on early adoption.
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Cross-cloud compute, storage, and egress. Super-
cloud [65] is a virtual cloud that can span multiple zones and
clouds, using nested virtualization and live VM migration
to move stateful workloads across locations. Our proposal
shares the goal of easing workload migration, but supports
migrating higher-level jobs (not VMs), considers a broader
set of cloud services in addition to IaaS, and focuses on batch
jobs by optimizing for price, performance, and availability.

There have been several proposals for cross-cloud storage
solutions. CosTLO [91] and SPANStore [90] use request re-
dundancy and replication to minimize storage access latencies.
Perhaps the most comprehensive is Gaia-X, a European ef-
fort to create a federated open data infrastructure that enables
data sharing with strong governance properties and respect-
ing data and cloud sovereignty [28]. These efforts are largely
orthogonal to our focus on computational tasks.

Several industry efforts have been started to reduce cross-
cloud data egress fees. The Bandwidth Alliance [19] is one
such effort, consisting of several cloud providers who agree
to reduce or even eliminate egress fees from their clouds to
Cloudfare or other members. Closely related is Cloudfare
R2 [24], an object store that promises to charge zero egress
fees. Naturally, Sky Computing benefits from these efforts to
combat data gravity, and the intercloud broker can be extended
to support zero-egress storage systems.

Middleware. Middleware solutions (e.g., CORBA [25], Mi-
crosoft BizTalk [37], IBM WebSphere [34], etc.) bear some
resemblance to our work. While these solutions allow sys-
tems from different vendors to communicate and interoperate,
our proposal allows an application to utilize cloud services
offered by different cloud providers.

There are several differences between these efforts and the
intercloud broker. First, we consider satisfying requirements
such as minimizing costs which have not been a concern
of these systems. Second, the intercloud broker focuses on
placing the components of the same application rather than
on how systems from different vendors interoperate. Finally,
we are operating in a cloud setting rather than a traditional
distributed system setting.

Differences aside, middleware solutions that allow cloud
services to interoperate (e.g., connect an AWS S3 bucket
with GCP Dataproc) could be considered as being part of the
compatibility set, which the intercloud broker can leverage.

Integration Platform-as-a-Service (iPaaS). Like the mid-
dleware systems discussed above, iPaaS solutions [40, 47]
also integrate distinct systems but are often run as managed
services on the cloud. iPaaS solutions provide adaptors to con-
nect APIs from different services and systems (e.g., APIs for
Snowflake, Jira, or Stripe). Developers can build workflows
on top (e.g., on receiving a new case in Salesforce, call Jira’s
API to open a ticket) and deploy them through the iPaaS.

While iPaaS can run integration workflows on the cloud,
our proposal places and runs compute-intensive jobs on the

most suitable cloud based on price, performance, and avail-
ability. Similar to middleware, iPaaS is complementary as we
can leverage these adaptors to expound the compatibility set.

Optimization for geo-distributed analytics. A line of
work has optimized the performance of geo-distributed ana-
lytics [64, 77, 86]. This setting is similar in spirit to ours: it
considers running a MapReduce-style job (an analytics query)
across many sites, while we consider running a DAG of coarse-
grained computations potentially across several clouds.

There are three main differences. First, these techniques
are system-specific optimizations, and we in general do not
assume as much knowledge about the application. Second,
these techniques mostly assume different sites to differ only
in their WAN bandwidths and otherwise have identical hard-
ware, while we exploit the inherent differences in hardware,
software, pricing, and resource availability of several clouds
or regions/zones within a cloud. Third, these solutions op-
timize for faster completion times, while we also consider
minimizing costs and improving resource availability.

That said, we note that the intercloud broker could poten-
tially leverage system-specific optimizations if it is told that
the application is of a certain type (e.g., MapReduce).

8 Conclusion
This paper describes the design, implementation, applications,
and early deployment of an intercloud broker, SkyPilot. SkyP-
ilot enables users to seamlessly run their batch jobs across
clouds to minimize cost and/or delay. We see this as the first
step towards a paradigm we call Sky Computing, which we
hope will transform the cloud computing ecosystem to better
meet user needs.
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A Appendix
A.1 Implications and Economics of the Sky

While the body of this paper was firmly rooted in what an
intercloud broker could offer now, we turn our attention to
the future and ask: what are the implications of the Sky for
the future cloud ecosystem? This section is inherently more
speculative, so we have included it as an appendix to provide
some context for where we think this approach could take us.

A.1.1 Embracing Diversity

While there is an increase in limited interface compatibility,
in the overall ecosystem there is an increasing diversity in
terms of location and hardware. The aforementioned regu-
latory concerns require greater flexibility in location; Sky
Computing provides an easy way to specify the necessary
location constraints. However, there are two other important
location considerations. First, some tasks should be run on
nearby edge clouds to lower latencies between client and
cloud. Second, some tasks should be on on-premise clusters,
rather than public clouds, to lower costs (see [87] for an ar-
gument as to why this is crucial). These concerns can be met
by bringing edge and on-premise clouds into the Sky. The
intercloud broker could then automatically send jobs to the
closest edge cloud (if lowering latency is important) or to the
on-premise cloud (if lowering costs is important and there is
enough capacity).

In addition, by allowing users to specify specific hardware
requirements in their request, one can automatically seek out
clouds that have the appropriate hardware support. Or one can
merely ask for high performance, and the intercloud broker
will find the highest-performing cloud for that task, regardless
of how they achieve it. Thus, Sky Computing turns the diver-
sity of the current clouds from an impediment to an advantage:
as long as one cloud meets a user’s needs in terms of location
or hardware or other constraints, the intercloud broker will
find it.

A.1.2 Economic Analysis

For analytical convenience here we assume that in the future
clouds will fall into two categories. Some clouds will remain
proprietary, offering their own APIs for some tasks and charg-
ing for data egress in an attempt to keep customers tied to
their cloud. However, others will join the Sky and become a
commodity cloud in that they fully embrace the open source
interfaces and do reciprocal data peering with other clouds
that have joined the Sky. The economic choice facing clouds
is which of these alternatives they choose. Note that even
proprietary clouds can be used by the intercloud broker, but
doing so may entail data egress charges.

The choice facing consumers is which of these two types
of clouds they choose to use: do they send their workloads to
a single proprietary cloud, or do they let the intercloud broker
find which clouds to run on? In what follows, we assume
that users attempt to optimize some measure of price and
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performance of each task; we will denote this metric by P2,
and define it so that smaller values are better. The relative
importance of price and performance will differ between users,
but we do not address that here as it overcomplicates the
analysis without adding much insight; instead, we assume
all users attempt to minimize the same measure P2. We now
analyze, in a vastly oversimplified model, how the ecosystem
of clouds might evolve given this consumer behavior.

Denote by R the set of proprietary clouds and denote by
S the set of commodity clouds (i.e., the Sky). Assume that
the workload from user α consists of a set of tasks j, with a
weight or frequency wα

j that represents the fraction of their
workload that consist of task j. Note that this analysis can
either apply to individual applications (which involve a DAG
of tasks), or an overall workload.

The P2 of task j on cloud c is denoted by Pc
j . If a cloud

does not support that task, Pc
j is set to be infinite. Let P̃c

j be the
P2 taking into account the delays (and perhaps egress charges,
if a proprietary cloud is used) in sending data between dif-
ferent clouds. We then define Pj and P̃j as the minimal P2’s
achievable (the latter taking into account the extra inter-cloud
delays and cost, and the former not): Pj = minc∈S∪R[Pc

j ] and
P̃j = minc∈S∪R[P̃c

j ].
Assume for simplicity that these workloads are either sent

to the Sky (i.e., placement determined by the intercloud bro-
ker), or to a single proprietary cloud. Given these assumptions,
if the workload is sent to a proprietary cloud, the user α will
choose the cloud c ∈ R that minimizes ∑ j wα

j Pc
j ; call this

cloud c(α). If sent to the Sky, then the overall P2 is ∑ j wα
j P̃j.

Given our assumptions, a user will pick between c(α) and
the Sky, depending on whether the sum ∑ j wα

j [P
c(α)
j − P̃j] is

positive (Sky) or negative (proprietary cloud c(α)). Note that
since by definition Pj ≤ Pc(α)

j this can only be negative if the
inter-cloud delays or costs are significant.

The question a cloud faces is whether to join the Sky or
not. If it remains a proprietary cloud, the only customers it
gains are those for whom its overall average P2 is best: i.e.,
for those users for whom it is c(α). If it joins the Sky, it gains
revenue for each task j where its performance is best among
the clouds (taking into account the inter-cloud delays).

Assuming most users have a broad workload including
many tasks, this analysis suggests that a cloud should only
remain proprietary if it can compete across a broad collection
of tasks. Joining the Sky becomes the rational choice for
clouds who realize they cannot compete broadly, but can find
narrower market niches (i.e., sets of tasks) where they excel.

Note that two proprietary clouds compete in a zero-sum
manner: for users sending their workloads to proprietary
clouds, either one gets the business or the other. Sky clouds
compete in a much different way. Of course, they all compete
to provide the best P2 implementations for each task. How-
ever, a cloud providing a superior solution for one type of
task helps a cloud focusing on other types of tasks, because

users will only use the Sky if the overall service they get is
better than that on proprietary clouds. Thus, the ecosystem
of Sky clouds combines competition on each task type with
collaboration to provide high-quality support across a broad
spectrum of tasks. This is the interdependence in the Sky.

This analysis is obviously oversimplified in many dimen-
sions. For instance, users make different tradeoffs between
cost and delay, and workloads are more complicated than
just a linear combination of tasks. However, none of these
considerations undercut the general observation above that
proprietary clouds must be prepared to compete across a wider
range of tasks (since their egress charges and proprietary in-
terfaces purposely reduce the likelihood of users offloading
to other clouds).

For a fledging cloud provider, it seems clear that joining
the Sky is the preferable choice. These new clouds can con-
centrate on narrow sets of tasks where they can compete
favorably with existing commodity and proprietary clouds,
and they need not worry about marketing as the intercloud
brokers will seek out the best P2 available.

None of these results are surprising, as the intercloud broker
effectively sets up a two-sided market. Two-sided markets
are common, and they are typically opposed by market actors
who have high margins and want to preserve them, but are
welcomed by those struggling to get a foothold in the market
and who cannot otherwise overcome the inherent advantages
of the dominant market players (such as much better name
recognition, much larger sales forces, etc.). In the current
cloud market only Amazon and perhaps Azure can be seen as
having dominant market positions; all other cloud providers
have less than 10% of the market [80]. For all of these other
cloud providers, which comprise roughly half of the current
cloud market, the Sky may be the preferable choice.

A.1.3 Speculation

In many ways, the intercloud broker is merely a mechanism
that turns cloud computing into a more competitive market.
However, efforts to create the Sky will be for naught if the cur-
rently dominant clouds remain dominant and proprietary even
after the intercloud broker is put in place. Here we speculate
briefly on the factors that will play a critical role in how the
competition plays out. We start with four basic assumptions:
Sky-based clouds may innovate faster: Sky clouds need
not market their technologies; they merely need to post faster
speeds and/or lower prices for various workloads. Thus, the
intercloud broker itself speeds innovation because workloads
will automatically follow the better P2s, no matter how they
arose. In addition, Sky clouds can focus their innovative ener-
gies on narrow classes of tasks where they might have special
expertise (e.g., Oracle for databases) or special hardware (e.g.,
Samsung for storage, Google for TPUs, NVIDIA for GPUs).
In fact, this is already happening; see the recent announce-
ments by Nvidia, Equinix, and Cirrascale [12].
Large clouds have economies of scale: There are undeni-
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able advantages to operating a cloud at scale, such as greater
leverage with suppliers and the ability to amortize various in-
frastructure costs over larger deployments. These advantages
may be the single biggest barrier to the success of Sky.
Infrastructure providers might provide smaller clouds
with better economies of scale: Infrastructure providers,
such as Equinix, who have experience in building out clouds
and who can amortize infrastructure costs, can help smaller
clouds with deployment. This will not match the economies
of scale of the largest clouds, but will allow small clouds to
be deployed with reasonable efficiency.
Small clouds are not necessarily small companies: One
worry is that the proprietary clouds would engage in predatory
pricing to prevent the Sky from emerging. However, many
companies that will deploy Sky-based clouds will be using
them as showcases for their technology (Samsung for storage,
Oracle for database workloads, etc.), and they have very deep
pockets. So predatory pricing will actually hurt the large
clouds more than the smaller ones (because they have smaller
market share, their losses are smaller).

Based on these assumptions, the crucial question is whether
the rate of innovation of the smaller clouds (which can be
more narrowly targeted) is sufficient to compensate for their
disadvantage in economies of scale (which is mitigated by
infrastructure providers). We have no wisdom to offer on this
central but speculative question. However, with innovative
companies like Google, IBM, and Alibaba counted as “small
clouds” likely to join the Sky rather than remain proprietary,
we believe that there is a significant chance that the Sky could
emerge as an economically viable alternative to the current
cloud ecosystem.

A.2 ML Training on Spot Instances Across Clouds

In §5.1 we evaluated SkyPilot’s benefits for ML pipelines;
here, we show an additional experiment to demonstrate that
SkyPilot can run a single ML training job on spot instances
across clouds, improving resource availability and reducing
costs. In the event of spot instance preemptions, SkyPilot
supports migrating a job to another zone, region, or cloud
where spot instances are available. We consider training a
BERT model with a V100 GPU on a subset of Wikipedia,
WikiText-103 (0.5 GB), for 30 epochs. For failure recovery,
we save the current model checkpoint (1.5 GB) periodically to
a persistent storage. Each epoch runs for around 40 minutes
and each checkpointing incurs an overhead of 0.5 minutes.

We evaluate three different strategies to run the job:
• On-Demand: runs on an on-demand instance on AWS.
• SingleRegion: runs on a spot instance in a single AWS

region, us-east-1.11

• Broker: runs on a spot instance, with SkyPilot having the
freedom to choose among all US regions of AWS or GCP.

11We chose it as it had the lowest preemption rate at the time of experiment
among all US regions. Spot hourly price was $0.91, vs. on-demand’s $3.06.
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Figure 11: Loss curves of training BERT on V100 for 30 epochs.
Each x marker is a preemption event; gaps between segments are
the time periods when spot instances are not available. After the first
preemption event, Broker migrates the job from AWS us-east-1 to
GCP us-central1, while SingleRegion waits in the same region.

Cost Makespan
On-Demand $61.2 20 hrs
SingleRegion $21.8 34 hrs
Broker $18.4 21 hrs

Table 5: Costs and makespan for the three strategies to finish BERT
training. Data transfer and checkpointing overheads are included.

For a fair comparison, we launch all strategies at the same
time and in the same starting region. With SingleRegion, if no
spot instances are available in the region when a preemption
happens, it waits until they become available again and then
resumes the job from the latest checkpoint. With Broker, if
no spot instances are available it immediately triggers re-
optimization and searches for availability in other regions and
clouds; if found, SkyPilot transfers the data/model checkpoint
to the new location and resumes the job there. The cost of
each data and checkpoint egress across clouds is $0.2.

Figure 11 plots the validation loss curve for each strategy.
Around hour 6, the spot instances used by both the SingleRe-
gion and Broker strategies get preempted. SingleRegion sticks
with the same region (us-east-1), but needs to wait for 3
hours (dashed line) to get a new spot instance. In contrast,
Broker searches for spot instances in other AWS regions,
which fail to provide capacity, before finding availability in
GCP’s us-central1 region. After hour 6, the SingleRegion
job experiences several more preemptions which cause further
delays. Overall, the delays from using a single region adds
more than 10 hours to the completion time.

Table 5 shows the total cost and makespan for the three
strategies. Broker finishes∼40% faster than SingleRegion be-
cause it can leverage spot instance availability across regions
and clouds. Moreover, Broker is 10% cheaper than SingleRe-
gion: despite the cross-cloud data egress costs incurred by
Broker, the faster recovery time and fewer preemptions (thus,
less lost progress) reduce the overall cost compared to Sin-
gleRegion. Compared to On-Demand, Broker saves 70% cost
due to lower spot prices, while incurring a minimal overhead
in makespan (∼5%) due to job recovery and checkpointing.
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Abstract

Cloud providers auction off unallocated resources at a low
cost to avoid keeping hardware idle. One such mechanism is
Harvest VMs (HVMs). These VMs grow and shrink as the
unallocated resources in a server change. While HVMs are
larger in size and less prone to eviction compared to other
low-cost VMs, their resource variations severely slow down
long-running, uninterruptible (hard to checkpoint/migrate)
workloads. We characterize HVMs from a major cloud
provider and discover large spatial variations in their stabil-
ity and resources. We leverage this diversity by predicting
which HVMs will be stable enough to run tasks without pre-
emptions. We use the predictions to inform scheduling and
resource acquisition decisions. Our evaluation with real work-
loads shows that we can reduce mean and tail (90th percentile)
job completion times by 27% and 44% respectively, at 75%
lower cost than regular VMs.

1 Introduction

Motivation. Failure to monetize idle hardware in cloud de-
ployments is a huge opportunity cost for cloud providers.
Providers typically provision hardware for peak demand, with
little over-subscription, to deliver an illusion of elastic re-
sources with strong isolation and performance guarantees.
Due to variations in demand, 25–30% hardware sits idle [3].
Many proposals try to address this problem, including better
resource packing using abstractions like FaaS (Function-as-
a Service), and auctioning unallocated capacity (unreliably)
using Spot or Burstable VMs [2, 18, 49, 74]. A latest advance-
ment towards isolating and exposing unallocated resources is
Harvest Virtual Machines [3].

Harvest VMs (HVMs) are variable-sized VMs co-located
with other regular (on-demand, high-priority) VMs. When
a new regular VM is allocated to a server, the HVM shrinks
in capacity, and when a regular VM finishes, it grows. This
agility allows HVMs to gather 2.5–7.5× more resources com-
pared to other low-priority low-cost fixed-sized VMs (e.g.,
Spot VMs) at lower eviction rates (§2.1, [3]). This creates a
new opportunity and a new challenge.

Large harvested capacity overcomes a major capacity bot-
tleneck [21, 60] allowing many large-scale applications [15,
16, 34, 47, 67, 68, 81, 89] in the financial, scientific, ge-
nomics, energy and meteorology sectors to run economically
in the cloud. However, HVM’s resource variations can signif-

icantly slow down these long, uninterruptible (hard to check-
point/migrate) applications due to preemptions (§2.3).

Prior efforts try to mask such overheads using scheduling,
resource acquisition, and load-balancing techniques (§5). Un-
fortunately, these efforts do not fit well for the combination
of HVMs and long, uninterruptible workloads. They either
address only VM evictions (not resource variations exhibited
by HVMs), or rely on the unique properties of Spot markets.
On the workload side, they often use a combination of check-
pointing, migration, replication, or application level changes.
These are prohibitive or impractical as uninterruptible work-
loads have large working sets, run at large scale, and rely on
many domain-specific libraries and frameworks with complex
state stored in memory (§2.2).

Our work. We seek to answer: “How can we best use HVMs
to run long, uninterruptible workloads?” We begin by char-
acterizing HVMs and a collection of long, uninterruptible
production workloads from a major cloud provider. We find
large spatial diversity in the stability and resources of HVMs,
i.e., some HVMs are more stable (change less often) or get
more resources than others. Simultaneously, we observe large
diversity in the runtimes of tasks in our workloads.

We leverage our observations in two ways to build
SLACKSCHED. First, we build a scheduling component that
avoids preemptions by better matching tasks to HVMs, i.e.,
runs longer tasks on more stable HVMs and vice versa. Sec-
ond, we build a resource acquisition component that improves
overall stability of the HVM pool by retaining relatively stable
HVMs and continuously de-allocating unstable HVMs.

In building SLACKSCHED, a key technical challenge is
identifying which HVMs are going to remain stable in the
future. Resource variations in HVMs can depend on a number
of factors which are hard to predict or control (e.g., the arrivals,
lifetimes, and placement of regular VMs). We work around
this using our insight that the distribution of time between
HVM resource changes is relatively stationary over time. We
use this to estimate when new resource changes are likely to
occur and match tasks to HVMs that are likely to not change
during task lifetimes.

We implement our scheduler as a pluggable component
of YARN [5], a popular cluster orchestrator, and the acqui-
sition component as a module that manages resource nego-
tiation between the cloud provider and YARN. We evalu-
ate SLACKSCHED under a variety of production workloads,
operating conditions, and HVM environments considering
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HVM traces collected from multiple regions and time periods.
We find that SLACKSCHED reduces mean and tail (90th per-
centile) job completion times by 27% and 44%, respectively.

We note that our system does not make any assumptions
about, nor is reliant on, the cloud provider’s allocation pol-
icy. The diversity of unallocated resources is fundamentally
tied to the diversity in regular VM workloads. As evidence,
we consider future sources of resource variability, e.g., if un-
allocated resources change in capacity based on variations
in power supply to the data center due to renewable energy
sources [13, 23], in addition to variations due to regular VM
arrival/departure. We find SLACKSCHED has similar perfor-
mance in this new environment.

Summary. We make the following contributions:
• We characterize the behavior of real-world production

HVMs and long, uninterruptible cloud workloads (§2).
• We build a practical method to estimate future variations in

HVMs (§3.1.1, §3.1.2).
• We design and implement SLACKSCHED, a system that

enables the use of HVMs for large-scale, long-running,
uninterruptible workloads (§3, §3.3).

• We show that our scheduling and resource acquisition de-
cisions are effective in mitigating the overheads of HVMs
for varied workloads and environments (§4).

2 Characterization & Motivation
We first characterize HVMs (§2.1) and long-running uninter-
ruptible workloads (§2.2). Then, we focus on the overheads of
running these workloads on HVMs (§2.3). Our characteriza-
tion reveals two opportunities that motivate our design (§2.4).
We detail in §5 and Appendix B.1 why past efforts at man-
aging resource variability and building reliable infrastructure
out of unreliable services are ineffective for the combination
of uninterruptible workloads and Harvest VMs.

2.1 Harvest VMs

Background. HVMs dynamically expand and contract to
leverage the unallocated resources left by regular VMs. As
more (or fewer) on-demand VMs are placed on a server, an
HVM will shrink (or grow) its core count. We focus on HVMs
that harvest CPU cores but our work can be leveraged when
harvesting other resources (e.g., memory [32] and storage).
For Spot VMs to expose the same capacity as HVMs, one
needs to provision more and/or larger size Spot VMs. This
significantly increases the number of evictions to handle and
the management overheads (e.g., more copies of the OS).

HVMs are configured with a minimum size (e.g., {2,4,8}
CPU cores and {16GB, 32GB, 64GB} of memory). If an
HVM needs to shrink below its minimum size (e.g., because
of on-demand VMs), it will be evicted. HVMs are overall
cheaper in price than both Spot and on-demand VMs. Today,
HVM’s minimum size is charged at the Spot VM discount
(e.g., 48% to 88% cheaper than regular VMs [87]), and each
harvested core has a further discounted price.
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Figure 1: Resource variation in HVMs across clusters. The paren-
thesis in the legend lists (a) the mean magnitude of change size and
(b) mean inter-change time (hrs). The clusters are sorted in increas-
ing order of the mean inter-change time (C1–C8).

Overview. Prior work has studied properties of HVMs at an
aggregate level [3, 87]. However, to understand how broader
workloads might be impacted, we analyse HVMs at an indi-
vidual level and answer: (1) stability of HVMs: how often
and by how much do HVMs change?1 (2) spatial and tem-
poral diversity of HVMs: how do different HVMs compare
and how do they change over time? (3) impact of workloads:
how do the runtimes of long, uninterruptible workloads com-
pare to the resource variations of HVMs? With this goal, we
study HVM traces (from March 2019 and August 2021) for 8
clusters across 5 regions of a major cloud provider.

Stability. We measure the resource changes in terms of size:
number of added/removed cores, and frequency: time between
two consecutive changes (inter-change time or change inter-
val). We count HVM evictions as a resource change to size 0.2

We observe that different clusters witness different amounts
of activity from regular VMs, so we order the clusters, with
lower activity clusters on the bottom (C7–C8 in Figure 1).

Size of changes. Figure 1(a) shows the size of changes in
HVM resources across clusters. Positive changes signify re-
source growths and negative changes signify shrink events.
The mean magnitude of change is between ≈ 5 and 13 SMT
cores (simultaneous multi-threaded cores or hardware threads)
for different clusters. These are large variations, given the typ-

1While this aspect has been considered in [87], it was in the context of
short-running FaaS workloads and considered only a single cluster. Hence,
we revisit it in the context of our target workloads for more clusters.

2We do not separately study HVM evictions as these occur rarely relative
to task durations in our workloads ([3], §2.2).
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Figure 2: Spatial Variation — HVMs on different servers differ in
amount of resources harvested and stability.

ical minimum size of 2–8 SMT cores for an HVM and given
that 1–2 cores is a popular regular VM size [25, 41].3 Such
large variations can have significant performance implications
on applications (both positive and negative).

Frequency of changes. Figure 1(b) shows that the inter-
change times have high variance and long tails. For higher
activity clusters (C1–C6), we see 93–72% of changes within
an hour, a mean inter-change time of 26–224 minutes, and
a 95th percentile of 1.2–11.2 hours. For the lower activity
clusters (C7–C8), we see 61–55% changes within one hour, a
mean of 8–10 hours, and 95th percentile of a few days.

There are long time intervals without any resource changes
(e.g., multiple days) as well as short intervals (e.g., 84%
within one hour, 40% within 10 minutes, 16% within 1 minute
for cluster C2). Ideally, we want to get the most out of long
intervals without resource changes while coping with short
change intervals. To this end, we analyse how the change
intervals are distributed across space (HVMs) and time. This
helps understand if there are periods of high activity or if
changes are spread spatially. We show this analysis for a high
activity cluster (C2). Other clusters exhibit similar trends but
differ in the frequency and magnitude of variations.

Spatial diversity. The behavior of Spot and on-demand VMs
is determined by the VM configuration and the region. How-
ever, HVMs with the same configuration (e.g., minimum size)
can behave differently depending on the server they land on
(even within the same region). This diversity is directly tied to
competing VMs on the server as an HVM shrinks when new
competing VMs are allocated and grows when competing
VMs are deallocated.

For each HVM, for each 1-hour time window, we measure
the harvested cores (time-averaged over the 1 hour) and sta-
bility (number of changes), shown in Figure 2. HVMs with
a minimum size of 2, 4, and 8 get an average of 15, 17, and
20 cores respectively, which is 2.5–7.5× more resources than
the minimum size. At the same time, the top 10% HVMs get
a minimum of 36, 38, and 39 total cores while the bottom
10% get at most 3, 3, and 2 additional cores beyond the mini-
mum size. Given that the additional harvested cores have an

3A VM advertised with 2 cores may be mapped to a fractional amount
of SMT cores, e.g., 1.5 or 2.5 SMT cores, depending on the VM’s over-
subscription or headroom.
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Figure 3: Temporal Variation in a single HVM.

additional cost, HVMs will also exhibit a wide cost diversity.
All HVM minimum sizes show similar trends in terms

of stability. Figure 2(b) shows that larger minimum size
HVMs tend to be slightly more stable than smaller ones on
average. However, a specific larger minimum size instance
is not guaranteed to be stable. The worst 10% HVMs can
witness tens of changes in an hour while the relatively stable
50% HVMs witness up to one change in an hour.
Temporal variation. The stability and resources of a partic-
ular HVM can also change over time (e.g., a stable HVM
can start changing resources frequently). Figure 3 shows
an example HVM over a 15 day period (aggregated over 6h
windows to gauge longer term stability). For the first ≈ 4
days the HVM is very stable with over 40 harvested cores.
However, towards the end, the HVM witnesses large number
of resource variations.

2.2 Target Workloads
We focus on long-running and uninterruptible (hard to check-
point or migrate) workloads. Many applications fall into this
category, such as workloads in genomics, oil and gas, weather
& financial simulations, geo-spatial workloads, and many sci-
entific computing tasks [15, 16, 34, 47, 67, 68, 81, 89]. The
market for these workloads is worth tens of billions of dollars
with all major cloud providers pushing towards bringing them
to cloud environments [35, 45–47, 59, 67, 68].

These workloads are often run at large scale. Thus, cur-
rently they are predominantly run in on-premise clusters that
are perceived to be cheaper (compared to regular VMs) and
more reliable (compared to Spot VMs, due to evictions).
HVMs with their high resource availability and lower evic-
tion rates pave the way for economically and reliably running
these workloads in cloud environments. However, tasks in
these workloads tend to be long relative to the typical change
intervals of HVMs, hence a single task may see multiple re-
source variations leading to thrashing/preemptions. These
workloads often use domain-specific libraries in containerized
environments with large working sets [19, 34], making check-
pointing entire containers prohibitive and making tailored
checkpoints impractical due to the domain-specific nature of
the code coupled with a rich ecosystem where new libraries
are continuously added. Further, users of these applications
are typically reluctant to modify applications [30, 61].

For concreteness, we study two large-scale production ap-
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Figure 4: Analysis of task runtimes for two workloads (Genomics
analysis and Seismic simulations).

plications from a major cloud provider: (1) an application in
the oil and gas domain that performs seismic imaging simula-
tions [15, 81, 89], and (2) a genomics application that analyses
genetic material to identify various properties (e.g., disease
susceptibility for humans and physical traits of plants) [34].

To understand the impact of HVMs on these workloads,
we contrast the HVM resource change intervals (represent-
ing supply variability) with the task execution times of these
workloads (representing demand requirements). Figure 4
shows that tasks in both example applications are long, with a
median of tens of minutes, and tails of over 75 minutes. Task
distributions for different applications have various shapes
(e.g., Uniform and Gaussian for Seismic A & B, and Bounded
Pareto for Genomics). Task runtimes range from a few min-
utes to an hour either within a single job or across different
jobs (for Seismic B, not shown). In other words, there is a
sizable overlap in the range of the task runtimes and the range
of HVM inter-change times. This means that tasks in these
workloads are likely to witness a few resource change events
during their execution on typical Harvest VMs.

While Gaussian-distributed runtimes are common in typi-
cal cloud workloads, Pareto and Uniform distributions show
up because of concurrent tasks being heterogeneous. In the ge-
nomics applications, some tasks do the actual analysis while
others do verification or data transformation. In the seismic
simulations, different tasks perform imaging at different reso-
lution or area/volume depending on the analysis requirements.

2.3 Running Workloads on HVMs
The unpredictable and arbitrary resource changes, especially
shrink events, can cause tasks to slow down, thrash (for mem-
ory harvesting VMs [32]), or get preempted altogether. This
leads to execution time overheads and resource wastage since
preempted tasks need to be restarted from scratch (under un-
interruptible workloads) wasting any previous progress. We
measure these overheads comparing HVMs to on-demand
VMs running a mix of our target workloads. We use trace-
driven simulation for this analysis (methodology in §4).

Figure 5(a) shows the slowdown of jobs running on HVMs.
We define job slowdown as:

Slowdown(Job) =
ExecutionTime(Job) on HVMs

ExecutionTime(Job) on regular VMs

1 2 3 4
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Figure 5: Impact of HVM resource variations on workloads. (a)
HVM resource variations slow down jobs. Geometric mean slow-
down is 1.5× with some jobs even slowing down by more than 4×.
(b) HVM resource shrinks cause the preemption of a third of all
launched tasks, i.e., for each successful task, there are 0.5 failed
tasks on average. The same task might be preempted multiple times
causing preemptions per successful task to grow beyond 1.

When running on out-of-the-box HVMs, the geometric mean
job slowdown is 1.5× while some jobs are delayed by more
than 4×. Such high slowdowns make HVMs impractical for
many scenarios. This slowdown is caused by tasks being
preempted when the HVM shrinks. For instance a task that
needs 4 cores is preempted when the HVM shrinks to 2 cores
(or when the HVM evicts, i.e., shrink to size 0). Figure 5(b)
shows the distribution of tasks preempted across jobs. Around
a third of all tasks fail which leads to an additional resource
consumption of ≈ 20%. This directly translates into 20%
more cost. SLACKSCHED’s goal is to make the execution
of long uninterruptible workloads on HVMs similar to their
execution on regular VMs.

2.4 Opportunities for Improvement
To improve the efficiency of our target workload on HVMs,
we build on the following observations:
• There is a large diversity in both task runtimes (within a

job or across jobs) and HVM inter-change times and they
have significant overlap in their ranges. This provides an
opportunity to match long tasks to more stable HVMs and
short tasks to unstable HVMs, thus allowing efficient use
of HVMs by minimizing preemptions and reducing costs.

• Some HVMs are more stable than others and the stability
of a HVM can change over time. There is an opportunity
to improve workload execution times by acquiring and
retaining a higher fraction of instantaneously stable HVMs.

These two implications motivate our design for two HVM-
tailored components: (1) Scheduler that matches tasks to
HVMs and (2) Acquirer that continuously maintains a rela-
tively stable mix of HVMs. Leveraging these insights is not
straightforward as the behavior of HVMs depends on multiple
unknown factors (e.g., regular VM arrivals and departures).

3 SLACKSCHED Design
SLACKSCHED manages application execution on HVM clus-
ters rented by a cloud user. Many applications running in the
cloud run on top of cluster orchestrators like YARN, SLURM,
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Mesos, and others [5, 48, 53, 73], or their managed variants
(e.g., Azure Batch [14], AWS Batch [9], GCP Batch [36],
AKS [11], AWS EKS [55], and GKE [54]). SLACKSCHED
works within such orchestrators, replacing key components
to support more efficient use of HVMs. Cloud users can in-
stall modified version of orchestrator and/or providers can
incorporate SLACKSCHED within managed variants of the or-
chestrators. Since SLACKSCHED mostly improves execution
of individual jobs (§4) (in addition to improving aggregate job
execution), providers can use SLACKSCHED to even manage
workloads from different cloud users.

Figure 6 shows the architecture of SLACKSCHED and the
coordination of three main entities (shown in purple ). (1) A
per-node Node Manager, running on each node in the cluster,
that is responsible for reporting the health of the node and
running tasks on the node. In the case of HVMs, this is also
responsible for conveying instantaneous resource availability
on the HVM.4 (2) A per-job Job Manager (or “Application
Master” in YARN terminology) that is responsible for manag-
ing the progress of the tasks in a single job. (3) A cluster-wide
Resource Manager (RM) that receives requests for resources
from the Job Managers, schedules and maps these requests to
nodes, and conveys resource allocations to the job managers.
Then, the Job Managers launch containerized programs on
nodes based on the allocations. Additionally, we assume that
Job Managers annotate their requests with resource require-
ments and task runtimes. These can be estimated based on
input parameters and the type of computation (similar to [25,
50]). The Genomics and Seismic workloads that we consider
already have resource requirement annotations. We measure
sensitivity to errors in runtime estimates in §4.2.1.

SLACKSCHED consists of two key components (shown in
blue ): the Scheduler (§3.1) and the Acquirer (§3.2). The

Scheduler extends the default orchestrator scheduler and ex-
ploits the diversity in task runtimes and HVM resource varia-

4The hypervisor exposes the same number of logical cores to HVMs and
only changes their mapping to physical cores at runtime. User programs can
query the hypervisor for the core assignment anytime.

tions to match tasks to HVMs. The Acquirer interacts with the
Provider and the Resource Manager to acquire and maintain
a set of HVMs that are low cost, harvest more resources, and
are stable enough for the workload.

3.1 SLACKSCHED Scheduler
Typically, cluster schedulers decide on (1) the order of jobs,
(2) the order of tasks within a job, and (3) the placement
of tasks onto nodes. SLACKSCHED only affects the third
decision and uses the default orchestrator mechanisms for
the first two. The SLACKSCHED Scheduler tries to minimize
preemptions and improve completion times by intelligently
matching tasks to HVMs. Based on the task duration and
the stability of HVMs, the Scheduler assigns longer tasks to
more stable HVMs (predicted to maintain their resources for
a longer time) and shorter tasks to less stable HVMs. Our
design splits the operation into: (1) the Prediction Engine
(§3.1.1) that predicts the stability of each HVM in the future,
and (2) the Match Maker (§3.1.2) that matches tasks to HVMs
based on task duration and HVM stability.

3.1.1 Prediction Engine

Challenges. For match making, we need fine granularity
models that predict the resource availability of an individ-
ual HVM, e.g., “when will an HVM change its resources?”
or “how many resources will it harvest?”. This is very chal-
lenging since the resource availability of individual HVMs
depends on several unknown and uncontrollable factors such
as: (1) the arrivals and lifetimes of on-demand VMs, (2) the
placement/VM allocation policy of the provider, and (3) the
requested configuration of the HVM (e.g., minimum size).
Even the cloud provider does not have full future knowledge,
especially about when the on-demand VMs will come and go.

Prior efforts at modeling HVM resource availability [3]
are not sufficient since they only make predictions at an ag-
gregate level, rather than an individual level. For instance,
they provide estimates such as “X% of HVMs will survive
in the next hour”, or “HVMs will expose on average Y num-
ber of cores in a specified time window”. In addition, point
prediction approaches similar to [25, 43, 78, 88], which use
various machine learning models including SVMs, CNNs,
and LSTMs [62, 75] to model resource availability, are not
a good fit for HVM environments for two main reasons: (1)
similar historic resource variations may provide widely dif-
ferent behaviors in the future, which makes point estimates
inaccurate; (2) HVMs depict large skews in their behavior
(§2.1) which makes the use of computational methods such
as machine learning hard.

Key insights. Instead of making point estimations, we take an
alternate approach of distribution-based predictions and con-
ditional probabilities. This was inspired by prior work on task
scheduling with unknown runtimes [63, 69, 83]. These make
probabilistic estimates instead of exact predictions, leverag-
ing the fact that the distribution of task runtimes is known
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Figure 7: The inter-change-time distribution varies only slightly
at different time scales. The legend lists the time period within the
trace for which the CDF was computed. The historical inter-change
time distribution is a good estimate of the future distribution.

even though the exact runtime is unknown. They proceed by
computing the expected remaining runtime by conditioning
on the task’s progress or age. For instance, given a task has
been running for 1 hour, what is the probability that it will
run for 30 more minutes.

Similar to prior work, we condition on the inter-change
time distribution to estimate the remaining time until the next
change for a specific HVM. We find that the inter-change
time distribution is relatively stationary over time. Thus, even
though the exact times when resource changes will occur is
unknown, the distribution of time between changes is known.
Figure 7 shows the inter-change time distribution at multi-
ple time scales. There are little changes in the distribution
over multiple hours/days. As validated in Section 4.5, this
approach generalizes to other future sources of variability
in unallocated capacity, such as using renewable energy to
power a data center, an emerging approach for sustainable
cloud computing [12, 76, 77].

Workflow. The Prediction Engine maintains a rolling snap-
shot of the inter-change time distribution in the past D days
(D = 1 in our implementation) for estimating the completion
probability, i.e., the probability that a task will complete suc-
cessfully on an HVM without getting preempted. We use
completion probability as a proxy for HVM stability as it
allows us to rank if an HVM is stable enough for a task.

We approximate the completion probability for a task and
HVM as the probability that the HVM will not shrink during
the lifetime of the given task. In reality, tasks can complete
successfully despite witnessing resource shrinks, e.g., if the
node is underutilized and has enough resources even after
shrinking. However, since we only use the completion proba-
bility to obtain a relative ranking of nodes, its absolute value
is of little consequence. This approximation also allows ro-
bustness to inaccuracies in task runtime estimates. Future
work can consider predicting shrink size for more accurate
estimation of completion probability and potentially better
job execution on HVMs.

We compute completion probability in two steps. First, we
estimate the likelihood that there will be a resource change
event during the lifetime of a task on a particular HVM. Sec-
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ond, we estimate the likelihood that this resource change
event will be a shrink event. Finally, the Match Maker com-
bines these likelihoods (§3.1.2). Note, there are other ways to
compute completion probability (Appendix B.2).
Likelihood of resource change. To estimate the probability of
a change during the lifetime of a task, we condition on the
inter-change time distribution (Figure 8). Given that e time
has elapsed since the last resource change event, we compute
the probability that the next change event will occur within d
time from now, where d is the duration of the task.
Likelihood of shrink. To compute the probability for the next
event to be a shrink, we perform an n-gram (bigram) analy-
sis [17] on the sequence of resource changes. Specifically, we
look at a historical sequence of resource changes and calcu-
late how often a shrink occurs after a growth and how often
a shrink occurs after another shrink. We use this to compute
the probability that the next event will be a shrink given that
the last one was a growth (or shrink) event. We find that such
shrink probabilities are also relatively stationary over time.

3.1.2 Match Maker

To minimize task preemption likelihood, the Match Maker
places tasks on HVMs with a high completion probability for
the task. When no HVMs with available resources yield a
high completion probability, the Match Maker may wait for
occupied HVMs to free up resources (“delayed scheduling”).
We now describe how we calculate the completion probability,
perform delay scheduling, and our matching logic.

Completion probability. The Prediction Engine maintains
the inter-change-time and shrinking probability distributions
(§3.1.1). The Match Maker uses these distributions to com-
pute the completion probability as follows:

Pc(x,e,d) = 1−P
[

shrink occurs during
task lifetime

]
= 1−P

[
resource change ∧ change occurs

is shrink during task lifetime

]
= 1−Ps(x) · (1−P(X > e+d|X > e)) (1)
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Table 1 shows the definition for each symbol. Recall that
tasks are annotated with their estimated runtimes (§3).

Delayed scheduling. In certain situations, waiting for a more
stable node (i.e., with better completion probability) might
be a better choice than picking from the currently available
resources. For example, rather than launching a task on a node
with low completion probability, it might be better to wait for
old tasks to complete on a node that is relatively stable but
may be fully occupied with previous tasks. This implies a
non–work–conserving schedule where the scheduling of tasks
may be delayed even when resources are available.

It is challenging to decide whether to wait or run with cur-
rent the best resource without future knowledge. A strawman
approach is to launch tasks on an HVM only when it provides
a threshold completion probability. However, this may cause
the scheduler to delay indefinitely. To tackle this, we formu-
late the cost and benefit of waiting by estimating the expected
completion time obtained from various decision choices. We
derive expected completion time as follows:

Ewc(x,a,e,d)

= E
[

time spent waiting
for node to free up

]
+E

[
time for completion

and preemptions

]
= a+ p ·d

+(1− p) ·
(

E
[

time wasted
to preemption

]
+E

[
time after

restart

])
= a+ p ·d +(1− p) · (w+Ewc(g,0,0,d)) (2)

e′ = e+a

p = Pc(x,e′,d)

w = E
(
X− e′|(X > e′)∧ (X < e′+d)

)
This equation incorporates when will the node free up

resources (a), the duration of the task (d) if it completes
succesfully (with probability p), time potentially wasted (w)
in case the task fails (with probability 1− p), and the cost of
rescheduling the task (Ewc(g,0,0,d)). Note that this is the
worst-case expected completion time since we reschedule
a task on the worst-case node that has just started (has not
remained stable at all, i.e., e = 0). In reality, after preemption,
the task may be started on a stable node. Since we know the
estimated duration of tasks, their resource requirements, and
how long they have been running, we can deterministically
compute when the node will have enough resources to run
a given task (a). The time wasted (w) is the expected time
between when the task starts and when the node shrinks, given
that the node does shrink during the lifetime of the task.

Workflow. The Match Maker uses the above formulation
(Equation 2) to schedule the task on the node which gives
the best expected completion time. If this node does not
have resources at the moment, then it waits and reconsiders
the decision at the next scheduling iteration. This automati-
cally includes both preferring nodes with higher completion
probability and considering to wait for nodes to free up. For

Symbol Interpretation
Pc Probability of completion
X Inter-change time distribution
x ∈ {g,s} Denotes whether last change event was growth or shrink.

Default is growth for a newly started node
e Time elapsed since last resource change event
d Remaining duration of the task under consideration
Ps Probability that the next resource change event is a shrink
Ewc Expected worst case completion time of the task
a Time between now and when the node will have enough

resources to run the task under consideration. If the node
currently has enough resources, then a = 0

w Expected time wasted due to a shrink occurring before task
completion

Table 1: Symbol definitions.

completeness, we list the pseudo-code for the Match Maker
in Algorithm 1 in the Appendix.

3.2 SLACKSCHED Acquirer

Challenges. Ideally, we want to maintain a set of HVMs
whose stability matches the runtime of the tasks. However, in
addition to task runtime information, this requires full knowl-
edge on: (1) how unallocated resources are distributed across
servers in a data center, and (2) how stable these resources
are at any point in time. As a user (or cluster orchestrator),
this information is not available or possible to model. Even as
the provider, these metrics are only instantaneously available
while HVM patterns may change over time (Figure 3).

Approach. We use a simple “exploration-exploitation” strat-
egy to navigate the set of potential HVMs that the provider
can offer to maintain a stable pool of HVMs. The Acquirer
starts with a random mix of HVMs and periodically identifies
the worst HVMs and decommissions them, gradually con-
verging to a more stable pool of HVMs. The Acquirer defines
“worst” as the most recently changed HVMs. This simple
strategy works when there the HVM pool is unstable relative
to the HVMs that can be returned by the provider (4.3).

In our implementation, the Acquirer runs hourly and deal-
locates 10% of allocated HVMs. Concurrently, it requests an
equal number of new HVMs from the provider to maintain the
same amount of cluster resources.5 To avoid getting a HVM
on the same server as the one just deallocated, the Acquirer
first requests new HVMs and then deallocates the unwanted
ones. To avoid task preemptions, it gracefully decommissions
HVMs before deallocating them. The scheduler stops send-
ing new tasks to the decommissioning HVMs and once all
running tasks complete, the Acquirer deallocates them.

To maintain a target set of resources in the midst of load
variations, the Acquirer works with a scaling policy that main-
tains the cluster utilization between a lower and upper bound
(i.e., 60 to 80%). It requests or deallocates VMs whenever the
utilization falls outside of this target range. When scaling-in,
we decommission and deallocate the worst HVM first. The

5Currently, we consider mixes with only HVMs. One can consider a mix
of both HVMs and regular VMs.
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Acquirer can work with different scaling policies [8, 10], and
the scaling can be decoupled from the intentional dealloca-
tions/allocations. In our implementation, scaling is triggered
every hour coupled with the Acquirer. Scaling also allows
maintaining resources as HVMs grow/shrink.6 Algorithm 2
in the Appendix shows the pseudo-code for the Acquirer.

We studied different choices for the Acquirer’s trigger pe-
riod. We found that trigger periods in half to two hours range
yield similar performance as 1 hour. Longer periods can
lead to a stale cluster (with unstable HVMs) and shorter peri-
ods can operate on limited historical information (especially
for HVMs allocated in the previous trigger) leading to erro-
neously deallocating potentially stable HVMs. In general, the
trigger period should be chosen based on the range of HVM
inter-change times and task runtimes.

3.3 Implementation
We implement SLACKSCHED within YARN [5] version 3.3.0.
This includes the changes by [3] that make YARN aware of
HVM resource variations. We added an Acquirer module
that interfaces with the provider’s VM request API and mon-
itors statistics about allocated nodes. We updated Job Man-
agers to convey task runtime estimates as part of Resource
Requests and updated the matching logic to use our design
(§3.1). These changes (highlighted in Figure 6) preserve
compatibility with other scheduling features, e.g., reserva-
tions [27], delay scheduling [86], affinity [4], etc. Specifically
for multi-dimensional packing [38], the affinity between tasks
and nodes can be defined as a combination of resource match
and stability match. We believe that our implementation can
be easily ported to other cluster managers.

4 Evaluation
We evaluate SLACKSCHED to answer the following questions:
1. How much benefit do we gain solely from scheduling

under different HVM resource profiles? (§4.2)
2. How robust is our design to various workload characteris-

tics, operating conditions and estimation errors? (§4.2.1)
3. How much do we benefit from resource acquisition? (§4.3)
4. How does SLACKSCHED handle time varying arrival rate

and compare with other VM types? (§4.4)
5. How does SLACKSCHED compare to prior techniques for

addressing VM evictions? (Appendix B.1 and §5).
6. What happens under future and more extreme sources of

resource variability (e.g., as a result of using renewable
energy)? (§4.5)

4.1 Methodology

Setup. Since HVMs are highly variable and our method is
probabilistic, to reach any conclusive results, we needed to
run each experiment at a large scale: ≈ 50 jobs, where each
job lasts hours and requires 100s of regular VMs. However,

6Due to growth/shrinks/evictions, instantaneous cluster utilization can
fall outside our target range in the time between two scaling triggers.

running such long and large-scale experiments was imprac-
tical on a real testbed. Thus, we evaluated our system using
Hadoop’s discrete time simulator [1, 6]. This simulator ac-
curately mimics real-world setups, with only ≈ 1.3% error
on completion times and ≈ 1.5% error on resource utiliza-
tion [24]. The simulator runs actual YARN Resource Man-
ager [5] code and only simulates the Node Managers, Job
Managers, and clock and communication layers. Using a sim-
ulator also allows us to maintain the exact same trace of HVM
availability, ensuring fair A/B testing across experiments.

Resource traces. We use two sets of production resource
traces from Microsoft Azure: (1) HVM traces: time series of
HVM resource availability that includes the time and sizes
of growth/shrink events for each HVM; (2) On-demand VM
traces: VM arrival times, lifetimes, and placement decisions
made by the provider’s production allocator. Our dataset
includes traces from 8 clusters (700− 2000 servers each)
across 5 regions from two time periods (March 2019 and
August 2021). For our experiments, we randomly select 64
HVMs for each cluster. This translates to 160–480 regular
VMs in terms of resources as each HVM gets 2.5–7.5× more
resources than their minimum size (§2.1).

Extensions to the simulator. To ensure different scheduling
schemes witness the same HVM changes, we extend the
simulator to replay HVM traces. When an HVM shrinks,
containers are killed (in increasing order of their start time)
until the available resources on the node exceed or equal the
used resources on the node. When an HVM grows, new
containers may be allocated to the node. These are the default
Resource Manager behaviors. In other words, a task does not
benefit from cores beyond what it asked for and is killed as
soon as it gets fewer than its requested cores.

In addition, for resource acquisition experiments (that con-
tinually request new HVMs), we want every experiment to
receive the same HVMs when requesting the same configura-
tion at the same time. To ensure this, we replay the on-demand
VM allocation traces to reconstruct the state of the unallocated
resources. Alongside, we add a simulated HVM allocator to
place HVMs on servers with unallocated resources. We study
different allocation policies including random, load-balancing,
and packing. Note that we use the simulated HVM allocator
only for the resource acquisition experiments (§4.3, §4.4).

Workloads. Our traces are based on a collection of two work-
load categories running in a production environment: Seismic
and Genomics [16, 22, 34, 58, 59]. We log their execution
to build distributions of task runtimes, number of tasks, and
resource requirements. We sample from these distributions to
build traces of jobs/tasks. We model job arrival as a Poisson
process (similar to [38–40, 56]) and study a variety of mean
inter-arrival times.

Schemes. For scheduling, we compare SLACKSCHED (4)
against the three schemes (1-3 below):
1. CapacityScheduler (or CapS): The default scheduler in
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Figure 9: Normalized job completion time (nJCT) relative to
CapacityScheduler across HVM traces from different clusters.
SLACKSCHED improves JCT across different clusters.

YARN. Considers resource requirements (cores and mem-
ory) of tasks to select nodes [7].

2. Oracle: Uses future knowledge to schedule a task on an
HVM only if it is guaranteed to complete before any future
resource shrinks, and skips allocation otherwise. Skip-
ping implicitly delegates scheduling to other nodes or later
times. This provides an upper-bound for SLACKSCHED.

3. SLACKSCHEDNODELAY (or SSNODELAY): Only uses
current resources to make decisions and does not wait for
nodes to free up resources. It places tasks on nodes with
the highest completion probability.

4. SLACKSCHED (or SLACKS): Uses expected completion
time to match tasks to nodes and can wait for nodes to free
up resources (§3).

Oracle is a good proxy for job completion time on a regular
VM cluster that has same total resources as the HVM cluster.
This is because Oracle does not cause any task preemptions
and the clusters are sized to ensure little to no task queuing.

Metrics. We study job completion time (JCT), normalized
job completion time (nJCT), and dollar cost, where,

nJCT(Job) =
JCT(Job) with scheme
JCT(Job) with baseline

JCT distributions show absolute and tail completion times,
while the normalization allows us to study the impact on jobs
with different runtimes. A smaller nJCT i.e., nJCT ∈ (0,1) is
better, while nJCT ∈ (1,∞) is worse. nJCT of 0.7 translates
to (1− 0.7) ∗ 100 = 30% reduction in JCT (cf. [40]), and
1/0.7 = 1.43× factor of improvement or speedup (cf. [39]).
For computing nJCT, we use baseline as CapacityScheduler
unless mentioned otherwise.

For aggregating across jobs, we study (a) mean reduction
in JCT (1−GeometricMean(nJCT )), (b) reduction in mean
JCT (1− mean JCT with scheme

mean JCT with baseline ), (c) reduction in tail (90th per-
centile or p90) JCT.

We delegate a subset of these metrics to Appendix B.5.

4.2 Scheduler Evaluation
We evaluate SLACKSCHED on the production clusters from
our dataset under the same workload trace. Figure 9 shows the
geomean nJCT relative to CapacityScheduler. Mean reduc-
tion from SLACKSCHED ranges from 0 to 24% (i.e., geomean
nJCT from 1 to 0.76). Improvements from SLACKSCHED are
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Figure 10: SLACKSCHED’s mean reduction in JCT is 20–27%.
Waiting for more stable nodes provides a further 0–7.5% reduction.
SLACKSCHED reduces mean JCT by 25–27% and p90 JCT by 20–
44%. We use Seismic A workload (§2.2) for this experiment which
has uniformly distributed task runtimes.

close (within 13%) to the Oracle.
The frequency of resource changes relative to the task du-

rations govern how much overhead HVMs impose and in turn
govern how much benefit we can get from SLACKSCHED. We
observe that benefits are greater in clusters that witness more
activity from regular VMs (i.e., more HVM resource changes).
Specifically, for the last two clusters (C7 and C8) which have
the least amount of activity from regular VMs (§2.1), HVMs
cause little slowdown for the particular workload.

We zoom into the JCT and nJCT distributions for a high-
activity cluster (C2). We also study a low-activity cluster (C8)
with longer tasks. These represent cases when HVMs impose
non-trivial overhead. Figure 10 shows that SLACKSCHED’s
mean reduction in JCT is 20–27%. 40% of the jobs see
more than 30% reduction in their completion times. 0–15%
jobs have nJCT > 1, implying their JCT increases. Since
our method is probabilistic, SLACKSCHED can make poor
decisions for some individual tasks compared to a random
matching decision (taken by CapacityScheduler). However,
on average, SLACKSCHED’s matching decisions are better
than random. SLACKSCHED reduces mean JCT by 25–27%
and p90 JCT by 20–44%. In §4.2.1, we vary various aspects
of the workload.

Impact of “waiting” for stable nodes. Figure 10 also quanti-
fies the impact of waiting for stable, but currently busy nodes
(§3.1.2). As shown, SLACKSCHED provides an additional
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Figure 11: nJCT for workloads with different task runtime distribu-
tions. SLACKSCHED consistently improves JCT.

0–6% mean reduction in JCT compared to when this fea-
ture is disabled (SLACKSCHEDNODELAY). Specifically, for
the high-activity cluster (C2), SLACKSCHEDNODELAY is
already close to Oracle and there is little scope of further
improvement from waiting.

Resource waste reduction. We compare the fraction of
resource waste (i.e., work wasted due to preemptions di-
vided by total work done). We find that CapacityScheduler,
SLACKSCHED, and Oracle waste 20–40%, 3–20%, and 0%
work respectively, i.e., SLACKSCHED reduces resource waste
by ≈ 20% compared to CapacityScheduler. This saving
comes from the better task-to-HVM matching that avoids
preemptions and reduces wasted work or resources.

4.2.1 Improvement Conditions and Robustness

SLACKSCHED’s gains depend on the range and distribution
of task runtimes relative to the inter-change times of HVMs.
We find that SLACKSCHED provides benefits in JCT when:
• There is spatial variation in stability of HVMs and spatial

variation in runtime of concurrently running tasks. Other-
wise, different mappings from tasks to nodes are equivalent.

• The range of HVM inter-change times is similar to the
range of task runtimes. If tasks are too short, there is not
much room for improvement as there are few preemptions.
If tasks are too long, preemptions cannot be avoided.

Both conditions hold for a large set of workloads and HVM
resource profiles (regions/clusters) (§2). We now describe our
robustness experiments that led to these findings.

Task runtime distribution. We change the task runtime dis-
tribution in accordance with different workloads (§2.2) under
the same HVM resource variations (high activity cluster, C2).
This is shown in Figures 10a (Uniform), 11a (Gaussian),
and Figure 11b (Bounded Pareto). Workloads with higher
variance (Uniform and Pareto) see more improvements from
SLACKSCHED since they benefit more from matching of tasks
to resource variability.

Task duration. We analyzed the impact of varying the
range of task runtimes. We use uniformly distributed task
runtimes between 1 and X minutes (max task time) and
vary X . Figure 12 shows that the improvements in both
SLACKSCHED and Oracle diminish with short tasks (< 20
min) as they are rarely preempted (no scope for improvement).
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Figure 12: nJCT with varying task runtimes. SLACKSCHED is
effective for a wide range of task runtimes.
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Figure 13: HVM stability required for different task durations at
different confidence levels. To obtain 70% confidence in completion
without preemption for a task with duration d, we roughly need a
node to have been stable for 2.6× d time. We compute “stability
required” using inverse CDF of inter-change-time distribution.

SLACKSCHED’s improvements also diminish when tasks be-
come too long as it becomes harder to find stable nodes. This
is because SLACKSCHED relies on past history to predict the
future, e.g., to schedule a task of duration d with 70% confi-
dence, it needs a node which has remained stable for roughly
2.6d time (Figure 13). On the other hand, Oracle can identify
future stable nodes even if they have been unstable in the past,
allowing it to find matching nodes for long tasks.

Cluster load. We increase the load by reducing the mean inter-
arrival time of jobs while keeping the same set of HVMs, task
runtime distributions, and task resource requirements. Fig-
ure 14 shows that when load becomes very high (≈ 100% at
3 mins mean inter-arrival, as shown in the first data point), the
benefits of SLACKSCHED diminish, since the relative number
of stable nodes decrease and SLACKSCHED has a harder time
finding nodes for longer tasks (same reason as shown before
with Figure 13). Oracle still provides improvement since it
has full future knowledge and can still find stable nodes.

Task runtime misestimates. SLACKSCHED uses estimates
of task runtimes to compute completion probabilities and
expected completion times. We evaluate SLACKSCHED’s sen-
sitivity to misestimates by injecting errors into the runtimes
reported while still running tasks with their original runtimes.
To inject errors, for each task, we deviate its duration estimate
by a number sampled uniformly between 0 and some max
percentage error. Negative error implies underestimates and
positive error implies overestimates. Figure 15 shows there is
little impact of misestimates on SLACKSCHED. Completion
times inflate when runtimes are underestimated. This is be-
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Figure 14: nJCT with varying job inter-arrival rates. SLACKSCHED

improves JCT at different cluster loads.
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Figure 15: nJCT with varing errors in task runtimes estimates.
SLACKSCHED improves JCT even under modest errors.

cause runtime underestimation results in overestimating the
completion probabilities and matching tasks to nodes which
may not remain stable through the lifetime of the task. We see
more impact on Oracle, as it makes many close calls which
are rendered incorrect due to inaccurate duration estimates.

4.3 Acquirer Evaluation
We study benefits from SLACKSCHED-Acquirer considering
settings where there is room for improvement in job comple-
tion time between Oracle and SLACKSCHED-Scheduler.
Methodology. Different experiments differ in their schedul-
ing and acquisition logic. In all cases, HVMs are continu-
ously (minimum size chosen uniformly randomly) requested
to maintain ≈ 64 HVMs worth of resources. For these experi-
ments, we do not use the scaling policy (§3.2) and consider a
constant job arrival rate. Our baseline uses the CapacitySched-
uler with no intentional HVM deallocations.

These experiments require a simulated HVM allocator and
we test our system with three policies to decide which server
to place an HVM on: (1) Balancing, picks the server with
the most amount of unallocated resources, (2) Packing, picks
the server with the least amount of unallocated resources, (3)
Random, picks a random server. All policies only consider
servers which have enough resources to support the minimum
size of the HVM at the time of allocation.
Results. Figure 16 shows qualitatively similar improvements
across different HVM allocation policies solely from the
SLACKSCHED-Scheduler (16–24% mean reduction). We also
obtain 8–23% mean reduction solely from the SLACKSCHED-
Acquirer. The Scheduler and the Acquirer complement each
other to provide a mean reduction of 27–32%.
Improvement conditions. In addition to the improvement
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Figure 16: nJCT relative to baseline. SLACKSCHED’s scheduling
and resource acquisition complement each other to reduce JCT.
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Figure 17: Cluster size over time in terms of cost ($) per hour.
Acquisition logic adapts to time-varying job arrival rate. HVMs are
cheaper than Spot and Regular VMs due to the discounted harvested
cores. Legend lists the total cost ($) in parentheses.

conditions in §4.2.1, resource acquisition is useful when there
is room for improving the stability of HVMs in the cluster.
This happens if (1) there are not enough stable HVMs in the
cluster and (2) there are better HVMs that can be returned
by the allocation policy. For instance, when most HVMs are
allocated on buffer servers, there is little scope to improve
the HVM mix. Providers typically reserve buffer servers to
satisfy sudden demand for regular VMs. In the absence of
sudden demand changes for regular VMs, HVMs on buffer
servers witness few resource variations and cause little to
no job slowdown. In our implementation, we disallow the
Balancing policy from placing HVMs on buffer servers (≈ 5%
of all servers). This is because, in practice, multiple users
will request HVMs from the cloud provider and a single user
will only get a small portion of HVMs allocated on buffer
servers. In general, we expect individual users to see HVMs
that behave closer to those allocated by the Random policy.

4.4 Scaling and Cost Comparison
We study how SLACKSCHED adapts to a workload that varies
over time. For such a workload, we compare the performance
(JCT) and cost of maintaining homogeneous pools of HVMs,
Spot VMs, and regular (on-demand) VMs.

Methodology. To generate the time-varying workload, we
vary the mean job arrival rate between 1× and 4× the base
rate every 6 hours. For the environment, the Acquirer main-
tains a homogeneous cluster of Spot VMs, HVMs or regular
VMs in separate runs. Runs without SLACKSCHED (i.e.,
SpotVM, HVM, RegularVM in Figures 17 and 18) use Ca-
pacityScheduler. For these cases, the Acquirer does not inten-
tionally deallocate servers and only uses the scaling policy to
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Figure 18: nJCT relative to Spot VM. SLACKSCHED improves
JCT over out-of-the-box HVMs under a time-varying job arrival rate.
Vanilla HVMs yield better JCT than Spot VMs.

tune the cluster size in response to changing job arrival rate,
randomly choosing which VMs to deallocate.

We use the Random allocation policy (from §4.3) to deter-
mine the placement of HVMs and Spot VMs. Spot VMs are
fully evicted if resources are needed for competing regular
VMs allocations (i.e., they do not shrink like HVMs). We ob-
tain the cost of regular and Spot VMs from [74]. For HVMs,
we follow the same pricing scheme as [3, 87] and charge their
minimum size at the same price as Spot VMs of the same size
and charge additional harvested cores at a 50% discount.7

Scaling results. Figure 17 shows that the SLACKSCHED-
Acquirer scales the cluster in and out in response to the chang-
ing job arrival rate for all VM types. It maintains a rela-
tively constant core utilization over time (not shown). Across
schemes, the Acquirer maintains similar core utilization and
amount of resources. Different schemes have different num-
ber of preemptions and resource waste.

Cost results. Figure 17 also shows that HVMs are 40%
(1.67×) and 75% (4×) cheaper than Spot and regular VMs
respectively. The≈ 14.2% difference in cost with and without
SLACKSCHED ($444 vs. $518) mainly comes from (1) less
resource waste, and (2) intentional deallocations that move
utilization closer to the upper bound (80% threshold §3.2).

JCT results. Figure 18 shows that HVMs without
SLACKSCHED already provide mean reduction of 20% com-
pared to Spot VMs as HVMs shrink instead of getting evicted.
The Scheduler+Acquirer in SLACKSCHED provide a mean
reduction of 33% over Spot VMs even under a time-varying
arrival rate and without incurring extra cost.

4.5 Case Study: Renewable Energy Sources
To further test the generality of our approach, we consider
a future source of resource variability: renewable energy
sources (e.g., wind and solar power). Power generated from
renewable energy sources typically fluctuates over time as
these sources are driven by weather conditions that are in

7We are only interested in price variations across space but not across
time. Temporal variations in price would affect all HVMs (at least within the
same region) symmetrically and would not significantly affect our acquisition
decisions. Thus, we pick costs from [74] at a single point in time. In reality,
Spot VM prices, and in turn HVM prices, are volatile over time and can
range between 48% and 88% of the regular VM price.
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Figure 19: SLACKSCHED improves completion times even under
power variations due to renewable energy sources.

turn variable over time. We study the case of HVMs that
vary in resources due to a changing power supply in addition
to on-demand VM arrivals/departures. In these scenarios,
leveraging an unreliable resource supply is a necessity rather
than an optimization.

Methodology. We use the same simulation environment and
workloads as before. For generating HVM traces under re-
newable energy variations, we use wind power generation
traces from the ELIA dataset [66]. We scale the power trace
such that the cluster is fully powered at the max power in
the trace. For simplicity, we also assume that cores pow-
ered on a server are proportional to the power supplied to
the server. We replay the on-demand VM allocation traces
and the power generation traces. Whenever power drops, we
reduce the power supply to servers that have unallocated re-
sources, effectively reducing the size of the HVMs. When no
such servers exist, we evict on-demand VMs (assuming they
are migrated out). When power rises, we increase the power
supply to servers that have a lower supply than the max power,
effectively increasing the size of the HVMs. Additionally, we
relaunch previously-evicted on-demand VMs to maintain the
cluster load (assuming they are migrated in).

Results. We observe that the inter-change time and shrink dis-
tributions are still relatively stationary when taken for a day.
However there are more variations at smaller time scales (e.g.
when taken for a window of 6 hours). Since SLACKSCHED
maintains a large enough snapshot (i.e., 1 day) of the HVM
distributions, it still prevents preemptions and improves com-
pletion times. Figure 19 shows that SLACKSCHED provides
a mean reduction in JCT of 15%. Similar to Figure 10, ≈
25% jobs degrade (nJCT > 1) relative to their execution with
CapacityScheduler.

5 Related Work
Related work not covered in §3.1 can be classified into:

Checkpointing, migration, and replication. Work like [71,
80] use a combination of these techniques to mitigate the
impact of preemptions caused by Spot VM evictions. These
are prohibitive for long uninterruptible workloads. In Ap-
pendix B.1, we empirically show that SLACKSCHED outper-
forms these techniques for our target workloads by profiling
their checkpointing overheads.

468    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



Multiple markets. [20, 43, 70, 71, 80, 84] mitigate the im-
pact of VM evictions by picking Spot VMs from different VM
types/sizes and regions (i.e., markets). Different markets can
have different prices and eviction rates. These efforts estimate
Spot VM eviction likelihoods based on spot prices and bids.
However, pricing-based prediction techniques may not neces-
sarily predict resource changes (e.g., HVMs shrinking) which
cause workload preemptions. Further, SLACKSCHED yields
improvements even for a cluster of HVMs taken from a single
market (i.e., the same minimum size and region) as shown in
Figure 10b. For such setting, we expect multi-market tech-
niques will perform similar to the CapacityScheduler as they
will not distinguish between VMs taken from a single market.

[44, 70, 80, 84] use an ensemble of on-demand and Spot
VMs. SLACKSCHED provides improvements without requir-
ing on-demand VMs that cost 2–10× more than HVMs.

Bidding, pricing, and admission control. [57, 85] use bid-
ding strategies to control VM eviction likelihoods. These
may not control HVM resource variations which can preempt
workloads. Further, pricing-based techniques only work when
evictions and pricing are related. These methods do not gen-
eralize to flat pricing models [51, 74]. Many of these efforts
are also scoped to different workloads (e.g., machine learning
training [44], database queries [84]) and do not generalize to
long uninterruptible workloads.

In a setting where jobs have different levels of importance,
admission control [65] techniques may be useful. This is
orthogonal to SLACKSCHED.

Scheduling and task placement. Most prior work assumes
fixed resources over time [33, 37–40, 52, 64, 79, 86]. They
leverage multi-dimensional packing, locality, fairness, and
workload properties (e.g., dependencies). These ideas are
orthogonal to our work and SLACKSCHED can leverage them
to further improve scheduling objectives including efficiency,
fairness, and completion times. However, HVMs incur large
resource variations which are not addressed by this prior work.

Other proposals [3, 56, 87] adapt cluster scheduling frame-
works to address resource variability. However, they are
scoped to specific workloads that are less challenging than
long-running uninterruptible workloads. [56] only considers
elastic query processing workloads, [87] considers server-
less functions with short tasks, and [3] just reacts to resource
variations rather than avoiding preemptions. The closest to
our work is SciSpot [51] that schedules tasks using a time-to-
eviction distribution for Spot VMs. It does not consider wait-
ing for VMs to free up resources. Waiting (delayed schedul-
ing) provides better performance (§4.2). SciSpot also does
not provide any empirical evaluation and only estimates po-
tential for improvement using theoretical analysis. It does not
consider resource acquisition and only works with bathtub-
shaped time-to-eviction distributions.

Addressing underutilization. Prior work has also looked at
underutilization in cloud environments [78, 88]. These try

to co-locate latency critical services and batch workloads to
reduce resource fragmentation and improve cluster utilization.
These techniques often also leverage the fact that jobs do
not use their peak resources all the time and thus oversub-
scribe resources. However, such oversubscription is typically
only done for first party workloads and not customer facing
services [3, 42, 72, 88]. Hence, providers still deal with
unallocated resources [3, 88].

Serverless computing or FaaS (Function-as-a-Service) give
up on the VM abstraction and allow providers more flexibil-
ity to dynamically spread computation and reduce resource
fragmentation. HVMs try to preserve the VM abstraction
allowing use of harvested capacity for workloads that are not
suited for serverless computing, e.g., workloads that maintain
state, need the abstraction of a machine, shared libraries, or
operating system, or require significant software engineering
effort for porting to FaaS abstractions.

While HVMs expose unallocated resources, SmartHar-
vest [82] also opportunistically exposes allocated but unused
resources. It uses machine-learning techniques to decide
when and how many resources can be harvested without harm.
SmartHarvest resource variations are fine-grained (millisec-
ond level) and would require additional scheduling solutions.

6 Conclusion
Cloud providers have started using new mechanisms like Spot
VMs and Harvest VMs (HVMs) to monetize their unallocated
resources. After a characterization of HVMs and workloads,
we identified that prior work falls short at running long, un-
interruptible workloads in such variable environments. To
enable these workloads, we propose SLACKSCHED, which
leverages distribution-based predictions to maintain a stable
pool of HVMs and intelligently match tasks to their ideal
resources. SLACKSCHED successfully enables running work-
loads on HVMs as if they were run on regular VMs.

We experimentally demonstrated that our proposal reduces
resource waste by 20% and improves mean and tail (90th

percentile) completion time by 27% and 44% respectively,
at 75% lower cost than regular VMs. We also show that our
system generalizes to cases where resource variations are
caused by a variable power supply. We plan to contribute our
code to the Apache YARN project [5].
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A Pseudocode
For completeness, we list the pseudocode for the algorithms
used by the SLACKSCHED Scheduler and SLACKSCHED Ac-
quirer. Algorithm 1 is used by the scheduler to match tasks
to nodes, and Algorithm 2 is used by the acquirer to select
nodes to deallocate.

Note, in our implementation we ensure that the allocations
and deallocations by the Acquirer do not nullify those done
by the scaling policy by considering the net change in number
of nodes that needs to be there. We also let the scaling policy
scale out the cluster after intentional deallocations instead
of Acquirer directly requesting VMs after decommissioning
VMs (i.e., lines 6, 7, 8 of Algorithm 2 are coupled in our im-
plementation). The implementation can be done in a way that
avoids this coupling. Decoupling would actually be needed
for cases when scaling and acquisition are triggered indepen-
dently.

SLACKSCHED for heartbeat-based scheduling. In some
cluster managers (e.g., Apache YARN [5]) scheduling is trig-
gered on heartbeats [7]. In these cases, the node to schedule
on is implicitly decided based on the node which sent the
heartbeat. However, SLACKSCHED needs to explicitly decide
which node a task should be mapped to. Thus, we adapt the
scheduling logic so that the scheduler can wait for heartbeats
from other nodes rather than necessarily assigning tasks to
the random node that sent a heartbeat. Specifically, for the
node that sent the heartbeat, if the task meets a threshold
completion probability, we directly schedule the task on that
node, otherwise, we look at the expected completion times
offered by all the other nodes and wait for more heartbeats if
there are better nodes. The pseudocode for this logic is listed
in Algorithm 3. This adds negligible overhead to the time
complexity of the scheduler.

Algorithm 1: SLACKSCHED Scheduler
1 Function MatchMaker(Task t, Nodes N)
2 W ← []
3 d← duration(t)
4 for n ∈ N do
5 x← lastChangeDirection(n)
6 a← nextAvailTime(n, t)
7 e← timeSinceLastChange(n)
8 // Using formulation in §3.1
9 c← expectedCompletionTime(x,a,e,d)

10 W.append((c,n))
11 end
12 (c∗,n∗)← min(W )
13 if feasible(t, n∗) then
14 schedule(t, n∗)
15 end
16 // Otherwise re-visit decision
17 // at the next scheduling event

18 end

Algorithm 2: SLACKSCHED Acquirer
1 deallocateFraction = 0.1
2 Function OnEpochEnd(Nodes N)
3 N.sort()
4 // increasing order of timeSinceLastChange
5 toDeallocate← N[: N.size()∗deallocateFraction]
6 requestNVMs(toDeallocate.size())
7 gracefullyDecommission(toDeallocate)
8 // trigger scaling

9 end
10

Algorithm 3: SLACKSCHED Scheduler
1 Function ScheduleOnNodeUpdate(Tasks T, Machine m)
2 w← []
3 x← lastChangeDirection(m)
4 e← timeSinceLastChange(m)
5 for t ∈ T do
6 if ¬ feasible(t, m) then
7 continue
8 end
9 d← duration(t)

10 p← completionProbability(x,e,d)
11 if p > threshold then
12 w.append((p, t))
13 end
14 end
15 if w is not empty then
16 (p∗, t∗)← max(w)
17 schedule(t∗, m)

18 end
19 else
20 N← getAllNodes()
21 t← shortestTask(T )
22 MatchMaker (t, N) // (Algorithm 1)
23 end
24 end

474    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



10.4 0.5 0.6 0.7 0.8 0.9

nJCT [log scale]

0.00

0.25

0.50

0.75

1.00

C
D

F
(J

o
b

s)

Scheme (Geomean nJCT)

CapacityScheduler-Chk-2min (0.99)

CapacityScheduler-Chk-1min (0.92)

Oracle-ChkptOff (0.78)

SlackSched-ChkptOff (0.81)

Figure 20: nJCT relative to CapacityScheduler without check-
pointing. SLACKSCHED outperforms the checkpoint-migrate tech-
nique. We set the time-per-checkpoint as 1 min and 2 min in the two
schemes with checkpointing.

B Additional Evaluation
B.1 Comparison to prior work for Spot VMs
Prior work [28, 29, 71, 80] employs checkpointing, migra-
tion, and replication techniques to mitigate the impact of
preemptions. We empirically show that these techniques are
insufficient to curb the overheads imposed by HVMs on our
target workloads.

Checkpointing and migration. A common approach to
handle Spot VM preemptions is to periodically checkpoint
tasks [28] and when they get evicted, restore them in other
servers. Universal checkpointing techniques like the one
docker uses based on CRIU [26, 31] only handle effects in-
side the container and ignores any external ones (e.g., external
storage for intermediate outputs). The workloads we study do
not perform checkpointing. On preemptions, tasks are simply
restarted inside a new container with reinitialized external
storage for intermediate results and outputs. Implementing ef-
ficient and complete checkpointing would require application
specific insights and expensive engineering.

For the sake of evaluation, we measure overhead for check-
pointing memory and processor state using the docker mecha-
nism [31]8. This checkpointing delays tasks by≈ 1–2 minutes
per checkpoint even for containers with less than 1 GB of
memory9. This relatively large delay is because our appli-
cations rely on stateful shared libraries, open multiple TCP
connections, and open a number of files in memory. These
findings are consistent with [19].

To study the end-to-end impact of checkpointing, we extend
our simulation framework to stall tasks being checkpointed.
We delay each task by X=1,2 minute(s) per checkpoint (inde-
pendent of container memory size) and run checkpoints every
10 minutes. On preemptions, tasks are restarted from the
latest checkpoint and assume no overhead to migrate check-
points. Figure 20 shows the normalized job completion time.
We find that even with such optimistic checkpoint-migrate
overheads, SLACKSCHED outperforms checkpoint-migrate

8These checkpoints are not restorable, a complete checkpoint would
include local files and external storage/effects.

9The checkpointing latency (i.e., time when the checkpoint is available
for restoration) is typically larger than the delay added to the task.
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Figure 21: nJCT relative to CapacityScheduler without replication.
Replication only slightly improves job completion time.
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Figure 22: nJCT relative to CapacityScheduler. There may be
multiple ways to define affinity between a task and an HVM and/or
compute completion probability.

techniques.

Replication. Another alternative to handle preemptions is
to launch multiple tasks replicas and once one completes,
kill the rest. This technique is common in MapReduce sys-
tems [29]. In our implementation, we launch 3 replicas for
each task and kill other replicas as soon as any replica com-
pletes. Figure 21 shows that while replication reduces JCT
for the CapacityScheduler, SLACKSCHED outperforms both
CapacityScheduler with and without replication. In addition,
replicas lead to a higher number of total preemptions and a
much higher load.

B.2 Alternate method for computing the com-
pletion probability

There are other ways of computing completion probability
beyond the method presented in §3.1.1. One notable way is
to construct the distribution of time between consecutive re-
source change and resource shrink events10 and then compute
completion probability as:

Pc(e,d)

= P
[

shrink does not occur
during task lifetime

]
= P

[
shrink occurs

after task lifetime

]
= P(Y > e+d|Y > e) (3)

where Y is the distribution of time between resource change
and resource shrink events, e is the time elapsed since the

10Note, the inter-change time distribution also captures the time between
two consecutive resource growth events.
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10.4 0.5 0.6 0.7 0.8 0.9

nJCT [log scale]

0.00

0.25

0.50

0.75

1.00

C
D

F
(J

o
b

s)

Scheme (Geomean nJCT)

Oracle (0.83)

SlackSched (0.86)

(b) Uninterruptible jobs.

Figure 23: SLACKSCHED improves JCT in a cluster serving a mix
of interruptible and uninterruptible workloads.

last resource change event, and d is the (remaining) duration
of the task being considered for scheduling. We observe
that using this alternate method provides similar benefits as
SLACKSCHED as shown in Figure 22. The default method of
SLACKSCHED provides mean reduction of 19% compared to
CapacityScheduler, while the alternate method provides mean
reduction of 17% compared to CapacityScheduler. The main
difference is that SLACKSCHED also conditions on whether
the previous resource change event was growth or shrink to
compute completion probability, which gives slightly better
completion probability estimates.

B.3 Mixing interruptible and uninterruptible
We study how SLACKSCHED performs in a cluster serving
a mix of interruptible and uninterruptible jobs. Interruptible
jobs are those that have negligible checkpointing and migra-
tion overhead.

Methodology. We simulate interruptible workloads by run-
ning checkpoints every minute and add zero overhead for
checkpointing and migration. On preemption, the tasks restart
from the latest checkpoint. No checkpointing or migration is
done for uninterruptible jobs. The cluster serves a 50-50 mix
of uninterruptible and interruptible jobs that arrive according
to a Poisson process. We use the same distribution to generate
task runtime and resource requirements for uninterruptible
and interruptible jobs. Recall, these distributions were based
on genomics and seismic workloads, which are hard to check-
point and migrate. As such the interruptible jobs are synthetic
— they do not necessarily resemble a real workload — unlike
the uninterruptible jobs.

Results. Figure 23 shows the distribution of nJCT relative
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Figure 24: SLACKSCHED-Acquirer converges to a set of relatively
more stable HVMs.

to CapacityScheduler separately for the uninterruptible and
interruptible jobs. SLACKSCHED shows qualitatively similar
improvement as before for uninterruptible workloads. For
interruptible workloads, there is no significant difference in
completion times across schemes.

B.4 Acquirer with known ground truth
To verify the operation of SLACKSCHED-Acquirer and to
study its convergence properties, we study its operation on
HVMs with known ground truth stability. To establish the
ground truth, we generate a synthetic regular VM arrival and
placement trace such that HVMs on half the servers are unsta-
ble (i.e., witness frequent regular VM arrivals and departures);
while HVMs on other half are stable (i.e., witness infrequent
regular VM arrivals and departures). We use the scaling pol-
icy that maintains a fixed resource budget and use the random
policy for HVM allocation. We measure and compare the
number of stable and unstable HVMs with and without using
SLACKSCHED-Acquirer. Figure 24 shows that the Acquirer
converges to a mix with a larger portion of stable HVMs.

B.5 Absolute JCT metrics
Due to space constraints we show normalized JCT for most
experiments in the main text. Here we show graphs for ab-
solute JCT. In all our experiments, we observe that mean
reduction in JCT follows similar trends as reduction in mean
JCT. We compute reduction in mean and p90 JCT relative to
CapacityScheduler unless mentioned otherwise.
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Figure 25: All clusters. cf. Figure 9. The bars correspond to mean
JCT and whiskers correspond to p90 JCT.
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Figure 26: Stable cluster. cf. Figure 10b.

300 400 500 600 700 800 900 1000

JCT (mins)

0.00

0.25

0.50

0.75

1.00

C
D

F
(J

o
b

s) Scheme (Mean JCT)

CapacityScheduler (542)

Oracle (311)

SlackSchedNoDelay (422)

SlackSched (393)

Figure 27: Volatile cluster. cf. Figure 10a.
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Figure 28: Different task runtime distributions. cf. Figure 11.
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Figure 29: Varying max task time. cf. Figure 12. The lines corre-
spond to mean JCT and whiskers correspond to p90 JCT.
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Figure 30: Varying load (job arrival rate). cf. Figure 14. The lines
correspond to mean JCT and whiskers correspond to p90 JCT.
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Figure 31: Robustness to errors in task runtime estimates. cf. Fig-
ure 15.
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Figure 32: Resource acquisition evaluation. cf. Figure 16.
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Figure 33: Comparison with checkpointing and migration. cf.
Figure 20. Time in legend shows time-per-checkpoint for Capaci-
tyScheduler.
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Figure 34: Comparison with replication. cf. Figure 21.
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Figure 35: Renewable energy setting. cf. Figure 19.
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Abstract

Cloud tenant networks are complex to provision, configure,
and manage. Tenants must figure out how to assemble, con-
figure, test, etc. a large set of low-level building blocks in
order to achieve their high-level goals. As these networks
are increasingly spanning multiple clouds and on-premises
infrastructure, the complexity scales poorly. We argue that the
current cloud abstractions place an unnecessary burden on the
tenant to become a seasoned network operator. We thus pro-
pose an alternative interface to the cloud provider’s network
resources in which a tenant’s connectivity needs are reduced
to a set of parameters associated with compute endpoints. Our
API removes the tenant networking layer of cloud deploy-
ments altogether, placing its former duties primarily upon the
cloud provider. We demonstrate that this API reduces the com-
plexity experienced by tenants by 80-90% while maintaining
a scalable and secure architecture. We provide a prototype
of the underlying infrastructure changes necessary to support
new functionality introduced by our interface and implement
our API on top of current cloud APIs.

1 Introduction
Almost all large cloud customers use multiple cloud providers
to improve reliability and avoid provider lock-in [57]. Unfor-
tunately, splitting a workload among large cloud providers is
not as seamless as it should be. One major problem is that
today’s tenant networking abstractions are essentially virtual-
ized versions of the low-level building blocks used to build
physical networks and hence customers are required to craft
complex topologies using subnets, virtual links, gateways, a
myriad of virtual appliances, etc.

While an individual virtual network or simple deployment
may not be overly complex, for larger tenants, reasoning about
the scalability, availability, security, etc. of their virtual net-
works requires detailed knowledge and configuration of a
range of networking technologies, and the problem is particu-
larly acute when considering transit between clouds.

In response to this underlying complexity, our goal is
to make multicloud architectures simple by making this
inter-virtual-network transit trivial. We achieve this primarily
through leveraging existing “publicly-routable but default-off”
addresses for all endpoints. These addresses are publicly-
routable, but the cloud provider will deny all traffic not specif-
ically permitted by the tenant. With this choice, connectivity
becomes trivial with only minor infrastructure changes.

With this connectivity assumption, we develop a new API
for cloud tenants to reserve networking resources based on
high-level abstractions. Ultimately, this results in a declarative
approach that allows tenants to essentially associate SLOs
to endpoints, without concern for how to achieve their net-
working goals. In other words, we believe that the best way
for tenants to think about networking is to not think about
networking at all.

Today’s tenant networking abstractions are largely relics of
the early cloud era, with a 1:1 mapping between datacenter
physical network devices and cloud networking abstractions.
This appealed to early cloud customers who wanted the same
management experience as they shifted infrastructure from
private datacenters to the cloud, but these abstractions are
not fundamentally necessary nor especially accurate to what
occurs in the cloud provider’s network underneath. A key
contribution of our paper is to show that even a modest refac-
toring of the existing functionality and modification of the
underlying network virtualization platform can result in a far
simpler higher-level API.

Such an API is beneficial to cloud providers as well as it
allows them to offer their customers a seamless multicloud
experience, and yet retain the ability to differentiate (e.g.,
through performance, options, etc.). Furthermore, and perhaps
more importantly, the API is far less complex than the low-
level APIs offered today. A simpler API means fewer mistakes
and thus fewer resources dedicated to customer support.

We recognize that our proposed cloud interface may not
be immediately appropriate for all cloud tenants. Fortunately,
the abstractions we propose can coexist with those available
today so that tenants may choose the tradeoff they desire.

This paper presents the rationale (§2), design (§3-5), imple-
mentation (§6), and evaluation (§7) of a new API – which we
refer to as Invisinets – for tenant networking. This work builds
on our earlier workshop paper [41], refining and expanding
the API as well as adding a complete implementation and
evaluation. Our evaluation applies this API to several deploy-
ment case studies and measures several metrics to capture
complexity. Accordingly, we show that Invisinets can reduce
the number of network components that a tenant must interact
with by ∼80%-90% in these scenarios.

2 Motivation
In this section, we discuss the status quo to motivate the
need for a simpler tenant networking API. Throughout this
paper, we default to Azure terminology for cloud network
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components, though equivalent ones are typically available in
other clouds.

2.1 Deployment Walkthrough
Consider an enterprise tenant whose workloads span multi-
ple regions within a cloud, multiple clouds, and an on-prem
deployment. To highlight the complexity that enterprise net-
work engineers encounter, we will walk through the steps to
construct such a virtual network today. At a high level, tenants
must complete the following 5 steps to create a deployment.
(1) Create virtual networks. The basic construct in a tenant’s
network is a virtual network (or VPC in the terminology of
AWS and GCP) which builds on the traditional concept of a
subnet – a portion of the network whose hosts share a com-
mon IP address prefix. The tenant’s first step, creating their
virtual networks (or vnets), involves assigning IP prefixes
to each vnet based on the anticipated number of instances,
whether they should be IPv4 or IPv6, public or private, etc.
These are important decisions as a particular choice (e.g.,
IPv4 vs. IPv6) leads to a separate path down the decision
tree of subsequent connectivity options. As a tenant’s deploy-
ment scales, managing non-overlapping subnets across 100s
of vnets becomes challenging, prompting special address plan-
ner tools [9]. Beyond address management, defining a vnet
involves configuring a range of additional parameters such
as security groups, ACLs, route tables, and individual VM
interfaces. For simple deployments, this complexity can be
hidden via default configurations but this approach rapidly
breaks down with larger deployments.
(2) Connectivity in/out of the virtual network. Next, the ten-
ant must define how instances within a vnet access resources
outside the vnet. Options include setting up a “NAT Gateway”
(for address translation), a “VPN Gateway“ (for private VPN
connectivity), or a “Virtual Network Gateway” (which can be
configured for VPN or to terminate a direct link). AWS has
even more gateway options, some simply to allow the virtual
network to access the Internet [8]. Each gateway must be
configured with the appropriate routing and access policies.
(3) Networking multiple virtual networks. Next, the tenant
must interconnect these virtual network. Within a cloud, this
generally requires a virtual network peering and installing the
necessary routes, though these links often have some regional
limitations. To connect virtual networks across clouds, VPN
gateways or Internet access (via necessary gateways or secu-
rity rules) will be necessary. Each of these connections come
with their own specific configuration parameters.
(4) Specialized Connections. An increasingly common com-
ponent in large tenant networks are dedicated connections
that promise higher bandwidth, lower latency, and/or more
consistent performance than seen on the public Internet (e.g.,
ExpressRoute [44], Dedicated Interconnect [28], or Direct
Connect [7]). These allow tenants to reserve a physical, ded-
icated link between their virtual network and a colocation
facility. From there, the enterprise may complete the circuit to

their on-prem resources or stitch the connection together with
one from another cloud. Provisioning and managing these
links requires low-level networking knowledge such as BGP
configuration and coordination between the enterprise, cloud
provider, and the colocation point. Since these dedicated con-
nections are expensive, tenants might configure their routers
to schedule higher priority or sensitive traffic over these links,
while routing other traffic over the public Internet.
(5) Appliances. The above steps establish a basic topol-
ogy and connectivity between the tenant’s instances, but ten-
ants also deploy a range of virtual appliances such as load
balancers and firewalls. Each cloud offers both first-party
and third-party appliances for many of these purposes. Even
within the first-party selection, there are often multiple op-
tions for a single appliance. The tenant must select appliances,
place them in their virtual topology, configure routing to steer
traffic through the right appliances, and finally configure each
appliance (e.g., DPI rules, load-balancing rules, etc.).

Once the tenant has completed all of these steps, the job is
not done. The tenant must continue to respond to changing
requirements, application and network migrations, inevitable
configuration mistakes, and outages caused by any other is-
sue. When determining their procedure for confronting these
issues, tenant network operators must keep all details from
the above steps in mind, acting as a seasoned network expert.

2.2 Problems
We briefly highlight the main sources of complexity that we
observe from the above walkthrough.
(1) Abstractions are too low-level. Provisioning and man-
aging a virtual network involves many of the same steps as
in a physical datacenter. Tenants are essentially given virtual
versions of the low-level abstractions found in a physical net-
work (e.g., links, gateways, subnets) and must assemble these
(which involves topology planning, routing policies, etc.) to
achieve their higher-level intents for the overall deployment.
Many of these abstractions require addressing configuration
in particular to achieve basic connectivity between tenant
applications/endpoints.
(2) Complex planning. Beyond determining the topology of
the deployment, cloud marketplace options can make it diffi-
cult to determine the correct virtual appliance. For example,
Azure offers four load balancing options and the flow chart
to guide the decision is five layers deep [43] and this does
not consider other third-party (i.e., non-Microsoft) options.
Cloud appliance marketplaces also feature third-party options
(e.g., firewalls from Palo Alto Networks) that vary in features
and price points. A cottage industry of businesses offering
answers on how to minimize cloud costs has appeared to help
tenants with this problem in recent years [10, 17–19, 66].
(3) Fragmentation across clouds. As each cloud has its own
similar yet different abstractions and appliances, tenants with
multicloud deployments end up with siloed stacks for each
cloud. This often results in teams dedicated to each cloud
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with their own expertise, scripts, and approaches.
(4) Complex to maintain and evolve. As the requirements
for their applications change, tenants will evolve their own
deployments. Likewise, tenants must adapt as cloud providers
evolve their offerings. This adds complexity and manage-
ment overhead to the existing challenge of keeping applica-
tions modern and performant for tenants. Misconfigurations
are common causes of network incidents [36] and outages
( [35, 62] provide recent high-profile examples). With 1:1 ab-
stractions, virtual networks suffer many of the same issues.
The cloud providers also suffer from this as well, as they
are obligated to provide support to a wide array of clients
with unique deployments. Further, management complexity
increases as the deployment size increases, so large enterprise
tenants suffer significant management burdens.

In summary, tenant networks today are constructed from
low-level building blocks that are unique to a given cloud.
With the growing popularity of large, multicloud deployments,
this complexity can compound and become even more diffi-
cult.

2.3 Current Solutions
In our experience, many enterprises undertake this complexity
themselves using an array of per-vendor controllers and DIY
scripts. This often requires a team that understands network-
ing in all its gore: BGP, address management, VPN config, etc.
These teams must understand multiple cloud environments,
which change frequently and outside of their control.

Other tenants are turning to a new generation of 3rd-party
multi-cloud management solutions [5, 12, 67, 68]. Some of
these solutions are essentially a shim on top of the various
cloud networking abstractions. They provide a unified “pane
of glass” via which the tenant manages individual devices
across clouds [12, 67] but do not fundamentally change the
level of abstraction; e.g., a key component in Aviatrix de-
ployments is a transit router abstraction that interconnects
virtual networks. Yet other 3rd-party solutions essentially run
a virtual network as a service for tenants [5,68], which allows
tenants to completely outsource the problem. This shifts the
burden but does not fundamentally solve it.

Anthos [22] integrates k8s and service meshes in a manner
that frees app developers from having to reimplement com-
mon networking related tasks on a per-app basis. With Anthos,
every service container is integrated with a “sidecar” con-
tainer that implements common network-related tasks such as
TLS termination, HTTP load balancing, tracing, and so forth.
This clean separation between app and networking concerns
gives app developers a cloud-agnostic (and hence multicloud
friendly) approach to implementing network-related features.
However, it is important to note that Anthos does not address
the problem of network virtualization that we address here:
in Anthos, sidecars are L7 proxies and (like all k8s services)
they assume L3 addressing and connectivity has already been
established. Implementing that L3 connectivity still requires

a network engineer to set up the virtual networks, links, VPN
gateways, etc. that we have been discussing [30,33]. Thus we
view the goals of Anthos and Invisinets as complementary:
Anthos simplifies the construction of multicloud deployments
for app developers, while Invisinets does the same for infras-
tructure operators.

2.4 It’s Time for Simplification
Network virtualization technologies were originally designed
to allow cloud providers to virtualize their physical network
infrastructure [34, 53]. In this context, providing the user (in
this case, the datacenter operator) with virtualized equiva-
lents of their physical network is appropriate, and we do not
question the approach.

Extending the same approach to cloud tenants also made
sense in the early days of cloud adoption when enterprises
with well-established on-prem datacenters often used the so-
called “lift-and-shift” strategy: creating a networking struc-
ture that mimics the on-premises network that previously
served the workload. This strategy was justifiably appealing
as it allowed tenants to use familiar tools and tested configura-
tions in their new cloud deployments. However, we see this ap-
proach as neither desirable nor necessary as tenants embrace
the cloud more fully in both the scope of their deployments
and in (re)designing applications for cloud environments.

Nonetheless, we recognize that certain enterprises may
choose to continue with building virtual networks for reasons
that range from satisfying compliance requirements (e.g., with
data protection laws [55,65]), to familiarity with existing tools,
and the perception of greater security. Fortunately, this need
not be an either-or decision: the architecture we propose can
be deployed alongside existing solutions allowing tenants to
choose whether and when to migrate their workloads.

Our approach requires new support from cloud providers,
but we believe this is reasonable since the current situation is
non-ideal even for cloud providers. The current complexity
imposes a steep learning curve for onboarding new customers,
and plenty of room for configuration errors that will, regard-
less of fault, result in unhappy customers. Simplification can
decrease the number of tenant errors and therefore decreases
the support burden on the cloud provider. Further, the cloud
provider could likely achieve higher resource efficiency by
taking control of networking and orchestration from tenants.

3 Approach
Our guiding philosophy in designing a simplified network-
ing API is that the right way for a tenant to think about the
network is to not think about it at all. I.e., ideally, the net-
work should be invisible. When diagnosing the root cause of
today’s complexity, we arrive at the observation that the prob-
lem starts with the fact that tenant endpoints live in a private
IP address space. Given private addresses, tenants must then
establish (virtual) connectivity between them which necessar-
ily implies managing subnets, constructing a virtual topology
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with links, routers, and appliances, running routing protocols
that must be configured, and so on.

Seeking to avoid this leads us to an alternate proposal: can
we give every endpoint a public IP address? This makes con-
nectivity trivial, notably even across clouds. Essentially, this
allows virtual networks to reuse the connectivity of the under-
lying (physical) network rather than recreating it. Importantly,
we must assume IPv6 so that address scarcity is not an issue.

At first glance, our proposal might seem concerning from
the viewpoint of security: if any host on the Internet can reach
any tenant endpoint, then surely we’re exposing a tenant’s
endpoints to attack, including DDoS. Yet, our intuition was
that security should not be a concern for public endpoints that
are hosted in the cloud. This is because cloud providers (or
CPs for brevity) have already addressed this problem with
their own address management architectures. As we elaborate
on in the next section, within a CP’s infrastructure, when an
endpoint is assigned a public IP address P1, this address is
not actually routable within the CP’s regional datacenters. I.e.,
the endpoint associated with P is not actually hosted on a
server with the address P. Instead, the server at which the
endpoint runs has an internal/private address D and the CP
uses solutions to translate P to D with appropriate security
and access control checks at the point of translation.

Thus, instead of the typical public vs. private address trade-
off, P represents a new form of address that is publicly
routable but default off (PRDO), with the important prop-
erty that a packet destined to a PRDO address is delivered to
the CP ’s domain but will not be delivered to an endpoint until
the CP has explicitly taken action to associate P to a physical
endpoint’s D. Thus our intuition was that we can leverage the
PRDO addressing architecture to spare tenants from having
to solve the connectivity problem in their virtual networks.

Given this, our next step was to verify our intuition and
understand whether CP address management infrastructure
could indeed be leveraged and extended to serve all tenant
endpoints. To answer these questions, we engaged with two
major CPs (Azure and GCP) and found that, perhaps surpris-
ingly, our proposal could be supported with little modification
to their existing infrastructure and raises no new scaling or
security challenges. We elaborate on existing CP address
management infrastructure and the implications of PRDO ad-
dressing in §4. Thus our contribution lies not in devising novel
techniques or radical clean-slate designs but rather in propos-
ing a radically simplified tenant abstraction and showing how
we can repurpose existing infrastructure to implement this
abstraction.

With PRDO addressing as our starting point, what API can
we offer tenants? We observe that, for the vast majority of
cloud tenants, the network is a means to an end: i.e., tenants
care that their application endpoints (i.e., VMs or containers)

1By which we mean an address from the address space the CP advertises
into the Internet’s routing infrastructure - e.g., [27] for GCP

Figure 1: Cloud addressing as it is done today (top) and our proposed
changes (circled, bottom). Black packets show the translation and
path of packets between VMs in the same virtual network while the
blue path shows an external connection using the VM’s public IP.

can communicate with each other with high availability, a
certain level of performance (e.g., latency, throughput), secu-
rity against unwanted access, and scalable mechanisms for
management. These are the goals that a tenant is trying to
achieve when they set up and manage a virtual network topol-
ogy with firewalls, links, and routers. Hence, we design an
API that allows tenants to express what they want the net-
work to accomplish, rather than how it does so. Moreover, we
note that the parameters that specify a tenant’s goals are as-
sociated with how endpoints – VMs/containers – experience
the network. Hence, our general approach is to assign PRDO
addresses to all tenant endpoints and then provide tenants a
high-level API that associates SLOs (for availability, secu-
rity, and performance intents) with these endpoints (or groups
of endpoints), thus completely eliminating today’s low-level
"links and boxes" abstractions.

We do not require that CPs cooperate to implement the API,
nor even that all CPs adopt the API. Likewise, CPs don’t have
to implement identical versions of the API. Converging on a
single API across all CPs would certainly be ideal but, even
if each CP adopts their own flavor of the API we propose,
tenants will benefit from the simplification in configuring that
CP, and the high-level nature of the API will make it easier
to port deployments across clouds.

4 PRDO Addressing
In this section, we first review the addressing architecture
commonly implemented by CPs today (§4.1). This discussion
reiterates information published before [20,21,54] but distills
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the aspects relevant to Invisinets. We then discuss how this
addressing infrastructure can be used to support Invisinets
(§4.2) and the security implications of the same (§4.3).

4.1 Addressing in Today’s Clouds
A cloud provider’s infrastructure involves a few different
address spaces. Public IP addresses (PIPs) are drawn from
public prefixes that the CP advertises into the Internet at
large. CPs vary in the details but, generally speaking, a packet
destined to a PIP will be delivered to a specific datacenter or
region in the CP’s global infrastructure.

In addition, each cloud datacenter has a private address
space of “direct” IP addresses (DIP) – a DIP is the actual IP
address of the physical server and the basis for routing within
a datacenter fabric. It is used internally to the CP and is never
exposed to the tenant, providing a layer of indirection and
allowing the CP to place/move VMs as needed.

Finally, at the virtualization layer, tenants see a virtual IP
(VIP) for their VM or endpoint. A VIP may be public or
private (a VM may have both) but crucially is not actually
assigned to the server and therefore is not routable in the
datacenter fabric. Instead, it is used at the tenant-layer for
virtual network-level routing, etc. For packets sent between
two VMs with private VIPs in the same virtual subnet (Ai
addresses), the source and destination fields are translated
in the vswitch/NIC at the VMs; the vswitch/NIC translates
from the private VIP address space to the corresponding DIPs
(Ai ↔ Di) [25, 54] as shown in Figure 1 with the blue series
of packets. The fabric only understands how to forward traffic
with DIPs and is unaware of the tenant address space (giving
the virtualized layer full flexibility in assigning addresses).

Endpoints with public VIPs are assigned an IP address
drawn from the CP’s public address space (Pi). However, this
address is not directly assigned to the VM. Instead, any in-
coming traffic destined to Pi is first routed through a software
load balancer (SLB) in the datacenter (see Figure 1 black
series of packets) that maintains a binding from Pi to Di.2 The
mapping between public VIPs and DIPs are installed when
the public IP is provisioned and associated with an endpoint.
Thus the SLB advertises all public VIPs under its control
and translates incoming traffic to the endpoints DIP to route
to the endpoint. For traffic exiting the VM, no translation is
necessary as the source is the public VIP and default routes
are used to exit the datacenter.

Thus in the terminology introduced earlier, all PIP ad-
dresses (including ones assigned as public VIPs) act as PRDO
addresses, requiring explicit SLB and vswitch/NIC configura-
tion before packets can be delivered to an actual endpoint.

4.2 Applied to Invisinets
The core proposal in Invisinets is that we will no longer use
private VIPs at all and instead give all endpoints a public VIP

2The SLB is often implemented as a distributed scale-out software system
capable of high-speed address translation [21, 54].

(Figure 1). Thus, tenant addresses will be drawn from a CP’s
public IP address space and we will leverage the CP’s PRDO
addressing infrastructure to ensure that a tenant’s endpoints
are not exposed to unwanted access.

To leverage existing CP solutions, we propose a division
of labor in which tenants specify permit lists: for each end-
point Pi, this is the list of other endpoints that are allowed
to communicate with Pi (with the possibility for extension
parameters for more specificity) .3 The CP is responsible for
enforcing this permit list: ensuring that only traffic explicitly
permitted to access the endpoint may do so. Any packet not
cleared by the permit list should be dropped.

Ensuring these semantics to the tenant requires minimal
changes to the CP’s infrastructure. The CP simply programs
SLB bindings for external connections only as necessary
based on the tenant’s permit list. We use “external” to mean
outside any boundary necessary to meet the CP’s addressing
constraints; e.g., DIPs may only be unique within a region,
therefore “external” connections are those spanning beyond
the region. We call the boundary within which a DIP is unique
the DIP scope. The DIP scope determines when an address
must be added to the SLB bindings as any connections to end-
points outside the DIP scope may be in overlapping address
space and will not be reachable without address translation.

To support this in the datacenter fabric, we first modify
the address translation for traffic which typically uses private
VIPs (the blue process in Figure 1). Now, packets are trans-
lated from the public VIP space to the corresponding DIPs
in the vswitch/NIC. Second, the SLB translation process for
packets incoming from external endpoints must be slightly
modified. The translation between public VIPs and DIPs in
the SLB remains the same, but the time at which the SLB
binding is installed is changed. Instead of installing when the
IP is associated with the VM, the binding is only instantiated
when the VM’s permit list allows traffic external to the data-
center. When no mapping exists for an incoming packet, the
SLB simply drops the traffic (as it does today). This provides
an initial coarse layer of protection for PRDO endpoints. Im-
portantly, each endpoint’s permit list is enforced at the host
as well, so dropping at the SLB is not strictly necessary but
offers some defense-in-depth for endpoints.

We assume that in order to support this model, the CP
can allocate addresses arbitrarily as is convenient (e.g., the
CP isn’t required to assign addresses from predetermined
prefixes of the address space). The tenant should not expect
any particular addressing scheme for the IPs they are assigned.
Thus, our API takes reachability (L3) between endpoints as a
given from the CP and builds directly on the underlay routing
and address translation rather than requiring every tenant to
reconstruct their own L3 network.

3For convenience, we will introduce the ability to specify groups of
endpoints in §5.
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4.3 Security Implications
We argue that Invisinets does not fundamentally alter the
security posture of either the tenant or CP.

Consider first the public exposure of a tenant’s endpoints.
Today, the tenant has 3 types of endpoints: (1) public (e.g.,
a VM associated with a public IP), (2) “semi-private ” (e.g.,
a VM with only a private VIP, but behind a VPN/NAT that
restricts access to the VM), and (3) private (e.g., a VM with a
private VIP). Under our proposal, nothing changes for end-
points in (1). For endpoints in (3), they are equally unavailable
to outside connections in Invisinets (since no SLB bindings
will be programmed for them). 4 For endpoints in (2), access
is still limited however Invisinets does change how this access
control is implemented. In Invisinets, access to a semi-private
endpoint is restricted by the permit list and SLB bindings;
effectively, we’re replacing the tenant’s VPN/NAT with the
CP’s SLB/NAT infrastructure.5

This change does however, modify the trust boundary be-
tween the tenant and the CP. Today, the tenant trusts the cloud
provider to implement the network architecture they specify
faithfully. In Invisinets, the tenant trusts the cloud provider
to construct the necessary network architecture to achieve
their connectivity requirements and accordingly trusts that
any connectivity not explicitly permitted will not be enabled.

From a CP viewpoint, a potential concern is that the larger
number of allocated public IP addresses increases the risk or
impact of a DDoS attack on their infrastructure. We found
that this was not a concern for CPs because they currently
advertise entire IP prefixes, independent of what subset of
those addresses are actually allocated: e.g., Azure advertises
>1.4 · 1020 [46] while GCP advertises > 7.1 · 1026 IPv6 ad-
dresses [27]. Any of these addresses can be used as the target
of a DDoS attack and this remains unchanged with Invisinets.

Furthermore, CPs today deploy cloud DDoS mitigation
systems [45] to thwart high-volume traffic attacks targeting
a specific endpoint (since these might overwhelm specific
links in their WAN). Notably, only one public IP is sufficient
for an attacker to attempt such an attack and hence Invisinets
does not materially increase the likelihood of such attacks. A
final concern might be attacks that spread traffic over multiple
endpoints. However, such attacks are already possible today
(given the large advertised address space) and handled through
filtering at the destination datacenter where SLB mappings
reveal what traffic is valid. In such cases, attack traffic is
carried over the CP’s wide-area links, however the extensive
use of load-balancing in these networks is effective in this case
(since the attack comprises many smaller flows) and hence
the increase in backbone traffic volume is not problematic,
akin to a general increase in valid traffic volume.

4However, if a private endpoint today is in a virtual network which spans
across more than one DIP scope, it would be installed in the SLB.

5In some cloud SLB implementations [21], tenant-level NATs are imple-
mented in the SLB. In this case, the only change is that each endpoint has its
own binding in the cloud SLB.

API Description
request_eip(vm_id) Grants endpoint IP
request_sip() Grants service IP
bind(eip, sip) Binds EIP to SIP
set_permit_list(eip, permit_list) Sets access list for EIP
annotate(eip, middlebox) Adds middlebox to EIP’s traffic
set_qos(region, dest, bandwidth) Sets (region, dst) BW allowance
set_qos_class(class, five_tuple) Defines tenant QoS class
tag(eip, tag) Associates endpoint with tag

Table 1: Proposed cloud tenant network API.

5 API Design

In this section, we outline the Invisinets API and and describe
how it achieves each of its goals. The design implications for
each piece of the API are discussed as necessary. We expect
the listed arguments to be the minimum required parameters
and deliberately leave room for cloud providers to differen-
tiate their services with additional extension parameters. A
complete list of our proposed API is shown in Table 1.

5.1 Connectivity

Rationale. As explained in §3, we modify the CP infrastruc-
ture to support PRDO addressing for all endpoints and enable
trivial connectivity. By giving all endpoints publicly-routable
IP addresses, we can abandon the virtual network altogether.
Accordingly, tenants are not obligated to construct the net-
works to facilitate communication outside of a given virtual
network, as is required by the inherent isolation of the virtual
network abstraction.
API. Connectivity between the tenant’s VMs/storage end-
points/etc. in the same cloud, across clouds, and to their on-
prem network (provided they expose public endpoints) is
trivially achieved given that tenant instances have public IP
addresses. Thus our basic request_eip API allows the ten-
ant to request and receive an endpoint IP address (EIP) for
each of its instances. A tenant must be prepared to treat its
EIP as a flat address with no assumptions about whether its
addresses can be aggregated, drawn from certain prefixes,
etc. This gives providers flexibility in assigning addresses
from their overall pool (e.g., to maximize the ability to aggre-
gate for routing, etc.) and with effective tagging mechanisms
should not affect tenants in any way (since tenants are no
longer configuring routing with mechanisms such as BGP).
Design. As discussed in §3, the infrastructure necessary to
support PRDO addresses requires only minor modifications
to the SLB in the datacenter fabric and otherwise the existing
vswitch/NIC functionality is sufficient. When an external
endpoint is added to a permit list, only then is the EIP of the
local endpoint installed in the SLB.

IPv6 will be necessary to support PRDO-only addressing
as the IPv4 address space is too small to feasibly give all
cloud endpoints an address. Since these addresses will be
allocated arbitrarily from the tenant’s perspective, grouping
mechanisms will be critical to managing a flat address space.
We address this need directly in §5.5.

484    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



5.2 Availability
Rationale. Tenants often build highly-available services us-
ing multiple backend instances. The service is associated with
a service IP address (SIP) and an in-network load balancer
maps traffic destined for SIP to an available backend instance.
We’d like to support this use-case without requiring that ten-
ants engage with the lower-level details of load balancers.
API. We allow tenants to request a SIP and introduce a bind
API that allows tenants to associate EIPs with a SIP (Table 1).
This SIP address is globally routable, however, traffic destined
for the SIP is routed / load-balanced across the EIPs bound
to it and we place the responsibility of load balancing on
the cloud provider. Hence, the bind call allows the tenant
to inform the cloud provider of how load-balancing should
be implemented, with optional parameters that guide load-
balancing policy (e.g., associating a weight with each EIP,
akin to weighted fair queuing policies).
Design. Requesting SIPs can be supported today and is in
fact somewhat similar to service mesh integrations with cloud
load balancers today [29]. The bind call only requires changes
to the interface tenants use request load balancing services.

5.3 Security
Rationale. In §4.3, we addressed the security implications for
the network fabric. We now discuss how tenant-level security
concerns are addressed in the Invisinets API. We assume the
tenant is primarily concerned about service-level attacks and
targeted resource exhaustion. To address potential attacks, our
architecture will implement tenant-level security in two main
pieces: middlebox annotations on endpoints and network-
level permit lists. Both of these are specified by the tenant but
implemented/enforced by the CP.

Today, tenants protect their services through a combina-
tion of per-VM/virtual network permit lists and by deploying
various security appliances such as first-party firewalls and
third-party DPI systems (e.g., [52]). Network permit lists
are specified by the tenant but implemented by the cloud
provider (typically through filtering in the vswitch/NIC at
each endpoint) while security appliances may be deployed
and managed by the tenant. Together, these mechanisms pro-
tect the tenant from both service-level attacks (e.g., intrusion
or exfiltration attacks caught by DPI firewalls or proxies) as
well as resource exhaustion attacks that specifically target the
tenant (e.g., overwhelming the tenant’s service).

Ideally, we would remove middleboxes from the cloud of-
ferings altogether and instead implement security measures
in an API gateway in the service itself [6, 63]. However, we
acknowledge that some applications may have strict secu-
rity requirements that demand middleboxes and therefore we
expand our API to include those available today.
API. The per-host tenant-level permit lists can be naively im-
plemented at the endpoint with the access lists used today such
as Network Security Groups in Azure. To the tenant, our API

will look similar to these access lists. To permit from another
host, the tenant simply uses the set_permit_list function to
update the given endpoint’s allowed hosts.

The tenant may use the annotate API to apply the desired
middlebox to an endpoint’s traffic. The cloud provider is re-
sponsible for the instantiation and placement of the middlebox
and the routing necessary to direct the relevant traffic. The
tenant will provide the type of middlebox (could be their own
VM as seen with some third-party network appliances today)
and configure it as done today. Additional parameters to the
annotate API could specify a subset of the traffic to be sent
through the middlebox (i.e., by destination) or specify the
ordering of a series of middleboxes.
Design. We propose a two-pronged approach to protect ten-
ants from attacks. First, we allow tenants to continue their
use of cloud middlebox offerings by annotating endpoints.
Therefore, they may continue to use their DPI firewalls, ID-
S/IPS appliances, etc. as they do today. However, the tenant
does not have to manage the placement of these appliances in
their networks and route relevant traffic. The cloud provider
will install the necessary routing in the vswitch/NIC. By in-
cluding security-focused middlebox functionality in our API,
tenants can continue their defense-in-depth best practices as
they do today. Secondly, we propose that the cloud provider
protect the tenant from network-level resource exhaustion
attacks by reusing the same infrastructure it already imple-
ments to protect itself. In addition to the above, we assume the
cloud provider will continue to enforce the tenant’s permit list
through filtering at the endpoint’s vswitch/NIC. These permit
lists are essentially available today as NSGs (Azure) and Se-
curity Groups (AWS), so we adopt the underlying architecture
unchanged.

5.4 Performance
Rationale. Today, cloud providers offer rather limited net-
work performance/QoS guarantees. Tenants are generally
not promised any minimum bandwidth and are instead throt-
tled above a certain threshold. However, some tenants seek-
ing high availability and reliability may reserve a dedicated
link [7,28,44] which the tenant must then provision, configure
and operate as discussed in §2.

The abstraction of a dedicated link is fundamentally at odds
with our goal of a high-level endpoint-centric API since a link
implies a topology that incorporates it and routing that steers
select traffic over the link. Our goal is to avoid this complexity
and hence we instead ask: can we approximate the benefits of
these dedicated links without obligating the tenant to worry
about the many details they do today? 6

The point-to-point link abstraction offered today requires
coordination between the entities on either end of the link and

6One might ask whether the performance of dedicated links justify their
cost and complexity in the first place. In Appendix 11, we present early
results showing that these links may not always offer a performance benefit
but leave a full evaluation to future work.
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is not offered directly between clouds. To avoid the coordina-
tion and low-level configuration of direct links, our proposal
is to approximate the effect of dedicated links by guaranteeing
some amount of dedicated egress bandwidth to another do-
main to tenants who purchase it at a predefined granularity (in
this paper, we will assume regional granularity). We hope that
since clouds already have an incentive to be highly connected
with one another, this guaranteed bandwidth when leaving a
region is enough to roughly estimate the effect of dedicated
links stitched together at a colocation facility. With this over-
all goal, we then ask how to provide such an abstraction to
the tenant as a service.

The service model we assume is in terms of bandwidth
reservations, rather than point-to-point links with a specified
bandwidth as is available today. Tenants will specify to the
cloud provider their desired amount of dedicated egress band-
width to another domain (e.g., another cloud) for some region.
Then, we seek to make the traffic management necessary to
use this link as simple as possible by allowing tenants to de-
fine traffic classes and map them to strictly ordered priorities.
These priorities will define which traffic gets to use the dedi-
cated bandwidth if/when the aggregate traffic for the tenant in
that region is greater than the allowed dedicated bandwidth.
API. Ultimately, the tenant will define their own traffic
classes (in terms of five-tuples). The CP will then label traffic
as necessary and map these classes to their own high (“dedi-
cated”) and low (“best-effort”) priority classes in the fabric
of the datacenter. To the tenant, reserving the regional aggre-
gate egress bandwidth will simply require calling set_qos

and setting the priority of traffic via set_qos_class.
Design. Our set_qos API is based on the assumption that
clouds are reasonably well-connected with one another so
that dedicated egress bandwidth between a cloud region and
another domain can approximate a direct link between the two
clouds. If not, congestion between the clouds could impact the
available bandwidth beyond the control of either CP. Further,
we require that the CP can classify egress traffic into reserved
bandwidth packets and best effort-packets. Reserved-class
packets are guaranteed to not experience congestion on egress
(up to their reserved bandwidth) while best-effort may.

In offering the set_qos API, the CP has two primary goals:
(1) enforce that the tenant does not consume more than its
aggregate egress guarantee and (2) make it easy for the ten-
ant to use all of their promised bandwidth without requiring
low-level traffic engineering (as is required today to utilize
dedicated links). Since the bandwidths are offered at a per-
tenant, per-destination-domain, per-region level, the CP must
monitor usage across multiple endpoints in a region and en-
force the cumulative bandwidth limit at each endpoint. In
doing so, there will be a tradeoff between reactivity and cost
as enforcing the limit strictly will impose higher overheads.
Scalability is also a challenge as performing distributed rate
limiting across all tenant endpoints (in the 10s of millions)
must be done with minimal resource consumption.

Figure 2: QoS enforcer example. The tenant sends traffic in two
classes: red (dashed) and orange (solid), prioritized in that order. The
reserved egress bandwidth is 10Gbps.

Our approach to enforce the set_qos API is as follows: we
assume that tenants define traffic classes each with a different
priority level and the cloud provider marks their traffic accord-
ingly. The cloud provider then determines whether a particular
traffic class (or what fraction of it) should be assigned reserved
vs. best-effort bandwidth based on the tenant’s current traffic
demand aggregated across all its endpoints (collected at the
host and reported to the controller). This mapping between
tenant traffic classes and reserved vs. best-effort bandwidth is
computed by a per-tenant QoS controller. The QoS controller
communicates the appropriate mappings to a QoS enforcer
module at each endpoint (implemented in the NIC or vswitch)
which accordingly marks egress packets and rate limits re-
served priority flows according to their current bandwidth
allocation. Finally, the egress router classifies packets based
on these markings and (priority) schedules them accordingly.
Hence, the additional infrastructure that our API imposes on
the cloud provider is the per-tenant QoS controllers and the
QoS enforcer modules (Figure 2).

Using per-tenant controllers mitigates potential scaling is-
sues since each controller need only scale to the number of
endpoints per tenant (vs. all endpoints) per region, thus divid-
ing the regional rate limiting into reasonably-sized problems.

Figure 2 shows an example of this design for a single tenant.
The tenant has two traffic classes, red and orange, which are
prioritized in that order. The communication between only
one enforcer and the controller is shown for clarity, though
each VM would participate. The controller determines that the
red class does not use the full egress reservation and allows
1/3 of the orange traffic into the dedicated class. For a more
formal discussion of the QoS controller, see Appendix 12.

This model requires cloud providers to engage with an un-
derlying capacity provisioning problem (i.e., how does one
ensure that the total reserved bandwidth across all customers
is actually there?). For the purpose of this API, we assume
that the CP has some policy for installing and allocating band-
width, but we do not address the specifics of the policy.

5.5 Grouping
Rationale. One noticeable advantage of today’s abstractions
over a purely endpoint-centric view is that virtual networks
can serve as a helpful and simplifying grouping mechanism
(e.g., to apply an identical policy or configuration to all VMs
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running a Spark job). Without a method to group hosts, rea-
soning at an endpoint-level may be difficult, especially since
tenants are not given EIPs from a continuous address space.

We support the convenience of grouping via tags that can be
associated with EIPs such that tenants may use tags in place
of a list of EIPs in permit lists. This ensures cleaner semantics
for the tenant while the cloud provider can “compile” these to
IP addresses for filtering on packets at the end host associated
with the permit list. Similar features, called service tags, are
available today for Network Security Groups [48] while AWS
offers general purpose tagging across resources [59]. Our use
of tags is limited to EIPs as they are known across clouds
while specific resources are not.
API. To provide the benefits of grouping, we adopt a method
for tagging as a means of convenience for tenants in our API
with tag. Here, tenants may associate an EIP with a given tag
as shown in Table 1. Tags can be used in other APIs such as
set_permit_list in place of addresses.

6 Implementation
To demonstrate the feasibility of our proposed API itself,
we have developed an implementation using existing APIs
for AWS and Azure to expose our simplified API ; i.e., it
effectively builds a shim layer on top of existing APIs. As
discussed in earlier sections, most of our API requirements
map onto existing abstractions and hence can be implemented
in a straightforward manner. The key new addition is the
QoS API for which we provide a partial implementation as
described below. This approach – i.e., building on top of
existing APIs – is unfortunately deeply tied to specific cloud
implementations. In the long term, we hope/expect the shim
layer to thin over time as clouds provide the Invisinets API as
a first-party implementation.

Implementing the QoS API requires three infrastructure
components: (i) per-host enforcement modules, (ii) QoS con-
trollers, and (iii) modifications to egress routers to appropri-
ately classify and prioritize traffic. We built a prototype of the
first two components but lack the access to realize (iii); in this
sense, our implementation of the QoS API is only a partial
one. At the same time, such classification and priority schedul-
ing is standard on high-end routers and hence we anticipate
no problem in realizing the API more fully in production.

For the enforcer module, the rate limiting is done through
Linux tc operations and a bpf filter implemented as a bcc
program [3]. This approach was chosen to fit easily into any
host-based approach, though in a production deployment we
expect this logic would reside in the hypervisor or virtual
switch [25]. The bcc programs monitor outgoing traffic vol-
umes on a per-traffic-class basis and reports to a reporting
process on the host. The host sends usage to a per-tenant
controller via RPCs [31]. The controller calculates per-host
mappings to each traffic class and reports back to all hosts
which reported in the last time interval. The host process then
inserts this data into bpf tables for the rate limiter to observe.

The rate limiter classifies traffic based on the tenant to cloud
provider class mapping. The cloud provider classes corre-
spond to classes in a tc hierarchical token bucket which rate
limits the egress traffic from the node.

7 Evaluation
In our evaluation, we focus on answering two questions: (i)
to what degree does Invisinets simplify a tenant’s experience
when networking their workloads? and, (ii) is implementing
the Invisinets API technically feasible for cloud providers?

We evaluate simplicity using a two-pronged approach. First,
we consider three sample tenant deployments and compare
the complexity of implementing each deployment using In-
visinets versus doing so with existing solutions (§7.1). This
approach allows us to do a deep-dive evaluation for specific
deployment scenarios and solutions. For a broader view on
tenant deployments, we also analyzed 677 publicly available
deployment scenarios as captured by their Terraform files on
GitHub and quantify the extent to which existing network
abstractions contribute to the overall setup and configuration
complexity that a tenant faces, and the extent to which In-
visinets can remedy this complexity (§7.2).

When considering the feasibility of implementing In-
visinets, we focus primarily on scalability. This is because, as
discussed earlier, cloud providers already implement (close
approximations for) the individual building blocks needed to
implement our Invisinets API – e.g., address translators, load
balancers, rate limiters. Hence, the main question is whether
extending their use of these components to a larger fraction
of their tenant pool will create new and problematic scaling
bottlenecks. Thus, in §7.3, we evaluate scalability using a
combination of system microbenchmarks and deployment
statistics from cloud providers.

7.1 Evaluating Simplicity via Case Studies
Methodology. We compare the complexity of tenant net-
working using Invisinets versus existing solutions. For the
latter we consider: (i) a DIY tenant that writes scripts directly
atop existing "first-party" cloud APIs, and (ii) Aviatrix [12]
as representative of third-party multi-cloud solutions.7

Given that there is no best practice for measuring sim-
plicity, we propose a metric which we believe is reasonable,
though we do not claim that it perfectly captures all notions
of complexity. We measure simplicity in terms of the number
of network components that the tenant must consider within
three main categories: network boxes, links, and configuration
points. Network boxes refers to device abstractions such as
transit gateways, VPN devices, firewalls, and so forth. Links
refers to various forms of virtual link abstractions including
dedicated egress links (e.g., Azure ExpressRoute [44]), vnet

7As mentioned earlier, Aviatrix offers tenants a management layer built
atop per-cloud abstractions and optimized cloud appliances. Tenants view
their multicloud deployments through a “single pane of glass”, but must still
be fluent in per-cloud building blocks as well as Aviatrix-specific constructs.
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peerings [42], and private internal links [47]. Finally, config-
uration points counts any abstraction that exposes network
configuration parameters for the tenant to consider. We count
the number of configuration points (e.g., a firewall) rather
than lines of code or configuration (e.g., number of firewall
rules) since the latter can often be arbitrarily scaled in our
scenarios and hence may be misleading.

We further clarify certain aspects of how we account for
configuration points. First, every box is also counted as a
configuration point: e.g., a gateway is both a box (must be
placed in a topology) and a configuration point (must be con-
figured with routes, tunnels, etc.). Second, while boxes are
always configuration points, the inverse is not true: e.g., ab-
stractions such as virtual networks or subnets are not boxes but
do require configuration and hence are counted as configura-
tion points. Invisinets in particular has multiple configuration
points but few boxes so both measures are needed for a fair
comparison. Finally, we ignore security groups/permit lists
and endpoint IP addresses when counting configuration points
as these are present in all solutions and depend on the number
of endpoints which can be scaled arbitrarily.

We compare solutions using three case studies: one is a
validated design published by Aviatrix [11] and the other
two were defined by us to represent extremes of simple vs.
sophisticated deployments.
Case Study 1: A Simple Tenant Network. We start with
a rather contrived, simple deployment in which a single VM
in one cloud (Cloud A) must communicate with a service in
another cloud (Cloud B) in a shared address space as shown
in Figure 3a. The service in Cloud B uses two VMs which are
load balanced. Table 2 shows the complexity of implementing
this scenario with each of the three solutions we consider.

Metric First-Party Aviatrix Invisinets
Boxes 3 (VPN, LB) 3 (GW, LB) 0

Config. Point 7 (vnet, subnet, VPN) 7 (vnet, subnet, VPN) 1 (SIP)

Table 2: Complexity analysis for a Simple Tenant Network. In
parentheses, we list the "top three" abstractions in terms of their
contribution to complexity (see Fig. 3 for abbreviations).

We see that even this simple scenario incurs non-trivial
complexity with existing solutions. With the DIY approach,
tenants must still consider virtual network gateways, a load
balancer, backend pools, local network gateways, route prop-
agation parameters, and more, leading to a total complexity
of 10 network components. Aviatrix is similar, though it uses
2 Aviatrix gateways in lieu of the first-party VPN gateways.

Invisinets, however, completely eliminates the virtual net-
work layer and instead requires just one configuration point
(the SIP in Cloud B), allowing the deployment to be expressed
in just 9 lines of code as shown below:
e i p 1 = c l o u d _ a . r e q u e s t _ e i p ( vm1_id , name="vm1" )
e i p 2 = c loud_b . r e q u e s t _ e i p ( vm2_id , name="vm2" )
e i p 3 = c loud_b . r e q u e s t _ e i p ( vm3_id , name="vm3" )
s i p = c loud_b . r e q u e s t _ s i p ( name=" s e r v i c e " )
b ind ( e ip2 , s i p )
b ind ( e ip3 , s i p )

s e t _ p e r m i t _ l i s t ( e ip1 , [ e ip2 , e i p 3 ] )
s e t _ p e r m i t _ l i s t ( e ip2 , [ e i p 1 ] )
s e t _ p e r m i t _ l i s t ( e ip3 , [ e i p 1 ] )

By contrast, our DIY script using the AWS and Azure
Python APIs requires over 45 lines of code (snippets shown
in Appendix 13) even assuming IPs and the underlying virtual
network have already been provisioned.
Case Study 2: (Aviatrix) Multi-Region Design. We con-
sider a design from Aviatrix [11], as seen in Figure 3b. This
deployment involves 3 virtual networks running different ser-
vices in two different cloud regions. They are connected to
one another via a transit virtual network which contains fire-
walls for security. These transit virtual networks also contain
direct links to on-prem datacenters. Table 3 summarizes the
complexity costs in implementing this design.

Metric First-Party Aviatrix Invisinets
Boxes 4 (GW, FW) 18 (GW, FW) 2 (FW)
Links 9 (peering, DL) 2 (DL) 0

Config. Point 29 (peering, subnet, vnet) 36 (GW) 2 (egress BW)

Table 3: Complexity analysis for the Aviatrix design. See Fig. 3 for
abbreviations.

We see that, compared to our first case study, complexity
rises significantly with both the DIY and Aviatrix solutions.
The majority of this complexity comes from the gateway and
virtual network peering abstractions. Interestingly, Aviatrix
incurs greater complexity than a DIY implementation due
to its recommended redundant gateways, though first-party
peerings cannot be redundant. In contrast, Invisinets requires
only 4 network components (egress reservations to approxi-
mate the direct links and middlebox annotations for firewalls),
which represents a more than 90% reduction in complexity
relative to the DIY and Aviatrix solutions. Creating this de-
ployment with the available first-party APIs would take over
45 lines of code even assuming all instances and their IPs
have been provisioned and the out-of-band coordination to
set up the direct links has been performed. In addition, we
do not count lines only defining configuration, otherwise the
script is well over 200 lines. A significant portion of this code
sets up the necessary routes to get traffic from each virtual
network to the appropriate firewall and/or gateway.
Case Study 3: A Heterogeneous Tenant Network. Our
third scenario showcases a network deployment that involves
a range of connectivity requirements, as shown in Figure 3c.
This scenario is representative of virtual networks constructed
by larger cloud tenants, though we chose to scale it down
for understandability. For the sake of demonstration, in Fig-
ure 3c, the Azure network is depicted in some detail while the
GCP deployment is unrealistically simple. In this scenario,
the tenant’s cloud deployments in GCP and Azure are each
connected to the tenant’s on-prem datacenter via direct links
to an Internet exchange point where the tenant has reserved
a virtual router and an MPLS link to their datacenter. In the
Azure deployment, the ExpressRoute terminates at a VPN
gateway which must reside in its own subnet [49]. From there,
user-defined routes send traffic to the appropriate subnet or
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(a) CS1: A simple ten-
ant network. (b) CS2: Aviatrix multi-region design [11]. (c) CS3: A heterogeneous tenant network.

Figure 3: Generalized (not taking the form of any particular current approach) network topologies for each case study. (LB = load balancer,
GW = gateway, FW = firewall, PL = private link, DL = Direct Link)

onto the ExpressRoute for egress traffic to GCP or On-Prem.
The other subnets in the virtual network contain VMs and a
private link to an Azure service such as storage on the left and
load-balanced VMs on the right. In another virtual network
in Azure, a VPN gateway tunnels to a branch office. Ingress
traffic is directed to a subnet containing a firewall which then
allows traffic to reach VMs or another private link to a Mi-
crosoft service. Table 4 summarizes the complexity costs in
this design. A script to create this deployment (again, ignoring
instances, IPs, and some ExpressRoute setup) would require
over 80 lines of code. While coming in the form of many dif-
ferent components, achieving basic connectivity via gateways,
links, etc. continues to be the main source of complexity.

Metric First-Party Aviatrix Invisinets
Boxes 6 (GW, FW, LB) 6 (GW, FW, LB) 2 (FW)
Links 5 (DL, PL, MPLS) 5 (DL, PL, MPLS) 0

Config. Point 22 22 4
(vnet, subnet, GW) (vnet, subnet, GW) (egress BW, FW)

Table 4: Complexity analysis for the heterogenous tenant network.
See Fig. 3 for abbreviations.

7.2 Terraform Complexity
For a broader perspective, we now consider the impact of
Invisinets on a larger pool of deployment scenarios. Specifi-
cally, we evaluate the scope for simplification in the Terraform
files that a network administrator maintains. Terraform [32]
is a popular language for specifying cloud infrastructure as
declarative code directly using the first-party abstractions.
Methodology. We scraped GitHub for Terraform files cre-
ating virtual networks, selecting files that mention an AWS
VPC and omitting files that only defined Terraform variables
or outputs. For a scrape conducted on 9/15/2022, our filtering
yielded 677 files for analysis.8 We use these configurations
since they are publicly available but recognize that they may
not fully represent the tenant use-cases that Invisinets targets
(e.g., mid/large scale enterprises). We believe our analysis
could be easily repeated on large production deployments.
Results. We parse each Terraform file, identifying whether
a code block corresponds to a virtual network component.
Table 5 lists the components we identified and how often

8Github API search results are limited to the first 1000 results. Additional
filtering on returned files reduced the number further.

Virtual Network Component Occurrence Count Line Count
VPC 2,493 26,731

Route Table 1,839 13,317
Subnet 1,514 14,677

Security Group 456 9,704
Internet Gateway 445 2,802

Route 339 2,184
NAT Gateway 209 1,661
Network ACL 141 2,841

Transit Gateway 82 587
VPN Gateway 40 316
Load Balancer 22 207

Network Interface 16 123
VPN Peering Connections 5 27

Customer Gateway 4 58
VPN Route 2 10

VPN Connections 1 13

Table 5: Breakdown of Terraform lines removed (across all 677
scraped files) by virtual network component.

they occurred in our files.9 We also calculate the lines of
code within each of these code blocks and show the total
per-component line count in the last column of Table 5. Un-
surprisingly, VPCs are the most common component. Beyond
this, we see that abstractions used to establish basic connec-
tivity – e.g., Internet Gateway, Subnet, Route Table, Route
– constitute a significant fraction of the networking abstrac-
tions that an administrator must deal with. Moreover, even
complex routing abstractions such as Transit Gateways are
not uncommon. These findings thus support our thesis that an
approach such as Invisinets, which altogether eliminates the
need for virtual topologies and their routing configurations,
can substantially simplify networking configurations.

The lines of code identified in Table 5 can be viewed as
an upper bound on the lines of code that can be omitted
by using Invisinets. To evaluate whether this is a significant
portion of the overall Terraform configuration, Figure 4 shows
a histogram of the percentage of lines-of-code that can be
omitted from the Terraform files we consider.

While the fraction of omitted configuration lines may be
surprising, these resource definitions rarely carry information
critical to the four tenant goals around which the Invisinets
API is designed. Instead, many of these lines specify details
of unnecessary abstractions such as virtual networks and the
gateways required to reach external endpoints. (We show an

9We believe this estimate is approximately equivalent to the set of network
components (boxes, links, and configuration points) that we measure in §7.1.
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Figure 4: Histogram of percent lines of Terraform resource files that
can be omitted with Invisinets API.

example of such a configuration in Appendix 14). Accord-
ingly, the streamlined Invisinets API does not require much
of this configuration.

We note that our estimates for omitted code in this section
are an upper bound since we do not account for the lines of
configuration that would be added by using Invisinets’s API.
Nonetheless, our evaluation in the previous section suggests
that Invisinets requires far fewer (90+% fewer) components
to configure and hence we expect to be left with significant
savings. Moreover, the permit lists that Invisinets requires
contain information that is necessary even without Invisinets;
e.g., in the form of VPN access lists, firewall rules, NSG
configurations, and so forth.

7.3 Scalability
As mentioned earlier, we focus on the scalability of the In-
visinets API. Implementing the Invisinets API implies change
along two main fronts: address management to support PRDO-
only addressing, and enforcing per-tenant egress bandwidth
reservations. We consider each in turn.
PRDO addressing. PRDO-only addressing changes the num-
ber of endpoints that are assigned public IP addresses and
hence a natural question is whether cloud providers have a
large enough public IP addresses to give one to every VM.
From discussions with Azure operators, we learnt that Azure
advertises over 1.4 · 1020 addresses in total [46] and hosts
O(10M) VMs. Thus we can safely conclude that Azure has
sufficient public addresses to support PRDO addressing. Simi-
larly, GCP has over 7.1 ·1026 advertised addresses in total [27],
presumably plenty to allocate to all endpoints.

The next scalability concern may be the impact on the ad-
dress translation infrastructure – specifically, the vswitch/NIC
and SLBs used to translate PRDO addresses to internal pri-
vate addresses and to enforce permit lists. Fortunately, the
PRDO-only infrastructure does not increase the number or
complexity of vswitch/NIC lookup operations, as every packet
is translated to DIPs even today. Similarly, in considering the
impact on the SLB, we note that Invisinets does not change
the number of internal endpoints that need to be reachable
from endpoints outside the cloud provider (defined as semi-
private addresses in §3) since this depends on the tenant’s
workload requirements rather than the addressing architecture.
Today, the bindings and permit-list rules for these endpoints
are programmed in per-tenant VPNs/NATs while Invisinets
implements the same in the cloud provider’s SLB. Since
cloud SLBs [21, 54] are already designed for elastic horizon-

Figure 5: CPU utilization of QoS controller for different reporting
intervals over 5 experiments. The report collection (solid) is the
bottleneck over aggregation and reporting (dotted).

tal scaling, we do not anticipate any scaling challenges due to
semi-private addresses.
QoS Enforcer. Invisinets adds per-tenant, per-region QoS
controllers to a cloud provider’s infrastructure. We now bench-
mark the QoS components of our implementation to demon-
strate that these QoS controllers could reasonably scale in a
production setting. Our implementation consumes additional
network bandwidth for communication between the QoS con-
troller and enforcer modules. (The volume of tenant traffic
remains unchanged with only ToS fields modified to reflect
the class of traffic.) Using 32 traffic classes (chosen to be
expressive), we record a worst-case overhead of only 800
bytes per host in one reporting interval for one reservation.
For a VM with a 5 Gbps link, communication with the QoS
controller consumes less than 0.00001% of its link bandwidth
when reporting at 10 second intervals. At the QoS controller,
this overhead is n×800 bytes per interval where n is the num-
ber of VMs per tenant per region. Discussions with a major
cloud provider CP−X revealed that, for their deployments,
n is under 50,000 per region in the worst case, and O(10) on
average. Hence, for a 10 second reporting interval, the total
bandwidth consumed at the QoS controller is around 32Mbps
in the worst-case and far lower for average tenant sizes.

Next, we measure the CPU utilization at our QoS controller
for increasing numbers of reporting hosts, shown in Figure 5.
Our QoS controller is comprised of two main processes: a
gRPC [31] server to collect bandwidth reports and an aggre-
gation process to calculate the mapping and report back to
hosts. We run our QoS controller on a t3.small instance in
AWS with 2 vcpus, 2 GB of memory, and 5 Gbps bandwidth,
chosen to ensure that network capacity is not a bottleneck.
One hundred t2.small instances were used as hosts, with many
host processes per instance. As shown in the figure, stress-
ing our 2vCPU instance requires 1000s of reporting hosts.
We believe this is a reasonable expectation for region-scale
deployments since the average number of VMs per tenant
is O(10). Depending on the interval, with enough hosts, the
collection process cannot keep up with incoming reports at
which point the controller size (i.e., vcpus) can be scaled
as necessary. Scaling up to support a tenant with potentially
millions of hosts in one region would pose an additional chal-
lenge in aggregating bandwidth measurements; we leave that
challenge to future work.

Finally, we consider the total resource consumption due

490    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



to QoS controllers (across all tenants). In Azure, there are
roughly an average of 16,000 tenants in each region. Accord-
ingly, we expect the QoS enforcer to consume fewer than
1,600 cores in each region on average (since the total utiliza-
tion for 100 hosts and 5 s intervals is <10%).

Despite the additional packet-processing logic due to the
enforcer, no significant overheads are seen in processing host
traffic. We measured the latency and throughput of outbound
traffic from a host with the QoS enforcer enabled and disabled.
Neither metric demonstrated a noticeable overhead. Through-
put measurements using iperf [1] between two t2.medium
instances for 10 second flows produced an average of 64.9
Mbps across 100 flows with the rate limiting (though set to
allow many Gbps to not interfere) and 64.8 Mbps without.
Latency was tested with 200 pings to a remote host. With
the rate limiter enabled, the average was 0.46 ms (σ = 0.12)
while the average was 0.48 ms (σ = 0.258) without it.

Thus we conclude that Invisinets’s QoS infrastructure in-
troduces little overhead for cloud providers.

8 Limitations
We acknowledge that Invisinets may not satisfy infrastructure
requirements for all cloud tenants. Despite the layers of protec-
tion from the cloud provider, the tenant may deem public IPs
to be an unacceptable risk for their endpoints. While addresses
in Invisinets are default-off, this choice removes the layer of
isolation provided by virtual network private address spaces.
We note, however, that default-off semantics are present in
both Invisinets and today’s virtual network abstractions. Only
the placement of these parameters differ (e.g., endpoint permit
list vs. gateway rules). In addition, the workload may have
security requirements defined in terms of today’s network-
ing abstractions. Accordingly, we do not expect this interface
to appeal to all tenants and target specifically cloud-native
applications.

As mentioned in 5.4, our QoS API’s ability to simulate the
effects of a direct link is dependent on the level of connectivity
between the clouds. This assumption may be particularly
precarious in areas with smaller cloud footprints.

Since our primary goal with the Invisinets API was to sim-
plify the tenant interface, our evaluation is inherently limited.
Complexity is a multifaceted issue and cannot be completely
captured in any one metric. We proposed a variety of metrics
to evaluate simplicity as fairly as we could, though the values
are not necessarily exact.

9 Related Work
We build on the extensive literature on cloud and network
virtualization [20, 24, 53, 54, 60]. As mentioned in §5, most
of our API leaves this underlying architecture unchanged or
extends it in relatively straightforward ways.

Distributed rate limiting has also been extensively stud-
ied [37, 39, 56, 58, 64]; e.g., with work on optimizing end
host traffic shaping [58, 64]. Systems such as [39, 56] make

network-wide rate limiting decisions similarly to the model
we adopt, though [56] primarily seeks to limit traffic aggre-
gates rather than provide a minimum guarantee. Such guaran-
tees are provided by [40] with strategic resource placement
while [37] modifies the end host networking stack.

We take the large body of work in network verification
[14, 23, 26, 36, 38] as evidence of the overwhelming man-
agement complexity in networking. While verification has
focused more on datacenter environments, virtual networks
suffer similar complexity since they use similar abstractions.
Generally, compiling high-level network intents into low-level
device configs remains difficult and error prone [15].

This paper joins others in advocating a forward-looking
view of cloud networking though prior proposals focused
on performance guarantees [13, 50, 51] or declarative con-
trol [16] rather than the simplification we target. In [4], a
platform to unify cloud services is developed by creating
a substrate infrastructure across clouds. The vision in [61]
takes the extreme stance of proposing a unified interface for
all clouds. Invisinets can be viewed as an instantiation of their
vision for networking, though we focus less on unification
and instead hope that simpler APIs across clouds will result
in some homogenization over today’s highly-siloed APIs.

10 Conclusion
To simplify networking for cloud tenants, we proposed a
declarative and endpoint-centric API which takes L3 connec-
tivity as a given and removes the burden of deep networking
knowledge from tenant operators. We acknowledge that our
model may not initially meet the requirements of all tenants.
However, our proposed API can coexist with existing abstrac-
tions and, in fact, can provide a spectrum of simplicity where
deployments may include both today’s building blocks as
well as our proposed architecture. Our API requires consid-
eration of fewer network components and obviates the need
for network topologies to be constructed at all. Supporting
this simple API requires minimal infrastructural changes to
cloud datacenters and the new systems should be easily scaled.
We believe the Invisinets API for virtual networking follows
the evolution seen in cloud compute and storage from virtual
replicas of physical components to higher-level services.

References
[1] iperf. https://iperf.fr/.

[2] tcpping. http://www.vdberg.org/~richard/tcpp
ing.html.

[3] BPF Compiler Collection (BCC), 2022. https://gi
thub.com/iovisor/bcc.

[4] M. Alaluna, E. Vial, N. Neves, and F. M. V. Ramos. Se-
cure and dependable multi-cloud network virtualization.
In Proceedings of the 1st International Workshop on

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    491

https://iperf.fr/
http://www.vdberg.org/~richard/tcpping.html
http://www.vdberg.org/~richard/tcpping.html
https://github.com/iovisor/bcc
https://github.com/iovisor/bcc


Security and Dependability of Multi-Domain Infrastruc-
tures, XDOMO’17, New York, NY, USA, 2017. Associ-
ation for Computing Machinery.

[5] Alkira. Alkira, 2022. https://www.alkira.com/.

[6] Amazon Web Services. Amazon api gateway, 2022.
https://aws.amazon.com/api-gateway/.

[7] Amazon Web Services. Aws direct connect, 2022. ht
tps://aws.amazon.com/directconnect/.

[8] Amazon Web Services. Connect your vpc to other net-
works, 2022. https://docs.aws.amazon.com/vpc/
latest/userguide/extend-intro.html.

[9] Amazon Web Services. Vpcs and subnets, 2022. https:
//docs.aws.amazon.com/vpc/latest/userguide
/VPC_Subnets.html.

[10] Aurea. Cloudfix, 2022. https://cloudfix.com/.

[11] Aviatrix. Aviatrix multi-region high-availability cloud
network design. https://aviatrix.com/aviatrix-
multi-region-high-availability-cloud-netwo
rk-design/.

[12] Aviatrix. Aviatrix, 2022. https://aviatrix.com/.

[13] H. Ballani, P. Costa, T. Karagiannis, and A. Rowstron.
Towards predictable datacenter networks. In Proceed-
ings of the ACM SIGCOMM 2011 Conference, SIG-
COMM ’11, page 242–253, New York, NY, USA, 2011.
Association for Computing Machinery.

[14] R. Beckett, A. Gupta, R. Mahajan, and D. Walker. A
general approach to network configuration verification.
In Proceedings of the Conference of the ACM Special In-
terest Group on Data Communication, SIGCOMM ’17,
page 155–168, New York, NY, USA, 2017. Association
for Computing Machinery.

[15] R. Beckett, R. Mahajan, T. Millstein, J. Padhye, and
D. Walker. Don’t mind the gap: Bridging network-
wide objectives and device-level configurations: Brief
reflections on abstractions for network programming.
SIGCOMM Comput. Commun. Rev., 49(5):104–106, nov
2019.

[16] T. Benson, A. Akella, A. Shaikh, and S. Sahu. Cloud-
naas: A cloud networking platform for enterprise appli-
cations. In Proceedings of the 2nd ACM Symposium
on Cloud Computing, SOCC ’11, New York, NY, USA,
2011. Association for Computing Machinery.

[17] Cerba. Densify, 2022. https://www.densify.com/.

[18] CloudBolt Software. Cloudbolt cost security manage-
ment platform, 2021. https://www.cloudbolt.io/k
umolus/.

[19] CloudZero. Cloudzero, 2022. https://www.cloudz
ero.com/.

[20] M. Dalton, D. Schultz, J. Adriaens, A. Arefin, A. Gupta,
B. Fahs, D. Rubinstein, E. C. Zermeno, E. Rubow,
J. A. Docauer, J. Alpert, J. Ai, J. Olson, K. DeCa-
booter, M. de Kruijf, N. Hua, N. Lewis, N. Kasinadhuni,
R. Crepaldi, S. Krishnan, S. Venkata, Y. Richter, U. Naik,
and A. Vahdat. Andromeda: Performance, isolation, and
velocity at scale in cloud network virtualization. In 15th
USENIX Symposium on Networked Systems Design and
Implementation (NSDI 18), pages 373–387, Renton, WA,
Apr. 2018. USENIX Association.

[21] D. E. Eisenbud, C. Yi, C. Contavalli, C. Smith,
R. Kononov, E. Mann-Hielscher, A. Cilingiroglu,
B. Cheyney, W. Shang, and J. D. Hosein. Maglev: A
fast and reliable software network load balancer. In 13th
USENIX Symposium on Networked Systems Design and
Implementation (NSDI 16), pages 523–535, Santa Clara,
CA, Mar. 2016. USENIX Association.

[22] J. L. Eric Brewer. Application modernization and the
decoupling of infrastructure services and teams, 2019.
https://services.google.com/fh/files/blogs
/anthos_white_paper.pdf.

[23] S. K. Fayaz, T. Sharma, A. Fogel, R. Mahajan, T. Mill-
stein, V. Sekar, and G. Varghese. Efficient network reach-
ability analysis using a succinct control plane representa-
tion. In 12th USENIX Symposium on Operating Systems
Design and Implementation (OSDI 16), pages 217–232,
Savannah, GA, Nov. 2016. USENIX Association.

[24] A. D. Ferguson, S. Gribble, C.-Y. Hong, C. Killian,
W. Mohsin, H. Muehe, J. Ong, L. Poutievski, A. Singh,
L. Vicisano, R. Alimi, S. S. Chen, M. Conley, S. Mandal,
K. Nagaraj, K. N. Bollineni, A. Sabaa, S. Zhang, M. Zhu,
and A. Vahdat. Orion: Google’s Software-Defined net-
working control plane. In 18th USENIX Symposium on
Networked Systems Design and Implementation (NSDI
21), pages 83–98. USENIX Association, Apr. 2021.

[25] D. Firestone. Vfp: A virtual switch platform for host
sdn in the public cloud. In USENIX Symposium on
Networked Systems Design and Implementation (NSDI)
2017, March 2017.

[26] A. Fogel, S. Fung, L. Pedrosa, M. Walraed-Sullivan,
R. Govindan, R. Mahajan, and T. Millstein. A general
approach to network configuration analysis. In 12th
USENIX Symposium on Networked Systems Design and
Implementation (NSDI 15), pages 469–483, Oakland,
CA, May 2015. USENIX Association.

[27] Google. cloud.json, 2022. https://www.gstatic.co
m/ipranges/cloud.json.

492    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association

https://www.alkira.com/
https://aws.amazon.com/api-gateway/
https://aws.amazon.com/directconnect/
https://aws.amazon.com/directconnect/
https://docs.aws.amazon.com/vpc/latest/userguide/extend-intro.html
https://docs.aws.amazon.com/vpc/latest/userguide/extend-intro.html
https://docs.aws.amazon.com/vpc/latest/userguide/VPC_Subnets.html
https://docs.aws.amazon.com/vpc/latest/userguide/VPC_Subnets.html
https://docs.aws.amazon.com/vpc/latest/userguide/VPC_Subnets.html
https://cloudfix.com/
https://aviatrix.com/aviatrix-multi-region-high-availability-cloud-network-design/
https://aviatrix.com/aviatrix-multi-region-high-availability-cloud-network-design/
https://aviatrix.com/aviatrix-multi-region-high-availability-cloud-network-design/
https://aviatrix.com/
https://www.densify.com/
https://www.cloudbolt.io/kumolus/
https://www.cloudbolt.io/kumolus/
https://www.cloudzero.com/
https://www.cloudzero.com/
https://services.google.com/fh/files/blogs/anthos_white_paper.pdf
https://services.google.com/fh/files/blogs/anthos_white_paper.pdf
https://www.gstatic.com/ipranges/cloud.json
https://www.gstatic.com/ipranges/cloud.json


[28] Google. Dedicated interconnect overview, 2022. https:
//cloud.google.com/network-connectivity/do
cs/interconnect/concepts/dedicated-overvie
w.

[29] Google. Load balancer overview, 2022. https://clou
d.google.com/anthos/clusters/docs/multi-cl
oud/aws/how-to/load-balancers.

[30] Google. Secure and encrypted communication between
anthos clusters using anthos service mesh, 2022. https:
//cloud.google.com/architecture/encrypt-se
cure-communication-between-multiple-anthos
-clusters-concept.

[31] gRPC Authors. gRPC, 2022. https://grpc.io/.

[32] Hashicorp. Terraform, 2022. https://www.terrafor
m.io/.

[33] Istio Authors. Vpn connectivity, 2019. https://isti
o.io/v1.1/docs/setup/kubernetes/install/mu
lticluster/vpn/.

[34] S. Jain, A. Kumar, S. Mandal, J. Ong, L. Poutievski,
A. Singh, S. Venkata, J. Wanderer, J. Zhou, M. Zhu,
J. Zolla, U. Hölzle, S. Stuart, and A. Vahdat. B4: Experi-
ence with a globally-deployed software defined wan. In
Proceedings of the ACM SIGCOMM 2013 Conference
on SIGCOMM, SIGCOMM ’13, page 3–14, New York,
NY, USA, 2013. Association for Computing Machinery.

[35] S. Janardhan. Update about the october 4th outage, oct
2021. https://engineering.fb.com/2021/10/04/
networking-traffic/outage/.

[36] K. Jayaraman, N. Bjørner, J. Padhye, A. Agrawal,
A. Bhargava, P.-A. C. Bissonnette, S. Foster, A. Hel-
wer, M. Kasten, I. Lee, A. Namdhari, H. Niaz, A. Parkhi,
H. Pinnamraju, A. Power, N. M. Raje, and P. Sharma.
Validating datacenters at scale. In Proceedings of the
ACM Special Interest Group on Data Communication,
SIGCOMM ’19, page 200–213, New York, NY, USA,
2019. Association for Computing Machinery.

[37] V. Jeyakumar, M. Alizadeh, D. Mazières, B. Prabhakar,
A. Greenberg, and C. Kim. EyeQ: Practical network
performance isolation at the edge. In 10th USENIX
Symposium on Networked Systems Design and Imple-
mentation (NSDI 13), pages 297–311, Lombard, IL, Apr.
2013. USENIX Association.

[38] P. Kazemian, G. Varghese, and N. McKeown. Header
space analysis: Static checking for networks. In 9th
USENIX Symposium on Networked Systems Design and
Implementation (NSDI 12), pages 113–126, San Jose,
CA, Apr. 2012. USENIX Association.

[39] A. Kumar, S. Jain, U. Naik, A. Raghuraman, N. Kasi-
nadhuni, E. C. Zermeno, C. S. Gunn, J. Ai, B. Carlin,
M. Amarandei-Stavila, M. Robin, A. Siganporia, S. Stu-
art, and A. Vahdat. Bwe: Flexible, hierarchical band-
width allocation for wan distributed computing. In Pro-
ceedings of the 2015 ACM Conference on Special In-
terest Group on Data Communication, SIGCOMM ’15,
page 1–14, New York, NY, USA, 2015. Association for
Computing Machinery.

[40] J. Lee, Y. Turner, M. Lee, L. Popa, S. Banerjee, J.-M.
Kang, and P. Sharma. Application-driven bandwidth
guarantees in datacenters. In Proceedings of the 2014
ACM Conference on SIGCOMM, SIGCOMM ’14, page
467–478, New York, NY, USA, 2014. Association for
Computing Machinery.

[41] S. McClure, S. Ratnasamy, D. Bansal, and J. Padhye.
Rethinking networking abstractions for cloud tenants. In
Proceedings of the Workshop on Hot Topics in Operating
Systems, HotOS ’21, page 41–48, New York, NY, USA,
2021. Association for Computing Machinery.

[42] Microsoft. Virtual network peering. https://learn.
microsoft.com/en-us/azure/virtual-network/
virtual-network-peering-overview, year = 2022,
lastaccessed = March 2, 2023.

[43] Microsoft. Overview of load-balancing options in azure,
2021. https://docs.microsoft.com/en-us/azu
re/architecture/guide/technology-choices/l
oad-balancing-overview.

[44] Microsoft. What is azure expressroute?, 2021. https:
//docs.microsoft.com/en-us/azure/expressro
ute/expressroute-introduction.

[45] Microsoft. Azure ddos protection standard overview,
2022. https://docs.microsoft.com/en-us/azure
/ddos-protection/ddos-protection-overview.

[46] Microsoft. Azure ip ranges and service tags – public
cloud, 2022. https://www.microsoft.com/en-us/
download/details.aspx?id=56519.

[47] Microsoft. Private link, 2022. https://azure.micr
osoft.com/en-us/products/private-link/.

[48] Microsoft. Virtual network service tags, 2022. https:
//docs.microsoft.com/en-us/azure/virtual-n
etwork/service-tags-overview.

[49] Microsoft. What is vpn gateway?, 2022. https://do
cs.microsoft.com/en-us/azure/vpn-gateway/v
pn-gateway-about-vpngateways.

[50] J. C. Mogul and L. Popa. What we talk about when
we talk about cloud network performance. SIGCOMM
Comput. Commun. Rev., 42(5):44–48, sep 2012.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    493

https://cloud.google.com/network-connectivity/docs/interconnect/concepts/dedicated-overview
https://cloud.google.com/network-connectivity/docs/interconnect/concepts/dedicated-overview
https://cloud.google.com/network-connectivity/docs/interconnect/concepts/dedicated-overview
https://cloud.google.com/network-connectivity/docs/interconnect/concepts/dedicated-overview
https://cloud.google.com/anthos/clusters/docs/multi-cloud/aws/how-to/load-balancers
https://cloud.google.com/anthos/clusters/docs/multi-cloud/aws/how-to/load-balancers
https://cloud.google.com/anthos/clusters/docs/multi-cloud/aws/how-to/load-balancers
https://cloud.google.com/architecture/encrypt-secure-communication-between-multiple-anthos-clusters-concept
https://cloud.google.com/architecture/encrypt-secure-communication-between-multiple-anthos-clusters-concept
https://cloud.google.com/architecture/encrypt-secure-communication-between-multiple-anthos-clusters-concept
https://cloud.google.com/architecture/encrypt-secure-communication-between-multiple-anthos-clusters-concept
https://grpc.io/
https://www.terraform.io/
https://www.terraform.io/
https://istio.io/v1.1/docs/setup/kubernetes/install/multicluster/vpn/
https://istio.io/v1.1/docs/setup/kubernetes/install/multicluster/vpn/
https://istio.io/v1.1/docs/setup/kubernetes/install/multicluster/vpn/
https://engineering.fb.com/2021/10/04/networking-traffic/outage/
https://engineering.fb.com/2021/10/04/networking-traffic/outage/
https://learn.microsoft.com/en-us/azure/virtual-network/virtual-network-peering-overview
https://learn.microsoft.com/en-us/azure/virtual-network/virtual-network-peering-overview
https://learn.microsoft.com/en-us/azure/virtual-network/virtual-network-peering-overview
https://docs.microsoft.com/en-us/azure/architecture/guide/technology-choices/load-balancing-overview
https://docs.microsoft.com/en-us/azure/architecture/guide/technology-choices/load-balancing-overview
https://docs.microsoft.com/en-us/azure/architecture/guide/technology-choices/load-balancing-overview
https://docs.microsoft.com/en-us/azure/expressroute/expressroute-introduction
https://docs.microsoft.com/en-us/azure/expressroute/expressroute-introduction
https://docs.microsoft.com/en-us/azure/expressroute/expressroute-introduction
https://docs.microsoft.com/en-us/azure/ddos-protection/ddos-protection-overview
https://docs.microsoft.com/en-us/azure/ddos-protection/ddos-protection-overview
https://www.microsoft.com/en-us/download/details.aspx?id=56519
https://www.microsoft.com/en-us/download/details.aspx?id=56519
https://azure.microsoft.com/en-us/products/private-link/
https://azure.microsoft.com/en-us/products/private-link/
https://docs.microsoft.com/en-us/azure/virtual-network/service-tags-overview
https://docs.microsoft.com/en-us/azure/virtual-network/service-tags-overview
https://docs.microsoft.com/en-us/azure/virtual-network/service-tags-overview
https://docs.microsoft.com/en-us/azure/vpn-gateway/vpn-gateway-about-vpngateways
https://docs.microsoft.com/en-us/azure/vpn-gateway/vpn-gateway-about-vpngateways
https://docs.microsoft.com/en-us/azure/vpn-gateway/vpn-gateway-about-vpngateways


[51] J. C. Mogul and J. Wilkes. Nines are not enough: Mean-
ingful metrics for clouds. In Proceedings of the Work-
shop on Hot Topics in Operating Systems, HotOS ’19,
page 136–141, New York, NY, USA, 2019. Association
for Computing Machinery.

[52] Palo Alto Networks. Palo alto networks, 2022. https:
//www.paloaltonetworks.com/.

[53] P. Patel, D. Bansal, L. Yuan, A. Murthy, A. Greenberg,
D. A. Maltz, R. Kern, H. Kumar, M. Zikos, H. Wu,
C. Kim, and N. Karri. Ananta: Cloud scale load balanc-
ing. In Proceedings of the ACM SIGCOMM 2013 Con-
ference on SIGCOMM, SIGCOMM ’13, page 207–218,
New York, NY, USA, 2013. Association for Computing
Machinery.

[54] P. Patel, D. Bansal, L. Yuan, A. Murthy, A. Greenberg,
D. A. Maltz, R. Kern, H. Kumar, M. Zikos, H. Wu,
C. Kim, and N. Karri. Ananta: Cloud scale load balanc-
ing. 43(4):207–218, aug 2013.

[55] PCI Security Standards Council. Pci security standards
council, 2022. https://www.pcisecuritystandar
ds.org/.

[56] B. Raghavan, K. Vishwanath, S. Ramabhadran,
K. Yocum, and A. C. Snoeren. Cloud control with
distributed rate limiting. In Proceedings of the 2007
Conference on Applications, Technologies, Architec-
tures, and Protocols for Computer Communications,
SIGCOMM ’07, page 337–348, New York, NY, USA,
2007. Association for Computing Machinery.

[57] D. Ramel. Research brief summarizes trends in multi-
cloud deployments, October 2019. https://virtua
lizationreview.com/articles/2019/10/21/clo
ud-trends.aspx.

[58] A. Saeed, N. Dukkipati, V. Valancius, T. Lam, C. Con-
tavalli, and A. Vahdat. Carousel: Scalable traffic shaping
at end-hosts. In ACM SIGCOMM 2017, 2017.

[59] A. W. Services. Tagging aws resources, 2022. https:
//docs.aws.amazon.com/general/latest/gr/aw
s_tagging.html.

[60] A. Singh, J. Ong, A. Agarwal, G. Anderson, A. Armis-
tead, R. Bannon, S. Boving, G. Desai, B. Felderman,
P. Germano, A. Kanagala, H. Liu, J. Provost, J. Sim-
mons, E. Tanda, J. Wanderer, U. Hölzle, S. Stuart, and
A. Vahdat. Jupiter rising: A decade of clos topologies
and centralized control in google’s datacenter network.
Commun. ACM, 59(9):88–97, aug 2016.

[61] I. Stoica and S. Shenker. From cloud computing to sky
computing. In Proceedings of the Workshop on Hot
Topics in Operating Systems, HotOS ’21, page 26–32,

New York, NY, USA, 2021. Association for Computing
Machinery.

[62] Strickx, Tom and Hartman, Jeremy. Cloudflare outage
on june 21, 2022, jun 2022. https://blog.cloudfl
are.com/cloudflare-outage-on-june-21-2022/.

[63] The Kubernetes Authors. Ingress controllers, 2021. ht
tps://kubernetes.io/docs/concepts/services
-networking/ingress-controllers/.

[64] K. To, D. Firestone, G. Varghese, and J. Padhye. Mea-
surement based fair queuing for allocating bandwidth to
virtual machines. In Proceedings of the 2016 Workshop
on Hot Topics in Middleboxes and Network Function Vir-
tualization, HotMIddlebox ’16, page 14–19, New York,
NY, USA, 2016. Association for Computing Machinery.

[65] U.S. Department of Health and Human Services Office
for Civil Rights. Hipaa administrative simplification,
March 2013.

[66] Virtana. Virtana, 2022. https://www.virtana.com/.

[67] VMWare. Multi cloud operations: Visibility & control,
2022. https://www.vmware.com/cloud-solutio
ns/multi-cloud-ops.html.

[68] Volterra. Volterra, 2022. https://www.volterra.i
o/.

494    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association

https://www.paloaltonetworks.com/
https://www.paloaltonetworks.com/
https://www.pcisecuritystandards.org/
https://www.pcisecuritystandards.org/
https://virtualizationreview.com/articles/2019/10/21/cloud-trends.aspx
https://virtualizationreview.com/articles/2019/10/21/cloud-trends.aspx
https://virtualizationreview.com/articles/2019/10/21/cloud-trends.aspx
https://docs.aws.amazon.com/general/latest/gr/aws_tagging.html
https://docs.aws.amazon.com/general/latest/gr/aws_tagging.html
https://docs.aws.amazon.com/general/latest/gr/aws_tagging.html
https://blog.cloudflare.com/cloudflare-outage-on-june-21-2022/
https://blog.cloudflare.com/cloudflare-outage-on-june-21-2022/
https://kubernetes.io/docs/concepts/services-networking/ingress-controllers/
https://kubernetes.io/docs/concepts/services-networking/ingress-controllers/
https://kubernetes.io/docs/concepts/services-networking/ingress-controllers/
https://www.virtana.com/
https://www.vmware.com/cloud-solutions/multi-cloud-ops.html
https://www.vmware.com/cloud-solutions/multi-cloud-ops.html
https://www.volterra.io/
https://www.volterra.io/


Appendix
11 Benefits of dedicated links.
Further, we conducted a small experiment to determine the
benefit of these dedicated links. We provisioned an Express-
Route from Azure in Northern California to a colocation fa-
cility in Silicon Valley and connected it to Direct Connect to
AWS in Northern California. A diagram is shown in Figure 6.
Both dedicated links were 50Mpbs and the virtual router in the
colocation facility can handle up to 500Mbps. In parallel to
this dedicated connection between clouds, we connected two
hosts in each deployment via the public Internet. We collected
throughput measurements using iperf [1] every 5 minutes for
a week and performed tcppings [2] every minute. We found
that at these low bandwidths, the primary performance benefit
is consistent throughput (see summary in Table 6). Notably,
the latency can even be worse across these dedicated links,
though not significantly so considering the variability.

Figure 6: Direct link measurement setup.

Client Cloud Direct Link? Measurement Mean Std. Dev.
AWS Yes Throughput 51 Mbps 0.23 Mbps
AWS No Throughput 169 Mbps 85 Mbps
Azure Yes Throughput 50 Mbps 1.4 Mbps
Azure No Throughput 117 Mbps 80 Mbps
AWS Yes Latency 4.89 ms 1.74 ms
AWS No Latency 3.38 ms 1.73 ms
Azure Yes Latency 12.53 ms 9.36 ms
Azure No Latency 7.45 ms 4.39 ms

Table 6: Summary of direct link measurements.

12 QoS Controller
More formally, the job of a QoS controller is as follows. Each
tenant, t, can have n classes of traffic, decreasing in priority:
C1, C2 . . . Traffic in these classes must be mapped to the
cloud provider best-effort and dedicated classes B and D. The
tenant reserves some dedicated egress bandwidth, rt . To map
the classes, each host x reports xt

i , the bandwidth tenant t
consumed in class Ci every interval of k seconds to the per-
tenant controller. Every interval, the controller calculates the
total bandwidth for each class, Ci. Starting with the highest
priority class, C1, the controller adds xt

i to the running total
dedicated bandwidth, xD, and maps the class to the dedicated
cloud provider class, D. When xD > rt , the controller maps the
current class Cs to a split class, S. All subsequent classes C j>s
are mapped to B. The fraction of the bandwidth used by Ci
which would fit into the reserved bandwidth fs = (xD−rt)/Cs
is calculated as well. The controller sends fs and Cs to all hosts
that reported in the previous interval.

The (enforcement module at) hosts then install the cal-
culated mapping between tenant and cloud provider classes.
Traffic belonging to Ci <Cs is simply marked as reserved (D)
while traffic in Ci >Cs is marked as best-effort (B). For traffic
belonging to Cs, the host calculates the maximum allowed
dedicated bandwidth in the split class bd = fs · xt

i . This value
is used for per-flow admission to D for traffic in Cs. When
a new flow in Cs arrives, a timestamp is recorded. After m
time has passed, the flow is eligible for promotion to D. Its
bandwidth over the last m seconds, b f low, is compared against
bd . If b f low < bd the flow is mapped to D and bd is updated
(bd = bd − b f low), otherwise the flow is mapped to B. This
evaluation is performed every m seconds for each flow in
Cs which has not been admitted to D. Accordingly, this pro-
cess requires per-flow state, though only proportional to the
number of flows in Cs during a single reporting interval.

13 Case Study 1 Code
In Figure 7 is an excerpt of the code required to implement
Case Study 1 using first-party cloud APIs.

Figure 7: Excerpt of the code necessary to setup the Azure side of
Case Study 1.
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14 Terraform Example
Below is a code snippet from one of our scraped Terraform
files.

Figure 8: Code snippet from a scraped Terraform file.
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Abstract
DNN models across many domains continue to grow in size,

resulting in high resource requirements for effective training,
and unpalatable (and often unaffordable) costs for organi-
zations and research labs across scales. This paper aims to
significantly reduce training costs with effective use of pre-
emptible instances, i.e., those that can be obtained at a much
cheaper price while idle, but may be preempted whenever
requested by priority users. Doing so, however, requires new
forms of resiliency and efficiency to cope with the possibility
of frequent preemptions – a failure model that is drastically
different from the occasional failures in normal cluster set-
tings that existing checkpointing techniques target.

We present Bamboo, a distributed system that tackles these
challenges by introducing redundant computations into the
training pipeline, i.e., whereby one node performs compu-
tations over not only its own layers but also over some lay-
ers in its neighbor. Our key insight is that training large
models often requires pipeline parallelism where “pipeline
bubbles” naturally exist. Bamboo carefully fills redundant
computations into these bubbles, providing resilience at a low
cost. Across a variety of widely used DNN models, Bamboo
outperforms traditional checkpointing by 3.7× in training
throughput, and reduces costs by 2.4× compared to a setting
where on-demand instances are used.

1 Introduction
DNNs are becoming progressively larger to deliver improved
predictive performance across a variety of tasks, including
computer vision and natural language processing. For in-
stance, recent language models such as BERT [66] and GPT
[50] already have a massive number of parameters, and their
newer variants continue to grow at a rapid pace. For example,
BERT-large has 340 million parameters, GPT-2 has 1.5 bil-
lion, and GPT-3 increases to 175 billion; the next generation
of models embed upwards of trillions of parameters [17].

Of course, model growth also entails larger training costs.
For instance, GPT-3 consumes several thousand petaflop/s-
days, costing over $12 million to train on a public cloud
(needing hundreds of GPU servers) [6]. Unfortunately, such
costs are prohibitive for small organizations. Even for large
tech firms, training today’s models incurs an exceedingly
high monetary cost that eventually gets billed to the training

♣ Contributed equally.

department. While pretrained models may be reused and fine-
tuned for different applications, training new models is often
required to keep pace with changing or emerging workloads
and datasets.

Although there exists a body of work on improving the
training of large models [38, 39, 26, 9, 7, 11, 12, 18, 54, 53,
64, 72, 24, 28, 31], existing techniques focus primarily on
scalability and efficiency, with monetary costs often being
neglected. However, when affordability and accessibility are
considered, resource usage becomes a key concern and none
of these techniques were targeted at improving cost-efficiency
(e.g., performance-per-dollar) for training.
Preemptible Instances. This paper explores the possibil-
ity of using preemptible instances—a popular class of cheap
cloud resources—to reduce the cost of training large models.
There are several kinds of preemptible instances. For exam-
ple, major public clouds provide spot instances with a price
much cheaper than on-demand instances—e.g., the hourly
rate of a GPU-based spot instance is only ∼30% of that for
its on-demand counterpart on Amazon EC2 [3]. As another
example, large datacenters often maintain certain amounts of
compute resources that can be allocated for any non-urgent
tasks but will be preempted as urgent tasks arise [41, 5]. Simi-
larly, recent ML systems [27, 69, 4] allow training jobs to use
inference-dedicated machines to fully utilize GPU resources
but preempts those machines when high-priority inference
jobs arrive. The presentation of this paper focuses on spot
instances, but we note that our techniques are generally appli-
cable to any type of preemptible resources.

Despite their substantial cost benefits, preemptible in-
stances pose major challenges in reliability and efficiency
due the frequent and unpredictable nature of their preemp-
tions. When and how many instances get preempted depends
primarily on the number of priority jobs/users in a cluster. In
a public spot market, preemption can also result from the mar-
ket price exceeding the user’s bid price. While price-based
preemption can be avoided via a high bid price (e.g., the
on-demand price), capacity-based preemption is unavoidable.
Preemption patterns vary drastically across clouds and even
across families/zones on the same cloud (§3).

Given the unpredictable nature of spot instances, users can
often only run short, stateless jobs and simply restart these
jobs if they get preempted. Model training, on the contrary,
is stateful and time-consuming. Discarding the state (e.g.,
learned weights) upon each instance preemption not only
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wastes computation but also prevents training from making
progress. Checkpointing-based techniques can reduce wasted
computation to a degree, but still spend a significant fraction
of the training time (e.g., 77% when training GPT-2 with 64
EC2 spot instances, see §3) on restarting and redoing prior
work in the presence of frequent preemptions [20, 21]—a
largely different scenario compared to conventional clusters
where failures are rare.
Bamboo. This paper presents Bamboo, a distributed system
that provides resilience and efficiency for DNN training over
preemptible instances. Bamboo supports both pipeline par-
allelism and (pure) data parallelism with the same approach.
Since pipeline parallelism is a more complex and general ap-
proach (for training large models), our discussion focuses on
pipeline parallelism; we briefly discuss our support for pure
data parallelism in §B. Bamboo currently does not support
model parallelism.
Redundant Computation. Key to the success of Bamboo
is a set of novel techniques centered around redundant com-
putation (RC), inspired by how disk redundancies such as
RAID [45] provide resilience in the presence of disk fail-
ures. A training system that uses pipeline parallelism runs a
set of data-parallel pipelines, each training on a partition of
the dataset. Each node1 in a data-parallel pipeline performs
(forward and backward) computations over a shard of NN
layers with a microbatch of data items [24]. Bamboo lets
each node in each data-parallel pipeline carry its own shard
of layers as well as its successor’s shard. Each node performs
normal computation over its own layers and redundant com-
putation over its successor’s layers. The reason why we use a
neighbor node (as opposed to a random node) to run RC is
to exploit data locality in pipeline parallelism (see §5). Upon
a node preemption, its predecessor has all the information
(e.g., layers, activations) needed for the training to progress;
continuing training requires running a failover schedule on
the predecessor node without wasting prior computations.

At first glance, running RC on every node appears infea-
sible due to concerns with both time and memory. Bamboo
overcomes these challenges by taking into account pipeline
characteristics to carefully reduce/hide these overheads.

First, to minimize the time overhead from RC, Bamboo
leverages a key insight that bubbles [24, 51] inherently exist in
systems using synchronous pipeline parallelism (§2). Bubbles
are idle times on each node due to the gaps between the
forward and backward processing of microbatches (Figure 1).
Bamboo schedules the forward redundant computation (FRC)
on each node asynchronously into the bubble. FRC entails
a node doing the forward pass over its successor’s layers
using the output of its own active layers and is the main
way Bamboo achieves redundancy. For the part of FRC that
cannot fit into the bubble, Bamboo overlaps it with the normal
computation. As a result, FRC incurs a tolerable overhead

1In this paper, “instance” and “node” both refer to a spot instance.

(i.e., no extra communication is needed due to locality, and
it can overlap with normal computation), and hence Bamboo
performs it eagerly in each epoch. If a node is preempted
during a forward pass, the pipeline continues after a node
rerouting step whose overhead is negligible.

In addition to FRC, the system must find a way to gen-
erate the redundant version of the intermediate data related
to backwards passes for the successor node. This can be ac-
complished by using the backward redundant computation
(BRC), or a backwards pass over the node’s redundant lay-
ers (its successor’s layers). Unfortunately, for BRC, such
a corresponding bubble does not exist. Eager BRC would
require much extra work and data-dense communication on
the critical path, which could delay training significantly (§5).
As such, Bamboo runs BRC lazily only when a preemption
actually occurs. If a node is preempted in a backward pass,
continuing the pipeline requires a pause for the node’s pre-
decessor to perform BRC to restore the lost state. However,
since FRC is performed eagerly, when BRC runs, much of
what it needs is already in memory, keeping pauses short.

Second, performing RC increases each node’s GPU mem-
ory usage. Note that the major source of the memory overhead
is storing intermediate results (activations and optimizer state)
from FRC, not the redundant layers, which take only little
extra memory. To mitigate the memory issue, we leverage
Bamboo’s unique way of performing RC described above.
Note that the purpose of saving intermediate results of a
forward pass is that these results are used by its backward
computation. However, in Bamboo, BRC is performed lazily
upon preemptions and the intermediate results of FRC are
thus not needed in normal backward passes. Hence, Bamboo
swaps out the intermediate results of each node’s FRC into
the node’s CPU memory, leading to substantial reduction in
GPU memory usage. These results are swapped back into
GPU memory for BRC only upon preemptions.

Bamboo continues normal training with the help of RC in
the presence of non-consecutive preemptions, i.e., preempted
instances are not neighbors in the same data-parallel pipeline.
Once consecutive instances are preempted, RC can no longer
provide resilience. More redundancies could be added to
provide stronger resilience, but this would incur (compute
and communication) overheads that are too significant to hide.
Instead, based on our empirical observation that most con-
current preemptions come from the same allocation group
(e.g., a zone), Bamboo takes care to ensure that consecutive
nodes in each pipeline come from different zones, minimiz-
ing the chance of consecutive preemptions at a small (<5%)
overhead (see §6.5).
Results. We built Bamboo atop DeepSpeed [51] and eval-
uated it by training 6 representative DNN models using
EC2 spot clusters comprised of p3 instances. Compared
to a baseline using on-demand instances, Bamboo delivers
a 3.6× cost reduction. Bamboo also outperforms a check-
pointing approach by 3.7×. We developed a simulation
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(a) Pipeline parallelism (b) GPipe scheduling (c) PipeDream scheduling
Figure 1: Illustration of pipeline parallelism on a 4-node cluster: (a) the model is divided into 4 shards, each with 2 layers; (b)
and (c) show the scheduling of two recent systems GPipe [24] and PipeDream [38].

framework that takes preemption traces from real spot clus-
ters and training parameters to simulate how training pro-
gresses with larger numbers of nodes. A deep-dive with
BERT across a wide range of preemption probabilities shows
that the value (i.e., performance-per-dollar) Bamboo pro-
vides stays constant and is much higher (2.48×) than that
of on-demand instances. Bamboo is publicly available at
https://github.com/uclasystem/bamboo.

2 Background

This section discusses necessary background for parallelism
strategies. Data parallelism keeps a replica of an entire DNN
on each device, which processes a subset of training sam-
ples and iteratively synchronizes model parameters with other
devices. This strategy is often used with models that can
fit entirely within a single GPU and used to both increase
throughput or expand to batch sizes that cannot fit within a
single GPU. Data parallelism can be combined with pipeline
and/or model parallelism to train large models that do not fit
on a single device. Model parallelism [13] partitions model
operators across training devices. For example, the weights
for a single matrix multiplication may reside across two sep-
arate GPUs, each performing a part of the full computation
and then combining the results. This technique allows the
model to expand beyond a single GPU by reducing the mem-
ory requirements of each operator. However, efficient model
parallelism algorithms are extremely hard to design, requir-
ing difficult choices among scaling capacity, flexibility, and
training efficiency. As such, model-parallel algorithms are
often architecture- and task-specific.

Pipeline parallelism [38, 24, 71] has gained much traction
recently due to its flexibility and applicability to a variety of
neural networks. Pipeline parallelism divides a model at the
granularity of layers and assigns a shard of layers to each
device. Figure 1(a) shows an example where the model is
partitioned into four shards and each worker hosts one shard
(with two layers). Each worker defines a computation stage
and the number of stages is referred to as the pipeline depth
(e.g., 4 in the example). One worker only communicates with
nodes holding its previous stage or next stage. Each input
batch is further divided into microbatches. In each iteration,
each microbatch goes through all stages in a forward pass
and then returns in an opposite direction in a backward pass.
There are often multiple microbatches residing in the pipeline

and different nodes can process different microbatches in
parallel to improve utilization.

A key challenge in efficient pipeline parallelism is how
to schedule microbatches. GPipe [24] schedules forward
passes of all microbatches before any backward pass, as
shown in Figure 1(b) where each node processes four mi-
crobatches. This approach leaves a "bubble" (i.e., white cells)
in the middle of the pipeline, leading to inefficient use of
compute devices. PipeDream [38] proposes the one-forward-
one-backward (1F1B) schedule to interleave the backward
and forward passes, as shown in Figure 1(c). 1F1B can reduce
the bubble size and the peak memory usage.

However, even with carefully-designed schedules, the
pipeline bubble is still hard to eliminate. A fundamental
reason is that it is extremely difficult to find the optimal
layer partitioning to have each stage processed at the same
rate. There exists a body of algorithms proposed recently
to optimize layer partitioning and most of them are model-
and hardware-specific [38, 16]. These algorithms are often
time-consuming for large models, unsuitable for preemptible
instances where the number of nodes keeps changing [2].

PipeDream [38] proposes asynchronous pipelining to elimi-
nate the bubble—a node is allowed to work with stale weights
to reduce the wait time. However, asynchronous microbatch-
ing introduces uncertainty in model convergence. In general,
the effectiveness of synchronous v.s. asynchronous training
is still open to debate. Furthermore, asynchronous training
introduces inconsistencies in model state, which can create
a more significant convergence issue when training occurs
on preemptible instances, due to the need of frequent recon-
figurations. For example, under synchronous microbatching,
a reconfiguration can be performed at the end of each opti-
mizer step (i.e., parameter update), and hence the reconfigured
pipelines can start with the up-to-date parameters. This is
impossible to do under asynchronous microbatching.

As a result, we built Bamboo atop synchronous micro-
batching where model state is always consistent. Instead of
attempting to reduce the bubble, we explore an orthogonal
direction—how to leverage the bubble to run RC efficiently.

3 Motivation
This section motivates Bamboo from two aspects: (1) high
preemption rates and unpredictability of spot instances, and
(2) high performance overheads of strawman approaches.
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(a) P3 @ EC2 (b) G4dn @ EC2

(c) n1-standard-8 @ GCP (d) a2-highgpu-1g @ GCP

Figure 2: Preemptions traces for a target cluster of size 64
instances on EC2 and 80 instances on GCP. Each graph shows
a full-day trace for a GPU family in a cloud.

Preemptions of Spot Instances. We first studied failure
models with spot instances on major public clouds. Figure 2
shows a set of real preemption traces collected from running
spot instances in two public clouds: Amazon EC2 and Google
Cloud Platform (GCP). For EC2, we used two GPU families:
P3 (NVIDIA V100 GPUs with 32GB of memory) and G4dn
(NVIDIA T4 GPUs with 16GB of memory). For GCP, we
used n1-standard-8 (NVIDIA V100 GPUs with 16GB
GRAM) and a2-highgpu-1g (NVIDIA A100 GPUs with
40GB GRAM). For each family, we collected traces for a
24-hour window. In each experiment, we used an autoscal-
ing group to maintain a cluster of 64 with an exception of
us-east1-c in GCP, whose cluster size is 80. The autoscal-
ing group, provided by each cloud, automatically allocates
new instances upon preemptions to maintain the size (though
without any guarantee).

From both families, node preemptions and additions are
frequent and bulky (i.e., many nodes get preempted at each
time). This can make a checkpointing-based approach restart
many times in a short window of time, leading to large in-
efficiencies (discussed shortly). Furthermore, both preemp-
tions and allocations are unpredictable. While the autoscaling
group attempts to allocate new nodes to maintain the user-
specified size, allocations are committed incrementally; new
allocations are mixed with preemptions of existing instances,
making the spot cluster an extremely dynamic environment.

To understand the nature of the nodes that are preempted at
the same time, we carefully analyzed two 24-hour preemption
traces collected respectively from EC2 and GCP. For the EC2
trace, preemptions occur at 127 distinct timestamps, each of
which see many preempted nodes. Of these 127 timestamps,
only 7 see preemptions from multiple zones; at each of the
remaining 120 timestamps, all nodes preempted come from

Figure 3: Training GPT-2 using checkpointing/restart with
an autoscaling group of 64 P3 spot instances. Each color rep-
resents time spent in a distinct state,including Blue: training
actively made progress; Orange: the cluster made progress
that was then wasted; and Red: cluster restarting.

the same zone. A similar observation was made on the GCP
trace (12 out of 328 timestamps see cross-zone preemptions).
These results confirmed the observations made by existing
works [21, 20]: preemptions tend to be independent based on
each individual spot market and each availability zone has a
different and independent spot market—this is because each
availability zone maintains capacity separately and therefore
capacity preemptions in one zone are not associated with
capacity preemptions in another.

These observations motivate our design—even with 1-node
redundancies, Bamboo can recover from a majority of pre-
emptions if consecutive nodes are not preempted at the same
time; we maximize this possibility with a best-effort approach
that makes consecutive nodes in each pipeline come from dif-
ferent zones. Although this may increase communication
costs, it does not lead to visible performance impacts for
Bamboo because Bamboo only sends (small amounts of) acti-
vations data between nodes.
Strawman #1: Checkpointing. We next show why a tech-
nique based on checkpointing and restarting does not work.
We developed a new checkpointing system on top of Deep-
Speed [51], providing checkpointing and restarting functional-
ities similar to TorchElastic [47] and Varuna [2]. We modified
DeepSpeed to checkpoint continuously and asynchronously.
In particular, each worker moves a copy of any relevant model
state to CPU memory whenever the state is generated; the
CPU then asynchronously writes it to remote storage so that
training and checkpointing can fully overlap. During restart-
ing, our system automatically adapts the prior checkpoints to
the new pipeline configurations.

To understand how well this technique performs, we used
it to train GPT-2 over 64 p3.2xlarge GPU spot instances on
EC2. We profiled the training process and collected the check-
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Figure 4: Effects of sample dropping under different rates.

pointing times, reconfiguration overheads, and total execution
time. Figure 3 reports these results. The blue sections repre-
sent the times the system spent making actual progress for
training. The red sections represent the times on reconfig-
uring (i.e., restarting) while the orange sections show the
times for wasted work—the computation that was done but
not saved in checkpoints; the system ended up redoing these
computations after restarting. This is because preemptions
often occur during checkpointing, and hence, the system must
roll back to a previous checkpoint. Frequent rollbacks slows
down the training significantly. Note that systems such as
Varuna and TorchElastic share this property and would have
similar training patterns when facing regular preemptions.
As shown, although checkpointing itself can be done effi-
ciently, the restarting overheads (i.e., for adapting existing
checkpoints to new pipeline configurations) and the wasted
computations take 77% of the training time.
Strawman #2: Sample Dropping. An alternative approach
that has shown promise is to take advantage of the statistical
robustness of DNN training and allow some samples to be
dropped so that training can continue without significant loss
of accuracy [67, 36]. These techniques are also known as
elastic batching because dropping samples is equivalent to
changing the effective batch size at a training iteration (with
the learning rate dynamically adjusted).

In the case of pipeline parallelism, we implemented sample
dropping by suspending a pipeline upon losing an instance
while letting other data-parallel pipelines continue to run.
The system performs optimizer steps with the gradients of
whichever data-parallel pipelines are able to complete that
training step. Learning rate was adapted linearly with respect
to the effective batch size to make sure that the only effect on
the accuracy is the lost samples, but not a mismatch between
hyperparameters and training configurations. In doing so, the
training can continue for sometime without a reconfiguration
(which is needed upon allocations).

We conducted a set of experiments to simulate the effect of
sample dropping on model accuracy with a range of drop rates.

Note that we could not obtain these results with the actual
spot instances because we could not control the preemption
rate. We ran a pre-training benchmark with GPT-2 using
16 on-demand instances from the same EC2 family, which
form four data-parallel pipelines, each with four stages. To
consider a range of different failure models, we used different
rates of preemption to generate preemption events. Upon a
preemption event, we randomly selected a pipeline and zero
out the pipeline’s gradients in that iteration. We measured
the model’s evaluation accuracy every 5 training steps. These
results are shown in Figure 4 where each curve represents the
function of the number of steps needed to reach a given loss
for a particular drop rate.

Similarly to checkpointing, sample dropping works well for
low preemption rates, but when frequent preemptions occur,
many samples can be lost quickly and its impact on model ac-
curacy quickly grows to be too significant to overlook. While
this experiment was not an exact recreation of a sample drop-
ping scenario, these results represent an under-approximation
of the effect of the actual sample dropping (which can lose
more accuracy than reported by Figure 4). This is because
the actual sample dropping rate should be higher than the
instance preemption rate—a preempted instance would likely
be down for some time and consecutive samples would be
dropped in a real setting. Note that training samples are shuf-
fled before loading; hence, the effects of randomly dropping
consecutive samples (i.e., the actual scenario) and dropping
random samples sporadically (i.e., our experiment) should be
similar.

4 Overview

Goal and Non-Goal. Our goal is not to automatically de-
termine the cheapest way to train a given model (e.g., which
parallelism model can lead to the largest cost savings). In-
stead, Bamboo aims to enable efficient and preemption-safe
training over cheap spot instances.

User Interface. To use Bamboo, a user specifies two sys-
tem parameters D and P , as they normal would to use other
pipeline-parallel systems, where D is the number of data-
parallel pipelines and P is the pipeline depth. Due to the
need of storing redundant layers, Bamboo requires a larger
pipeline depth P than a normal pipeline-parallel system such
as PipeDream [38]. We observed, empirically, that to avoid
swapping data between CPU and GPU memory on the critical
path, Bamboo’s pipeline should be ∼1.5× (see §6.4) longer
than an on-demand pipeline due to the extra memory needed
to (1) hold the redundant layers and (2) accommodate poten-
tial pipeline adjustments. Given that spot instances are much
cheaper (e.g., 3-4× on EC2) than on-demand instances, train-
ing with 1.5× more nodes still leads to significantly reduced
costs. While we recommend 1.5× more nodes, the number
of active instances in a cluster is often much smaller due to
preemptions and incremental allocations.
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spot instance). An agent monitors worker processes (each
running a training script) that use our modified DeepSpeed.
All workers and agents coordinate through etcd [42].

Schedule 
Generator

Bamboo
Runtime[instruction]

Pipeline Configuration

GPU
[kernel]

Exception

Figure 6: Bamboo worker.

P × D will be the size of the spot cluster Bamboo at-
tempts to maintain throughout training. Preemptions can
cause Bamboo to reduce the pipeline depth and/or the num-
ber of pipelines; in such cases, Bamboo would request more
instances to bring the size of the cluster back to P ×D. How-
ever, Bamboo would never try to scale the training beyond
P × D. In other words, P and D are the upper bound of
the pipeline depth and number of pipelines. It is important
to note that the goal of the autoscaling framework we build
for Bamboo is to adjust the pipelines passively in response to
node preemptions and additions that we cannot control, rather
than proactively finding an optimal cluster configuration to
achieve better performance. This distinguishes Bamboo from
existing works on autoscaling distributed training [43, 2, 25],
whose goal was to find better configurations.
System Overview. Figure 5 shows an overview of our system.
We built Bamboo on TorchElastic [47] and DeepSpeed [51].
In particular, we built the Bamboo agent, which runs on each
node to kill/add a data-parallel pipeline, on top of TorchElas-
tic. The agent monitors a Bamboo worker process on the
same node, which is a DeepSpeed application enhanced with
our support for redundant computation. Bamboo workers run
D data-parallel pipelines that use an all-reduce phase to
synchronize weights at the end of each iteration. Our spot in-
stances are managed by Kubernetes [33], which is configured
to automatically scale by launching a Bamboo agent on each
new allocation. Our agents communicate and store cluster
state on etcd [42], a distributed key-value store.

Each Bamboo worker uses a runtime to interpret the sched-
ule, which produces a sequence of instructions, as shown in
Figure 6. The schedule is generated statically based on the
stage ID of the current worker and pipeline configurations,
including the depth of pipeline and total number of micro-

batches. The instructions consist of a computation component
(i.e., forward, backward, and apply gradient), and a communi-
cation component (i.e., send/receive activation, send/receive
gradient, and all-reduce). The Bamboo runtime interprets
these instructions by launching their corresponding kernels
on GPU. Communication instructions can fail due to preemp-
tions. Upon a failure, the runtime throws an exception and
falls back to use a failover schedule.

5 Redundant Computation
For ease of presentation, our discussion focuses on one node
running one stage in the pipeline. Support for multi-GPU
nodes will be discussed shortly.

Preemption of a node is detected by its neighboring nodes
in the same pipeline during the execution of communication
instructions. If a node on one side of the communication is
preempted, the node on another side will catch an IO excep-
tion due to broken socket and update cluster state on etcd.
Bamboo detects preemptions based on socket timeout. Al-
though we could let a node to be preempted actively notify
its neighbors in the grace period before the preemption, the
length of this period varies across different clouds and hence
Bamboo does not use it currently.

Since the victim node communicates with two nodes in
the pipeline, both of its neighbors can catch the exception.
The observed exception will be shared between these two
nodes through etcd. This two-side detection is necessary
for Bamboo to understand which node fails and generate the
failover schedule. In addition to the two neighbors, nodes
in other pipelines involved in the all-reduce operation
also need to be informed. To safely perform all-reduce,
each node participating in all-reduce reads the up-to-date
cluster state on etcd and, if another pipeline has a failure,
waits until the failure is handled.

5.1 Redundant Layers and Computation

To quickly recover from preemptions, Bamboo replicates the
model partition on each worker node in each data-parallel
pipeline. Instead of saving these replicas to a centralized
remote storage (like checkpointing), Bamboo takes a decen-
tralized approach by letting each node replicate its own model
partition (i.e., layer shard) on its predecessor node in the same
pipeline. The first node has its layer replica stored on the last
node in the pipeline. Conceptually, the last node is considered
the “predecessor” of the first node. For simplicity of presen-
tation, we use forward stage IDs to identify nodes, that is, a
node that runs the forward stage n+1 is always considered as
a successor of a node running the forward stage n (although
in the backward pass, n+ 1 is a stage before n).

Our key idea is to let each node run normal (forward
and backward) computation over its own layers and redun-
dant (forward and backward) computation over the replica
layers for its successor node. Let FRCm

n /BRCm
n denote

the forward/backward redundant computation that is per-
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formed on node m for node n, respectively. In Bamboo,
n = (m + 1) mod P where P is the pipeline depth. Let
FNCn/BNCn denote the forward/backward normal computa-
tion on node n. In Bamboo’s pipeline, FRCn

n+1/BRCn
n+1 is

exactly the same computation as FNCn+1/BNCn+1, working
with the same model parameters and optimizer states. To
enable the last node to perform RC for the first node, we let it
fetch input samples directly.

FNC1 FNC2 FNC3 FNC4

BNC1 BNC2 BNC3 BNC4

Input

Figure 7: Dependencies between normal pipeline stages.

Why Neighboring Nodes? Due to our focus on pipeline
parallelism, Bamboo performs RC on predecessor nodes to
exploit locality for increased efficiency. To see this, we first
need to understand the dependencies between different (back-
ward and forward) pipeline stages that a microbatch goes
through, as illustrated in Figure 7. For each forward stage
FNCn, it depends only on the output of its previous stage
FNCn−1. However, for each backward stage BNCn, it has
two dependencies: one on the output of stage BNCn+1 and
a second on its corresponding forward stage FNCn. The
first is a hard dependency without which BNCn cannot be
done, while the second is a soft dependency primarily for
efficiency—intermediate results produced by FNCn can be
reused to accelerate BNCn. Without such cached results,
BNCn has to recompute many tensors (i.e., tensor rematerial-
ization [8]), leading to inefficiencies.

Figure 8 shows dependencies on an RC-enable pipeline
where each node performs both normal and redundant (back-
ward and forward) computation. Here solid/dashed arrows
represent inter/intra-node dependencies. By running FRC for
node n+ 1 on node n, locality benefit can be clearly seen
because FRC only creates intra-node dependencies, which
do not incur any extra communication overhead. However,
in a backward pass, such a locality benefit does not exist for
BRCn

n+1, which requires the output of BNCn+2 and incurs
much extra communication. This motivates our eager-FRC-
lazy-BRC design which does not perform BRC until a pre-
emption occurs and hence eliminates the extra communication
cost in normal executions.

Note that we could also perform FRC lazily, but this would
significantly increase the pause time for recovery. This is
because (1) recovering from preemptions at both forward and
backward pass now require a pause; and (2) lazy FRC would
not produce intermediate results that can be used to speed up
BRC and hence BRC’s pause would be much longer. Since
FRC can be scheduled in the pipeline bubble and overlap with
FNC, performing it eagerly is a better choice.

The careful reader may think of an alternative approach
that places node n’s layer replica on node n+1 as opposed to

FNC1 FRC2 FNC2 FRC3 FNC3 FRC4 FNC4 FRC1
Input

Input

BNC4 BRC1BNC3 BRC4BNC2 BRC3BNC1 BRC2

Node1 Node2 Node3 Node4

Figure 8: Dependencies between RC-enabled pipeline stages:
solid/dashed arrows represent inter/intra-node dependen-
cies; for simplicity, FRCn/BRCn in the figure represents
FRCn−1

n /BRCn−1
n .

node n−1 (i.e., its successor rather than its predecessor). This
approach is symmetric to our design in that it turns inter-node
dependencies for BRC into intra-node dependencies, but intra-
node dependencies for FRC into inter-node dependencies. As
a result, it eliminates the extra backward communication at the
cost of increased forward communication. However, unlike
Bamboo’s design that can use lazy BRC to eliminate the extra
backward communication, it is not as easy to eliminate the
extra forward communication with lazy FRC—if FRC is not
done eagerly in each iteration, BRC (regardless of whether
it is eager or lazy) must perform tensor re-materialization,
which incurs a long delay.

Level of Redundancy. As with any redundancy-based sys-
tems, the more redundancies, the higher level of resilience.
For example, since Bamboo performs redundant computa-
tions only for one node, it cannot provide resilience when
preemptions occur on consecutive nodes in a pipeline, in
which case a reconfiguration is needed (see §A). However,
enabling RC for multiple nodes can significantly increase the
FRC time, making it much longer than what the bubbles can
accommodate. Furthermore, the locality benefit (i.e., FRC
only incurs intra-node dependency) does not hold anymore,
because FRC now depends on the outputs of multiple nodes.
This can slow down the training substantially.

Takeaway. Storing each node’s replica layers on its predeces-
sor and running eager-FRC-lazy-BRC achieves low-overhead
RC for pipeline parallelism. While this design does not sup-
port consecutive preemptions, Bamboo takes care to make
consecutive nodes come from different zones. As discussed
in §3, if multiple preemptions occur at the same time, the pre-
empted nodes are highly likely to be from the same zone. As
a result, our node assignment reduces the chance of consecu-
tive preemptions, making RC effective for most preemptions.
Although cross-zone data transfer can incur an overhead, this
overhead is negligible (e.g., <3%), as reported in Appendix
§6.5, because in pipeline-parallel training, each node only
passes a small amount of activation data to its neighbors.

We refer to the preempted node as the victim node, and the
node saving the replica of the victim as its shadow node.
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Figure 9: A closer examination of the pipeline bubble. Here
we assume the forward pass on node i and i+ 1 takes time t
and 1.2t, respectively. Hence, a bubble of 0.6t exists before
each communication barrier.

5.2 Schedule Redundant Computation

It is straightforward to see that RC incurs an overhead in both
time and memory. We propose to (1) schedule FRC into the
pipeline bubble to reduce forward computation overhead, (2)
perform BRC lazily to reduce backward computation/com-
munication overhead, and (3) offload unnecessary tensors to
CPU memory to reduce memory overhead.
Eager FRC. As discussed in §2, the pipeline bubble
can come from either imperfect scheduling or unbalanced
pipeline partitioning. To illustrate, consider Figure 9 with
PipeDream’s 1F1B schedule. Suppose there are two consec-
utive nodes in the pipeline where both the forward and the
backward computation of node i + 1 run 1.2× slower than
those of node i. The communication between these two nodes
serves as a barrier. Since node i runs faster, it always reaches
the barrier earlier and waits there until node i + 1 arrives.
This wait period is where we should schedule FRC.

Bamboo builds on the 1F1B schedule (Figure 1(a)) due to
its additional efficiency compared to GPipe’s schedule (Fig-
ure 1(b)). However, even for 1F1B, bubbles widely exist in a
pipeline—as a microbatch passes different pipeline stages, the
later a stage, the longer the (backward and forward) computa-
tion takes. This is because for the 1F1B schedule, the number
of active microbatches in a later stage is always smaller than
that in an earlier stage. In Figure 1 (c), for example, node 1
has 3 active microbatches while node 2 only has 2. Conse-
quently, later stages often consume less memory. To balance
memory usage, the layer partition on a later node is often
larger that that on an earlier node in the pipeline, and hence a
later stage runs slower. A detailed analysis of bubble size can
be be found in Appendix §C.1.
Scheduling. Based on this observation, we schedule FRC
on a node before the node starts communicating with its
successor node. This is where a bubble exists. In cases
where the FRC cannot fit entirely into the bubble (i.e., for the
last four stages in Figure 14), we overlap FRC and FNC as
much as we can. However, for the same microbatch, FRCn

n+1

depends on FNCn and they cannot run in parallel. To resolve
this dependency issue, we focus on different microbatches
for FNC and FRC. That is, Bamboo schedules FNCn for
the k-th microbatch and FRCn

n+1 for its previous (k − 1)-th

3

5

6

4

Node 1

Node 2

31 52 6142Node 1

Forwardstage Backwardstage Communication

Figure 10: An example of merged instruction sequences in
a failover schedule. We use PipeDream’s 1F1B schedule as
shown Figure 1(c), and assume node 2 is the victim node and
node 1 is the shadow node.

microbatch to run in parallel. Since there is no dependency
between them, their executions can overlap.

To reduce memory overhead, Bamboo follows a well-
known principle to offload less frequently used tensors to
CPU memory. Specially, since BRC is not performed in
normal training passes, FRC’s outputs and intermediate re-
sults are not needed until a preemption occurs and BRC is
triggered. As a result, we swap out these data after FRC is
done for each microbatch on each node. These data take the
majority of FRC’s memory consumption; swapping them out
significantly reduces FRC’s GPU memory usage [52]. How-
ever, we leave the redundant weights in GPU memory for
efficient FRC because these weights are needed for FRC on
each microbatch.

Lazy BRC and Recovery. BRC is executed by a failover
schedule which a node runs when detecting its successor node
fails. In particular, for the current iteration, all the lost gradi-
ents must be re-computed, while for the following iterations,
all instructions of the victim node must be executed by its
shadow node (until a reconfiguration occurs). Nodes that
originally communicate with the victim node are transpar-
ently rerouted to the shadow node. The failover schedule is
generated by merging the schedules of the victim and shadow
node. In particular, a schedule consists of a sequence of in-
structions and we divide it into two groups—(1) continuous
communication instructions, which is placed at the head of a
group and (2) computation instructions that can be executed
without remote data dependencies.

When the two instruction groups (from the victim and
shadow nodes) are merged, the instructions are interleaved
with the following rules. (1) Communication instructions are
still placed in the beginning of the merged groups. (2) Com-
munications that used to be inter-node between the victim
and the shadow are removed. (3) External communications
from the victim node are first performed. (4) Computation
instructions are ordered such that backward computation is
always executed earlier; after the backward computation is
done, the memory occupied by intermediate results is freed.
Figure 10 shows an example of merged instruction sequences
if node 2 is the victim node and node 1 is the shadow node.
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Model Dataset Samples D P
ResNet-152 [22] ImageNet [32] 300,000 4 12
VGG-19 [63] ImageNet [32] 1,000,000 4 6
AlexNet [32] ImageNet [32] 1,000,000 4 6
GNMT-16 [68] WMT16 EN-De 200,000 4 6
BERT-Large [15] Wikicorpus En [15] 2,500,000 4 12
GPT-2 [49] Wikicorpus En [15] 500,000 4 12

Table 1: Our models, datasets, pipeline configurations.

Support for Multi-GPU Nodes. Bamboo’s RC works for
multi-GPU settings—this requires replicating all layers that
belong to the GPUs of one node in the GPUs of its prede-
cessor node. In other words, we use “group replicas” as
opposed to individual replicas. However, in the presence of
frequent preemptions, using multi-GPU would yield poorer
performance—losing one node (with multiple GPUs) is equiv-
alent to losing multiple nodes in the single-GPU setting. Our
evaluation (§6) shows that it is much harder to allocate new
multi-GPU nodes during training than single-GPU nodes.

Once Bamboo loses too many nodes or there are many
idle nodes (i.e., new allocations) waiting to join the pipelines,
Bamboo launches a reconfiguration. Details of the reconfigu-
ration process can be found in §A.
Support for Pure Data Parallelism. Bamboo supports
pure data parallelism (without model partitioning). Due to
space constraints, here we briefly discuss how it is supported.
We use the same redundant computation strategy—Bamboo
replicates the parameter and optimizer state of each node on
a different node and uses these replicas as redundancies to
provide quick recovery. For pure data parallelism, there is
no bubble time to schedule RC. Eager FRC would be equiv-
alent to overbatching (i.e., each node processes its original
minibatch plus a redundant minibatch). To reduce the FRC
overhead and make RC fit into the GPU memory constraints,
we over-provision spot instances (by 1.5×, in the same way as
discussed in §5) to make each node process a smaller batch.

Enabling eager FRC doubles the batch size. However, it
results only in a ∼1.5× increase in the computation time due
to the parallelism provided by GPUs. This overhead can be
effectively reduced by slightly over-provisioning (1.5 ×D)
nodes, increasing the degree of parallelism and decreasing the
impact of overbatching. This enables us to run FRC eagerly
without incurring much overhead (i.e., <10%).

Once Bamboo loses too many nodes or there are many
idle nodes (i.e., new allocations) waiting to join the pipelines,
Bamboo launches a reconfiguration. Details of the reconfigu-
ration process can be found in Appendix §A.

6 Evaluation
Bamboo is implemented in ∼7K LoC as a standard Python li-
brary. We evaluated Bamboo by pretraining a range of popular
vision and language models, as shown in Table 1. For the first
four (smaller) models that were also used in PipeDream [38]
(which actually used smaller versions of these models), we

took the values of D (the number of data-parallel pipelines)
and Pdemand (pipeline depth) from PipeDream [38]’s config-
urations.

As discussed earlier in §4, to avoid swapping Bamboo
needs 1.5× more instances for each pipeline and hence each
P reported in Table 1 equals 1.5×Pdemand. For BERT and
GPT2, we used 4 and 8×1.5=12 as D and P . We have
also evaluated with another pipeline depth Ph = Pdemand ×
Pricedemand

Pricespot
; these results can be found in §6.2.

We trained these models on a spot cluster from EC2’s p3
family where each instance has V100 GPU(s) with 16GB
GPU memory and 61GB CPU memory. Each on-demand
instance costs $3.06/hr per GPU while the price of its spot
counter-part (at the time of our experiments) is $0.918/hr. Our
evaluation uses two on-demand baselines: (1) p3 instances
each with four V100 GPUs (Demand-M) and (2) p3 instances
each with a single GPU (Demand-S). For both baselines,
the pipeline configuration was the same and all nodes were
obtained from one availability zone.

For all experiments, we trained each model to a target val-
idation accuracy, which is a particular number of samples
for the model. We did not train them to higher accuracies
because large models take a huge amount of time to train (e.g.,
weeks) to reasonable accuracies; using such a large amount
of resources (even spot instances) goes beyond our financial
capabilities. Furthermore, Bamboo uses synchronous train-
ing where the time per iteration is fixed; hence, training for
extended time would not change our results.

For on-demand instances, we used the largest per-GPU
minibatch that fits in one GPU’s memory—anything larger
yields out-of-memory exceptions. This ensures that we hit
peak achievable FLOPs on a single device. For data-parallel
runs with n workers, the global minibatch size is n× g where
g is the minibatch size. The global minibatch sizes we used
are consistent with those used by the ML community and
reported in the literature for these models. We used a per-GPU
minibatch size of 256 per GPU for VGG-19, 512 for AlexNet,
2048 for ResNet-152, 32 for GNMT-16, 256 for BERT-Large,
and 256 for GPT-2. For microbatch size, we always selected
a small value and tuned it for different models/configurations.
We trained the vision models with an initial learning rate of
0.001, respectively, with a vanilla SGD optimizer [29]. For
language models, we used the Adam optimizer [30] with an
initial learning rate of 6e−3. We used half (fp16) precision in
all our experiments.

6.1 Training Performance and Costs

Overall Performance. To thoroughly and deterministically
evaluate Bamboo’s performance over spot instances under
different preemption rates, we first ran a 48-node cluster (i.e.,
the configuration for ResNet, BERT, and GPT) and a 32-node
cluster (i.e., for VGG, AlexNet, and GNMT) on AWS and
collected a 24-hour preemption trace for each. On these traces,
the hourly preemption rate varies significantly, ranging from
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Model System Time (Hours) Throughput Cost ($/hr) Value

ResNet D-M 2.78 30.00 97.92 0.31
D-S 2.60 32.00 97.92 0.33
B-M [4.31, 5.31, 10.14] [19.35, 15.69, 8.22] [44.33, 40.01, 37.21] [0.43, 0.39, 0.22]
B-S [3.85, 4.29, 6.87] [21.67, 19.41, 12.13] [42.23, 40.39, 36.72] [0.51, 0.48, 0.33]

VGG D-M 1.41 197.00 48.96 4.02
D-S 1.66 167.00 48.96 3.41
B-M [2.98, 3.67, 4.33] [93.34, 75.75, 64.22] [21.31, 19.55, 18.43] [4.38, 4.11, 3.48]
B-S [1.81, 2.22, 2.83] [153.31, 124.88, 98.21] [20.19, 19.28, 18.36] [7.59, 6.48, 5.35]

AlexNet D-M 0.77 359.00 48.96 7.33
D-S 0.78 336.00 48.96 6.86
B-M [1.02, 1.34, 1.93] [271.06, 207.43, 143.57] [21.31, 19.55, 18.43] [12.72, 10.61, 7.79]
B-S [0.82, 0.86, 0.99] [340.32, 321.65, 280.42] [20.19, 19.28, 18.36] [16.86, 16.68, 15.27]

GNMT D-M 2.06 27.00 48.96 0.55
D-S 2.31 24.00 48.96 0.49
B-M [3.98, 5.13, 8.78] [13.95, 10.82, 6.33] [21.31, 19.55, 18.43] [0.65, 0.55, 0.34]
B-S [2.94, 3.41, 6.31] [18.92, 16.31, 8.8] [20.19, 19.28, 18.36] [0.94, 0.85, 0.48]

BERT D-M 5.89 118.00 97.92 1.21
D-S 6.43 108.00 97.92 1.10
B-M [9.75, 12.31, 16.66] [71.22, 56.41, 41.68] [44.33, 40.01, 37.21] [1.61, 1.41, 1.12]
B-S [7.02, 8.3, 11.46] [98.87, 83.70, 60.59] [42.23, 40.39, 36.72] [2.34, 2.07, 1.65]

GPT D-M 4.34 32.00 97.92 0.32
D-S 4.63 30.00 97.92 0.30
B-M [7.83, 9.92, 12.04] [17.73, 14.00, 11.54] [44.33, 40.01, 37.21] [0.40, 0.35, 0.31]
B-S [4.64, 6.12, 10.08] [29.92, 22.68, 13.78] [42.23, 40.39, 36.72] [0.71, 0.56, 0.38]

Table 2: Comparisons between training with DeepSpeed over on-demand instances and Bamboo over spot instances. For
Bamboo, we trained each model three times, and their results are explicitly listed in the form of [a, b, c] for the 10% (average),
16%, and 33% preemption rates, respectively.

no preemption all the way to 16 nodes preempted (33%), with
an average rate of 4-6 nodes per hour (8-12%). To account for
such changes, we extracted from each trace three segments,
each with a different hourly preemption rate: 10%, 16%, and
33%. We used AWS’ fleet manager to trigger preemptions
by replaying these segments. Note that if we were to run
Bamboo over the uncontrolled spot cluster, there would be no
way to enable a direct comparison.

We trained ResNet, BERT, and GPT by replaying the three
segments from the 48-node trace, and VGG, AlexNet, and
GNMT by using the segements from the 32-node trace. These
results are reported in Table 2. In addition to the time and
monetary costs, we used a metric called value, which mea-
sures performance-per-dollar. Value is computed as V = T

C
where T is the training throughput, measured in terms of the
number of samples per second, and C is the monetary cost
per hour. Throughout the evaluation, we used both value and
throughput as our metrics.

Our first observation is Demand-M slightly outperforms
Demand-S due to reduced cross-node communication. How-
ever, the difference is marginal as the amount of data
(i.e., only activations) transferred over the network is small.
Bamboo-S significantly outperforms Bamboo-M (i.e., 1.4×
higher throughput and 1.5× higher value) because (1) multi-
GPU nodes are subject to more GPU failures with the same
number of preemptions and (2) it is much harder to to allocate
new nodes in a timely fashion.

For Bamboo-S, the results in each bracket of the form [a, b,
c] show Bamboo’s performance under the three preemption
rates. The higher the preemption rate, the worse Bamboo’s
throughput and value. Given that the average preemption
rate is ∼10%, the first number in each bracket (highlighted)
represents Bamboo’s performance on the used spot cluster.

On average, Bamboo’s throughput (under the 10% preemption
rate) is 15% lower than DeepSpeed running over D×Pdemand

instances. There are three major reasons.

First, the number of active instances in the spot cluster is
actually lower than the requested size D × P . For ResNet,
for example, the average number of instances throughout the
training is only 25.58 although the requested cluster size is
48 (and the on-demand cluster always has 32 nodes). The
autoscaling group keeps attempting to add new instances but
the total number of active instances only reaches the requested
size for a small period of time.

Second, Bamboo’s reconfiguration contributes to reduced
throughput—these overheads vary with environments and
take an average of 7% of the total training time.

Third, the time for each iteration increases due to eager
FRC. This is the major source of overhead for language mod-
els such as GPT-2. A detailed evaluation of RC’s overhead
can be found in §6.4.

Despite the small throughput reduction, Bamboo delivers
an overall of 1.95× higher value compared to training with
on-demand instances. The benefit in value remains clear
for five models (ResNet, VGG, AlexNet, BERT and GPUT)
even when the preemption rate increases to 33% (i.e., the
worst-case segment of the collected trace).

To have a closer examination of Bamboo-S’ training, we
showed the traces for BERT-large and VGG-19, and plotted
them in Figure 11. The two rows show (a) preemption traces
(under the 10% rate), (b) training throughputs, (c) monetary
costs, and (d) values, for BERT-large and VGG-19, respec-
tively. Since Bamboo-M underperforms Bamboo-S, we focus
on Bamboo-S in the rest of the evaluation.
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(a) Trace (b) Training Throughput (c) Monetary Cost (d) Value

Figure 11: Bamboo’s training performance for BERT (top) and VGG (bottom), compared to on-demand instances (red lines).

Prob. Prmt (#) Inter. (hr) Life (hr) Fatal Fail. (#) Nodes (#) Thruput Cost ($/hr) Value
0.01 8.50 2.08 15.20 0.06 45.18 87.99 41.11 2.10
0.05 48.15 0.44 10.14 0.23 43.65 76.35 39.73 1.90
0.10 99.77 0.23 6.71 0.29 41.69 72.12 37.94 1.88
0.25 276.52 0.10 3.13 1.04 35.80 60.12 32.58 1.82
0.50 709.83 0.06 1.49 5.98 26.96 40.37 24.53 1.59

(a) Results of simulating training BERT until completion; each preemption probability ran
1,000 times.

Prob. Thruput Cost ($/hr) Value
0.01 54.87 90.73 0.60
0.05 50.66 87.43 0.58
0.10 49.18 83.23 0.59
0.25 40.59 71.24 0.57
0.50 26.24 53.05 0.49

(b) Simulation results of training
BERT-large with pipeline depth Ph

(which is 3.3×Pdemand).
Table 3: Simulation results for more configurations.

6.2 Different Failure Models

This section demonstrates Bamboo’s ability to affordably train
large DNNs across a wide range of failure models. To this
end, we developed an offline simulation framework that takes
as input (1) the preemption probability (including preemption
frequency and the number of preemptions in each bulk), (2)
per-iteration training time, and (3) Bamboo’s recovery and
reconfiguration time, automatically calculating training per-
formance, costs, and values. Here we focus on BERT-large
and simulated its training until completion.

We experimented using 5 different preemption probabili-
ties (i.e., preemption rate per hour), and kept the preemption
probability constant throughout the entire run (as opposed to
replaying traces). To mimic realistic spot instance creation
and preemption, we randomly generated different creation
probabilities per hour and also randomly picked zones for
allocations. For each preemption probability, Table 3a reports
the average numbers of preemptions, intervals (i.e., average
time, in hours, between preemption events), average lifetime
of an instance (in hours), average numbers of fatal failures
(which require a restart from a checkpoint), average num-
bers of instances in the cluster, throughput (i.e., #samples per
second), costs, and values, across 1,000 simulations.

Our simulations show that Bamboo’s values match our real-
world runs as just reported in §6.1. Further, regardless of the
preemption probability, the value of Bamboo remains stable
and is constantly higher than that of training with on-demand
instances (which is 1.1). This is because most preemptions
can be quickly recovered without introducing much overhead.

The higher the preemption probability, the less the active
instances running training jobs; this is the major source of the
performance slowdown. However, the cost is reduced also
proportionally, leading to stable values.
Simulation for Ph. To understand the tradeoff in choosing
P , we experimented with another value of P for BERT-large:
Ph, which is 3.06

0.918 × Pdemand. This configuration represents
the upper-bound of the spot training resources that can be
obtained within the cost of training with Pdemand on-demand
instances (while D remains unchanged). Note that in practice
the number of active instances can barely reach the requested
size and hence the cost of using a spot cluster of size Ph ×D
is often still much lower than training with an on-demand
cluster of size Pdemand ×D.

To avoid incurring a large monetary cost, we used the same
simulator to run this experiment. These results are reported
in Table 3b. As shown, using Ph actually decreases both
throughput (compared to 84 under P in Table 2) and value
(due to significantly increased costs). This is because using
too a large pipeline leads to poorer partitioning, underutilized
resources and inferior performance.

6.3 Comparisons with Other Systems

We have reported the performance of training GPT-2 with
asynchronous checkpointing and restart in Figure 3—the
checkpointing-based approach spent only 23% on actual train-
ing, while Bamboo increases this percentage to 84%. In fact,
as shown in Table 3a, even for the preemption rate of 0.5, there
are only 5.98 fatal failures that would require checkpoint-
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ing/restart under Bamboo. On the contrary, a checkpointing-
based approach would need to restart the pipeline for every
one of the 709.83 preemptions. Similarly, sample dropping
significantly slows down the training when the preemption
rate increases, as shown in Figure 4.
Varuna. Varuna [2] is a system developed concurrently
with Bamboo to enable training on spot instances. As with
other existing techniques, Varuna provides resilience with
checkpointing. We set up Varuna on the same spot cluster
on AWS EC2 as we used in § 6.1. We ran Varuna with
a D × P pipeline (i.e., the same as on-demand instances)
because Varuna does not use redundancies and hence not
need to over-provision resources.

We trained BERT on Varuna with the same configurations,
including the same datasets, model architectures, float preci-
sion, preemption rates, and hyperparameters. Varuna hung
under the 33% preemption rate. For the 10% and 16% pre-
emption rates, comparisons between Varuna and Bamboo-S
are reported in Figure 12. As shown, Bamboo-S outperforms
Varuna by 2.5× and 2.7× in throughput, respectively, under
the 10% and 16% rates; and by 1.67× and 1.64×, in value,
under the two rates. Note that value benefits are lower than
throughput benefits due to Varuna’s use of fewer instances. To
understand the cause of Varuna’s slowdown, see §3. Varuna
follows a similar pattern, having to frequently restart and redo
lost computations.

Figure 12: Throughput and value for Bamboo-S and Varuna
running BERT at different preemption levels. Varuna hung at
the 33% preemption rate.

6.4 Microbenchmarks of Redundant Computation

To fully understand the overhead introduced by RC, we com-
pared time and memory among three versions of RC: eager-
FRC-lazy-BRC (EFLB, Bamboo’s approach), eager-FRC-
eager-BRC (EFEB), and lazy-FRC-lazy-BRC (LFLB), when
training BERT and ResNet. Since the focus here is the RC
overhead, we ran this experiment over on-demand instances.

Table 4 reports RC’s time overheads for the three RC set-
tings. As expected, LFLB incurs the lowest per-iteration
overhead because neither FRC nor BRC is performed with
normal training iterations. The ∼7% overhead comes pri-
marily from the extra code executed to prepare for a failover

Redundancy Mode BERT ResNet
Lazy-FRC-Lazy-BRC 7.01% 7.65%
Eager-FRC-Lazy-BRC (Bamboo) 19.77% 9.51%
Eager-FRC-Eager-BRC 71.51% 64.24%
Table 4: Time overhead with different RC settings.

schedule. However, the recovery time is much longer under
LFLB than the other two settings (discussed shortly). On the
contrary, EFEB has the highest per-iteration overhead due
to the eager execution of both FRC and BRC. The overhead
incurred by EFLB, as used in Bamboo, is slightly higher than
LFLB but much lower than EFEB. This is because eager FRC
does not incur extra communication overhead and much its
computation overhead can be hidden by scheduling it into the
pipeline bubble and overlapping it with FNC.

Another interesting observation is the overhead for ResNet
is lower than for BERT. This is because ResNet’s layer parti-
tioning is much more imbalanced than that of BERT (which
is a transformer model where most the middle layers are
equivalent). As a result, the bubble in ResNet’s pipeline is
much larger and hence it can accommodate a more significant
fraction of FRC.

Eager FRC incurs an overall ∼1.5× overhead in GPU
memory (that is why Bamboo recommends creating pipelines
with 1.5× more nodes) while lazy FRC does not incur any
memory overhead.

(a) BERT (b) ResNet

Figure 13: Relative pause time for BERT and ResNet un-
der different RC settings. Bamboo runs into a pause when
a pipeline stops training and waits for the shadow node to
recover the lost state on the victim node.

To understand the pause time under these different RC set-
tings, Figure 13 shows the relative pause time (i.e., the actual
pause time relative to the time of each training iteration with-
out preemptions). As shown, lazy FRC reduces pause time
by ∼35% despite the slightly higher per-iteration overhead
it introduces. In summary, eager-FRC-lazy-BRC strikes the
right balance between overhead and pause time.

Model Config Throughput Total Transferred Bytes
BERT Spread 148.923 16.39 GiB
BERT Cluster 151.124 16.39 GiB

VGG19 Spread 160.12 11.213 GiB
VGG19 Cluster 165.77 11.213 GiB

Table 5: Comparison of throughput when running across
availability zones compared to running within a single zone.
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6.5 Cross-Zone Communication

Because Bamboo allocates workers across availability zones
to minimize the probability of reconfigurations, we measured
the overhead incurred by cross-zone communication. We ran
Bamboo in two configurations: (1) with nodes distributed
across all zones (i.e., Spread) and (2) in a single availability
zone with AWS’ “Placement Group” option set to “Cluster”
(i.e., Cluster), and measured their performance differences.
As reported in Table 5, the differences between these two
configurations are quite low (i.e., usually less than 5%). This
demonstrates Bamboo’s choice of assigning nodes from dif-
ferent availability zones as consecutive nodes in each pipeline
has little impact on training performance.

7 Related Work
Parallel Training. Data parallelism [28, 14, 32, 7, 12, 72,
35, 72] is the most common parallelism model that partitions
the dataset and trains on each partition. The learned weights
are synchronized via either an all-reduce approach [7] or pa-
rameter servers [35, 10]. Model parallelism [14, 31, 43, 60,
62] partitions the operators in a DNN model across multiple
GPU devices, with each worker evaluating and performing
updates for only a subset of the model’s parameters for all
inputs. Recently, pipeline parallelism [24, 38, 71, 65] has
been proposed to train large models by partitioning layers
across workers and uses microbatches to saturate the pipeline.
Popular DL training libraries such as DeepSpeed [51] and
Megatron [40] support 3D parallelism, which combines data
parallelism, model parallelism, and pipeline parallelism to
train models at extremely large scale with improved com-
pute and memory efficiency. Furthermore, DeepSpeed offers
ZeRO-style data parallelism [52], which partitions model
states across GPUs and uses communication collectives to
gather individual parameters when needed.
Elastic Training. Distributed training experiences frequent
resource changes. There are a number of systems [43, 21, 47,
23, 48, 25] built to provide elasticity for training over chang-
ing resources. TorchElastic [47] is a PyTorch [44]-based
tool that can dynamically kill or add data-parallel workers.
Huang et al. [23] considers elasticity for declarative ML on
MapReduce, which does not work for modern deep learning
workloads. Litz [48] is a system that provides elasticity in the
context of CPU-based machine learning using the parameter
servers. Or at al. [43] presents an autoscaling system built on
top of TensorFlow [1] and Horovod [55], which dynamically
adapts the batch size and reuses existing processes.
Exploiting Spot Instances. Proteus [21] exploits dynamic
pricing on public clouds in order to lower costs for machine
learning workloads through elasticity. Since Proteus does not
explicitly consider modern deep learning workloads, Proteus
simply reprocesses the input of a preempted node with another
node. Varuna [2] is a system built concurrently with Bamboo
for distributed training over spot instances. However, Varuna

focuses on elasticity, not quick recovery from preemptions.
Bamboo, on the contrary, is designed specifically to deal with
frequent preemptions.

There exists a body of work on enabling low latency
and/or SLO guarantees when using preemptible spot instances.
Tributary [20] is an elastic control system that exploits pre-
emptible resources to reduce cost with SLO guarantees. King-
fisher [59] proposes a cost-aware resource acquisition scheme
that uses integer linear programming to determine a ser-
vice’s resource footprint among a heterogeneous set of non-
preemptible instances with fixed prices. Flint [56] is a system
that runs batch-based data-intensive jobs on transient servers.
SpotCheck [58] selects spot markets to acquire instances in
while always bidding at a configurable multiple of the spot
instance’s corresponding on-demand price. BOSS [70] hosts
key-value stores on spot instances by exploiting price differ-
ences across pools in different data-centers. ExoSphere [57]
is a virtual cluster framework for spot instances. These sys-
tems are all orthogonal to Bamboo that is built specifically
for deep learning training.
GPU Scheduling. There is also a large body of work on
GPU scheduling [61, 69, 74, 46, 37, 19, 39, 40, 34, 73] for
ML workloads. These techniques are orthogonal to Bamboo
—they all focus on efficiency and throughput while Bamboo
aims to perform redundant computation at a low cost.

8 Conclusion
Bamboo is the first distributed system that uses redundant
computation to provide resilience and fast recovery for train-
ing DNNs over preemptible instances. An evaluation with 6
representative models shows that Bamboo provides a much
higher value than (1) training on on-demand instances and (2)
training with checkpointing/restart on spot instances.

Acknowledgement
We thank the anonymous reviewers for their valuable and
thorough comments. We are grateful to our shepherd Yiting
Xia for her feedback. This work is supported by NSF
grants CNS-1703598, CNS-1763172, CNS-1907352, CNS-
2007737, CNS-2006437, CNS-2128653, CNS-2106838,
CNS-2147909, CNS-2152313, CNS-2151630, CNS-
2140552, and CNS-2153449, ONR grant N00014-18-1-2037,
a Sloan Research Fellowship, and research grants from
Cisco.

References
[1] M. Abadi, P. Barham, J. Chen, Z. Chen, A. Davis, J. Dean, M. Devin,

S. Ghemawat, G. Irving, M. Isard, M. Kudlur, J. Levenberg, R. Monga,
S. Moore, D. G. Murray, B. Steiner, P. Tucker, V. Vasudevan, P.
Warden, M. Wicke, Y. Yu, and X. Zheng. Tensorflow: a system for
large-scale machine learning. In OSDI, pages 265–283, 2016.

[2] S. Athlur, N. Saran, M. Sivathanu, R. Ramjee, and N. Kwatra. Varuna:
scalable, low-cost training of massive deep learning models. In Eu-
roSys, 2021.

[3] AWS. Amazon ec2 spot instances pricing.
https://aws.amazon.com/ec2/spot/pricing/, 2021.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    509



[4] Z. Bai, Z. Zhang, Y. Zhu, and X. Jin. PipeSwitch: fast pipelined
context switching for deep learning applications. In OSDI, pages 499–
514, 2020.

[5] S. Boucher, A. Kalia, D. G. Andersen, and M. Kaminsky. Lightweight
preemptible functions. In USENIX ATC, pages 465–477, 2020.

[6] T. B. Brown, B. Mann, N. Ryder, M. Subbiah, J. Kaplan, P. Dhari-
wal, A. Neelakantan, P. Shyam, G. Sastry, A. Askell, S. Agarwal, A.
Herbert-Voss, G. Krueger, T. Henighan, R. Child, A. Ramesh, D. M.
Ziegler, J. Wu, C. Winter, C. Hesse, M. Chen, E. Sigler, M. Litwin,
S. Gray, B. Chess, J. Clark, C. Berner, S. McCandlish, A. Radford, I.
Sutskever, and D. Amodei. Language Models are Few-Shot Learners.
In NIPS, 2020.

[7] J. Chen, R. Monga, S. Bengio, and R. Jozefowicz. Revisiting dis-
tributed synchronous sgd. In ICLR Workshop Track, 2016.

[8] T. Chen, B. Xu, C. Zhang, and C. Guestrin. Training deep nets with
sublinear memory cost, 2016.

[9] S. Chetlur, C. Woolley, P. Vandermersch, J. Cohen, J. Tran, B. Catan-
zaro, and E. Shelhamer. cuDNN: efficient primitives for deep learning,
2014.

[10] T. Chilimbi, Y. Suzue, J. Apacible, and K. Kalyanaraman. Project
Adam: building an efficient and scalable deep learning training system.
In OSDI, pages 571–582, 2014.

[11] C. Coleman, D. Kang, D. Narayanan, L. Nardi, T. Zhao, J. Zhang, P.
Bailis, K. Olukotun, C. Ré, and M. Zaharia. Analysis of dawnbench, a
time-to-accuracy machine learning performance benchmark. SIGOPS
Oper. Syst. Rev., 53(1):14–25, 2019.

[12] H. Cui, H. Zhang, G. R. Ganger, P. B. Gibbons, and E. P. Xing. GeePS:
scalable deep learning on distributed GPUs with a gpu-specialized
parameter server. In EuroSys, 2016.

[13] J. Dean, G. S. Corrado, R. Monga, K. Chen, M. Devin, Q. V. Le,
M. Z. Mao, M. Ranzato, A. Senior, P. Tucker, K. Yang, and A. Y. Ng.
Large scale distributed deep networks. In Proceedings of the 25th
International Conference on Neural Information Processing Systems
- Volume 1, NIPS’12, pages 1223–1231, Lake Tahoe, Nevada. Curran
Associates Inc., 2012.

[14] J. Dean, G. S. Corrado, R. Monga, K. Chen, M. Devin, Q. V. Le,
M. Z. Mao, M. Ranzato, A. Senior, P. Tucker, K. Yang, and A. Y. Ng.
Large scale distributed deep networks. In NIPS, pages 1223–1231,
2012.

[15] J. Devlin, M. Chang, K. Lee, and K. Toutanova. BERT: pre-training
of deep bidirectional transformers for language understanding. CoRR,
abs/1810.04805, 2018. URL: http://arxiv.org/abs/1810.
04805.

[16] S. Fan, Y. Rong, C. Meng, Z. Cao, S. Wang, Z. Zheng, C. Wu, G.
Long, J. Yang, L. Xia, L. Diao, X. Liu, and W. Lin. DAPPLE: a
pipelined data parallel approach for training large models. In PPoPP,
pages 431–445, 2021.

[17] W. Fedus, B. Zoph, and N. Shazeer. Switch Transformers: Scaling to
Trillion Parameter Models with Simple and Efficient Sparsity. CoRR,
2021.

[18] P. Goyal, P. Dollár, R. B. Girshick, P. Noordhuis, L. Wesolowski,
A. Kyrola, A. Tulloch, Y. Jia, and K. He. Accurate, large minibatch
SGD: training ImageNet in 1 hour. CoRR, abs/1706.02677, 2017.
URL: http://arxiv.org/abs/1706.02677.

[19] J. Gu, M. Chowdhury, K. G. Shin, Y. Zhu, M. Jeon, J. Qian, H. Liu,
and C. Guo. Tiresias: a gpu cluster manager for distributed deep
learning. In NSDI, pages 485–500, 2019.

[20] A. Harlap, A. Chung, A. Tumanov, G. R. Ganger, and P. B. Gibbons.
Tributary: spot-dancing for elastic services with latency SLOs. In
USENIX ATC, pages 1–14, 2018.

[21] A. Harlap, A. Tumanov, A. Chung, G. R. Ganger, and P. B. Gibbons.
Proteus: agile ML elasticity through tiered reliability in dynamic
resource markets. In EuroSys, 2017.

[22] K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning for image
recognition. In CVPR, pages 770–778, 2016.

[23] B. Huang, M. Boehm, Y. Tian, B. Reinwald, S. Tatikonda, and F. R.
Reiss. Resource elasticity for large-scale machine learning. In SIG-
MOD, pages 137–152, 2015.

[24] Y. Huang, Y. Cheng, D. Chen, H. Lee, J. Ngiam, Q. V. Le, and Z.
Chen. Gpipe: efficient training of giant neural networks using pipeline
parallelism. CoRR, abs/1811.06965, 2018. URL: http://arxiv.
org/abs/1811.06965.

[25] C. Hwang, T. Kim, S. Kim, J. Shin, and K. Park. Elastic resource
sharing for distributed deep learning. In NSDI, pages 721–739, 2021.

[26] P. Jain, A. Jain, A. Nrusimha, A. Gholami, P. Abbeel, J. Gonzalez,
K. Keutzer, and I. Stoica. Checkmate: breaking the memory wall with
optimal tensor rematerialization. In MLSys, pages 497–511, 2020.

[27] M. Jeon, S. Venkataraman, A. Phanishayee, J. Qian, W. Xiao, and F.
Yang. Analysis of Large-Scale Multi-Tenant GPU clusters for DNN
training workloads. In USENIX ATC, pages 947–960, 2019.

[28] Z. Jia, M. Zaharia, and A. Aiken. Beyond data and model parallelism
for deep neural networks. In MLSys, 2019.

[29] J. Kiefer and J. Wolfowitz. Stochastic estimation of the maximum of
a regression function. Annals of Mathematical Statistics, 23:462–466,
1952.

[30] D. P. Kingma and J. Ba. Adam: a method for stochastic optimization,
2014.

[31] A. Krizhevsky. One weird trick for parallelizing convolutional neural
networks. CoRR, abs/1404.5997, 2014. URL: http://arxiv.
org/abs/1404.5997.

[32] A. Krizhevsky, I. Sutskever, and G. E. Hinton. Imagenet classification
with deep convolutional neural networks. Commun. ACM, 60(6):84–
90, May 2017.

[33] Kubernetes: an open-source system for automating deploy-
ment, scaling, and management of containerized applications.
https://kubernetes.io/, 2021.

[34] Y. Lee, A. Scolari, B.-G. Chun, M. D. Santambrogio, M. Weimer, and
M. Interlandi. PRETZEL: opening the black box of machine learning
prediction serving systems. In OSDI, pages 611–626, 2018.

[35] M. Li, D. G. Andersen, J. W. Park, A. J. Smola, A. Ahmed, V. Josi-
fovski, J. Long, E. J. Shekita, and B.-Y. Su. Scaling distributed ma-
chine learning with the parameter server. In OSDI, pages 583–598,
2014.

[36] H. Lin, H. Zhang, Y. Ma, T. He, Z. Zhang, S. Zha, and M. Li. Dynamic
Mini-batch SGD for Elastic Distributed Training: Learning in the
Limbo of Resources. CoRR, 2019.

[37] K. Mahajan, A. Balasubramanian, A. Singhvi, S. Venkataraman, A.
Akella, A. Phanishayee, and S. Chawla. Themis: fair and efficient
GPU cluster scheduling. In NSDI, pages 289–304, 2020.

[38] D. Narayanan, A. Harlap, A. Phanishayee, V. Seshadri, N. R. Devanur,
G. R. Ganger, P. B. Gibbons, and M. Zaharia. PipeDream: generalized
pipeline parallelism for DNN training. In SOSP, pages 1–15, 2019.

[39] D. Narayanan, K. Santhanam, F. Kazhamiaka, A. Phanishayee, and
M. Zaharia. Heterogeneity-aware cluster scheduling policies for deep
learning workloads. In OSDI, pages 481–498, 2020.

[40] D. Narayanan, M. Shoeybi, J. Casper, P. LeGresley, M. Patwary, V.
Korthikanti, D. Vainbrand, P. Kashinkunti, J. Bernauer, B. Catanzaro,
A. Phanishayee, and M. Zaharia. Efficient large-scale language model
training on gpu clusters using Megatron-LM. In SC, 2021.

510    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association

http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1706.02677
http://arxiv.org/abs/1811.06965
http://arxiv.org/abs/1811.06965
http://arxiv.org/abs/1404.5997
http://arxiv.org/abs/1404.5997


[41] A. Newell, D. Skarlatos, J. Fan, P. Kumar, M. Khutornenko, M.
Pundir, Y. Zhang, M. Zhang, Y. Liu, L. Le, B. Daugherty, A. Samu-
dra, P. Baid, J. Kneeland, I. Kabiljo, D. Shchukin, A. Rodrigues, S.
Michelson, B. Christensen, K. Veeraraghavan, and C. Tang. RAS:
continuously optimized region-wide datacenter resource allocation.
In SOSP, pages 505–520, 2021.

[42] Operating etcd clusters for Kubernetes.
https://kubernetes.io/docs/tasks/administer-cluster/configure-
upgrade-etcd/, 2021.

[43] A. Or, H. Zhang, and M. Freedman. Resource elasticity in distributed
deep learning. In I. Dhillon, D. Papailiopoulos, and V. Sze, editors,
MLSys, volume 2, pages 400–411, 2020.

[44] A. Paszke, S. Gross, F. Massa, A. Lerer, J. Bradbury, G. Chanan, T.
Killeen, Z. Lin, N. Gimelshein, L. Antiga, A. Desmaison, A. Kopf, E.
Yang, Z. DeVito, M. Raison, A. Tejani, S. Chilamkurthy, B. Steiner,
L. Fang, J. Bai, and S. Chintala. Pytorch: an imperative style, high-
performance deep learning library. In H. Wallach, H. Larochelle,
A. Beygelzimer, F. d’Alché-Buc, E. Fox, and R. Garnett, editors,
Advances in Neural Information Processing Systems, volume 32,
2019.

[45] D. A. Patterson, G. Gibson, and R. H. Katz. A case for redundant
arrays of inexpensive disks (RAID). In SIGMOD, pages 109–116,
1988.

[46] Y. Peng, Y. Bao, Y. Chen, C. Wu, and C. Guo. Optimus: an efficient
dynamic resource scheduler for deep learning clusters. In EuroSys,
2018.

[47] PyTorch Developers. TorchElastic. 2021. URL: https : / /
pytorch.org/docs/stable/distributed.elastic.
html.

[48] A. Qiao, A. Aghayev, W. Yu, H. Chen, Q. Ho, G. A. Gibson, and
E. P. Xing. Litz: elastic framework for High-Performance distributed
machine learning. In USENIX ATC 18, pages 631–644, 2018.

[49] A. Radford, J. Wu, R. Child, D. Luan, D. Amodei, and I. Sutskever.
Language models are unsupervised multitask learners. In 2019.

[50] A. Radford, J. Wu, R. Child, D. Luan, D. Amodei, and I. Sutskever.
Language Models are Unsupervised Multitask Learners, 2019.

[51] S. Rajbhandari, J. Rasley, O. Ruwase, and Y. He. ZeRO: memory
optimizations toward training trillion parameter models. In SC, 2020.

[52] S. Rajbhandari, J. Rasley, O. Ruwase, and Y. He. Zero: memory
optimizations toward training trillion parameter models. In SC20:
International Conference for High Performance Computing, Network-
ing, Storage and Analysis, pages 1–16. IEEE, 2020.

[53] F. Seide, H. Fu, J. Droppo, G. Li, and D. Yu. On parallelizability of
stochastic gradient descent for speech dnns. In ICASSP, pages 235–
239, 2014.

[54] F. Seide, H. Fu, J. Droppo, G. Li, and D. Yu. 1-bit stochastic gradient
descent and application to data-parallel distributed training of speech
dnns. In Interspeech 2014, Sept. 2014.

[55] A. Sergeev and M. D. Balso. Horovod: fast and easy distributed deep
learning in tensorflow. CoRR, abs/1802.05799, 2018. URL: http:
//arxiv.org/abs/1802.05799.

[56] P. Sharma, T. Guo, X. He, D. E. Irwin, and P. J. Shenoy. Flint: Batch-
Interactive Data-Intensive Processing on Transient Servers. In Eu-
roSys, 2016.

[57] P. Sharma, D. Irwin, and P. Shenoy. Portfolio-driven resource man-
agement for transient cloud servers. In SIGMETRICS, page 59, 2017.

[58] P. Sharma, S. Lee, T. Guo, D. Irwin, and P. Shenoy. SpotCheck:
designing a derivative IaaS cloud on the spot market. In EuroSys,
2015.

[59] U. Sharma, P. Shenoy, S. Sahu, and A. Shaikh. A cost-aware elasticity
provisioning system for the cloud. In ICDCS, pages 559–570, 2011.

[60] N. Shazeer, Y. Cheng, N. Parmar, D. Tran, A. Vaswani, P. Koanan-
takool, P. Hawkins, H. Lee, M. Hong, C. Young, R. Sepassi, and B. A.
Hechtman. Mesh-TensorFlow: Deep Learning for Supercomputers.
In NIPS, 2018.

[61] H. Shen, L. Chen, Y. Jin, L. Zhao, B. Kong, M. Philipose, A. Kr-
ishnamurthy, and R. Sundaram. Nexus: a GPU cluster engine for
accelerating DNN-based video analysis. In SOSP, pages 322–337,
2019.

[62] M. Shoeybi, M. Patwary, R. Puri, P. LeGresley, J. Casper, and B.
Catanzaro. Megatron-LM: Training Multi-Billion Parameter Lan-
guage Models Using Model Parallelism. CoRR, 2019.

[63] K. Simonyan and A. Zisserman. Very deep convolutional networks
for large-scale image recognition. In Y. Bengio and Y. LeCun, editors,
ICLR, 2015.

[64] R. Thakur, R. Rabenseifner, and W. Gropp. Optimization of collective
communication operations in mpich. Int. J. High Perform. Comput.
Appl., 19(1):49–66, 2005.

[65] J. Thorpe, Y. Qiao, J. Eyolfson, S. Teng, G. Hu, Z. Jia, J. Wei, K. Vora,
R. Netravali, M. Kim, and G. H. Xu. Dorylus: affordable, scalable, and
accurate GNN training with distributed CPU servers and serverless
threads. In OSDI, pages 495–514, 2021.

[66] I. Turc, M. Chang, K. Lee, and K. Toutanova. Well-Read Students
Learn Better: The Impact of Student Initialization on Knowledge
Distillation. CoRR, 2019.

[67] T. Wang, J. Huan, and B. Li. Data dropout: optimizing training data
for convolutional neural networks. In ICTAI, pages 39–46, 2018.

[68] Y. Wu, M. Schuster, Z. Chen, Q. V. Le, M. Norouzi, W. Macherey,
M. Krikun, Y. Cao, Q. Gao, K. Macherey, J. Klingner, A. Shah, M.
Johnson, X. Liu, L. Kaiser, S. Gouws, Y. Kato, T. Kudo, H. Kazawa,
K. Stevens, G. Kurian, N. Patil, W. Wang, C. Young, J. Smith, J.
Riesa, A. Rudnick, O. Vinyals, G. Corrado, M. Hughes, and J. Dean.
Google’s neural machine translation system: bridging the gap between
human and machine translation. CoRR, abs/1609.08144, 2016. URL:
http://arxiv.org/abs/1609.08144.

[69] W. Xiao, S. Ren, Y. Li, Y. Zhang, P. Hou, Z. Li, Y. Feng, W. Lin, and
Y. Jia. AntMan: dynamic scaling on GPU clusters for deep learning.
In OSDI, pages 533–548, 2020.

[70] Z. Xu, C. Stewart, N. Deng, and X. Wang. Blending on-demand and
spot instances to lower costs for in-memory storage. In INFOCOM,
pages 1–9, 2016.

[71] B. Yang, J. Zhang, J. Li, C. Ré, C. R. Aberger, and C. D. Sa. PipeMare:
Asynchronous Pipeline Parallel DNN Training. In MLSys, 2019.

[72] H. Zhang, Z. Zheng, S. Xu, W. Dai, Q. Ho, X. Liang, Z. Hu, J.
Wei, P. Xie, and E. P. Xing. Poseidon: an efficient communication
architecture for distributed deep learning on GPU clusters. In USENIX
ATC, pages 181–193, 2017.

[73] H. Zhang, L. Stafman, A. Or, and M. J. Freedman. SLAQ: quality-
driven scheduling for distributed machine learning. In SoCC,
pages 390–404, 2017.

[74] Q. Zhang, R. Zhou, C. Wu, L. Jiao, and Z. Li. Online scheduling
of heterogeneous distributed machine learning jobs. In MobiHoc,
pages 111–120, 2020.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    511

https://pytorch.org/docs/stable/distributed.elastic.html
https://pytorch.org/docs/stable/distributed.elastic.html
https://pytorch.org/docs/stable/distributed.elastic.html
http://arxiv.org/abs/1802.05799
http://arxiv.org/abs/1802.05799
http://arxiv.org/abs/1609.08144


A Pipeline Reconfiguration
Reconfiguration introduces a much longer pause to the train-
ing process than recovering using RC. The goal of recon-
figuration is to rebalance pipelines so they can withstand
more failures as training progresses and continue to yield
good performance. Reconfiguration also attempts to allocate
more instances to maintain the cluster size. As shown in §3,
asynchronous checkpointing is very efficient (but frequent
restarting is not), and hence, Bamboo periodically check-
points the model state. These checkpoints will not be used
unless Bamboo restarts the training from a rare fatal failure
(i.e., too many nodes are preempted so that training cannot
continue).
Reconfiguration Triggering. Reconfiguration is triggered
immediately when (1) consecutive preemptions occur simul-
taneously and (2) Bamboo determines that there is an urgent
need to rebalance the pipelines at the end of an optimizer step.
To do (2), the workers retrieve the cluster state from etcd,
allowing them to see how many preemptions have occurred
and in which pipeline they have occurred. They can also
see how many workers are currently waiting to join the next
rendezvous.

There are two main conditions for triggering reconfigu-
ration at the end of an optimizer step: (a) the cluster has
gained enough new nodes to reconstruct a new pipeline, and
(b) Bamboo has encountered many preemptions and is close
to a critical failure in the next step (e.g., encountering another
preemption would cause us to suspend training), in which
case we must pause the training to allocate more nodes.
Reconfiguration Policy. Bamboo attempts to maintain the
pipeline depth P specified by the user. Therefore, our top
priority at a reconfiguration is to reestablish a full pipeline of
depth P . In this case, if we have had F failures and J (> F )
nodes are waiting to join the cluster (i.e., new allocations
arrive as Bamboo runs on the “spare tire”), we can fully
recover all pipelines to depth P . The remaining (J−F ) nodes
are placed in a standby queue to provide quick replacement
upon future failures. However, if the number of nodes joining
is smaller than F , we may end up having a number of N
nodes such that N%P ̸= 0. In this case, instead of creating
asymmetric pipelines (which complicates many operations),
we move some nodes into the standby queue and decrease the
total number of data-parallel pipelines. A final case is that the
number of nodes joining, together with those in the standby
queue, can form a new pipeline, and in this case we add a
new pipeline to the system. In all these cases, the redundant
layers are redistributed among the set of nodes participating
in the updated pipelines.
How to Reconfigure. Once a reconfiguration is triggered,
each node must be assigned a new stage (with new layers,
state, and redundancies); it also needs to figure out if it will
need to send or receive model and optimizer state from other
nodes. Whichever nodes hits the rendezvous barrier first

decides the new cluster configuration and puts the decision
on etcd for all other nodes to read. To minimize the amount
of data sent in layer transfer, Bamboo transfers layers in such
a way that each node can reuse its old model and optimizer
state as much as possible.

B Support for Pure Data Parallelism
Bamboo supports pure data parallelism (without model par-
titioning). Due to space constraints, here we briefly discuss
how it is supported. We use the same redundant computation
strategy—Bamboo replicates the parameter and optimizer
state of each node on a different node and uses these replicas
as redundancies to provide quick recovery. For pure data
parallelism, there is no bubble time to schedule RC. Eager
FRC would be equivalent to overbatching (i.e., each node
processes its original minibatch plus a redundant minibatch).
To reduce the FRC overhead and make RC fit into the GPU
memory constraints, we over-provision spot instances (by
1.5×, in the same way as discussed in §5) to make each node
process a smaller batch.

Enabling eager FRC doubles the batch size. However, it
results only in a ∼1.5× increase in the computation time due
to the parallelism provided by GPUs. This overhead can be
effectively reduced by slightly over-provisioning (1.5 ×D)
nodes, increasing the degree of parallelism and decreasing the
impact of overbatching. This enables us to run FRC eagerly
without incurring much overhead (i.e., <10%).

C Additional Experiments
C.1 Bubble Size

Figure 14: Comparison between bubble sizes and forward
computations.

We measured the sizes of the pipeline bubble and forward
computation of BERT with the same configuration as men-
tioned in Section 6, running on on-demand instances each
with a single GPU. We manually inserted a barrier before
each peer-to-peer communication, treating the time spent on
the corresponding NCCL kernel as the bubble size. These
results are reported in Figure 14.

To make memory evenly distributed across stages, more
layers are placed on the last few stages. This explains the
growth of forward computation. In this pipeline, for the first
4 stages, the bubble time is long enough to fit the entire FRC
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(i.e., the bubble at stage 1 should run the forward computation
for stage 2). For the last 4 stages, the bubble time is shorter
than the forward computation time—it can still cover ∼60%
of its FRC. The rest of the FRC on these nodes is run in
parallel with their regular forward computation, as discussed
in §5.2.

C.2 Bamboo for Pure Data Parallelism

We ran two relatively small models such as VGG and ResNet
using pure data parallelism with 8 workers (i.e., we parti-
tion the data but not the model). For Bamboo, we similarly
over-provisioned 1.5× additional workers. We implemented
another baseline Checkpoint, which periodically checkpoints
model state for each worker and restarts the worker on another
node when its original node is preemption. We used the same
global batch size for these models as reported in §6. The
comparisons between Bamboo, Checkpoint, and on-demand
training are shown in Table 6.

Note that our implementation of Checkpoint assumes that
there is always a standby node that is ready to join and load
the checkpoint (which is a unrealistic over-approximation of
the allocation model on any spot market); as such, the training
cost remains unchanged and its throughput is reduced as the
preemption rate increases.

Model System Throughput Cost ($/hr) Value

ResNet
Demand 24.51 24.48 1.01
Checkpoint [12.26, 8.42, 5.03] [7.34, 7.34, 7.34] [1.67, 1.15, 0.68]
Bamboo [21.22, 18.31, 12.31] [10.56, 10.09, 9.18] [2.01, 1.84, 1.34]

VGG
Demand 144.28 24.48 5.89
Checkpoint [83.21, 67.21, 45.31] [7.34, 7.34, 7.34] [11.33, 9.15, 6.17]
Bamboo [125.59, 96.51, 73.73] [10.56, 10.09, 9.18] [11.89, 9.56, 8.03]

Table 6: Comparison between pure data-parallel training over
on-demand instances, a checkpoint-based approach on spot
instances, Bamboo on spot instances. For Checkpoint and
Bamboo, we trained each model three times, and their re-
sults are explicitly listed in the form of [a, b, c] for the 10%
(average), 16%, and 33% preemption rates, respectively.

As shown, Bamboo outperforms Checkpoint by 1.64× and
1.22× in throughput and value. Both Checkpoint and Bamboo
deliver a higher value than on-demand training (by 2× and
1.79×).

We make two observations on these numbers. First, Bam-
boo incurs a higher cost than Checkpoint due to resource
over-provisioning. However, as discussed above, Checkpoint
assumes the availability of standby nodes. In practice, guar-
anteeing such availability requires over-provisioning as well,
but we did not take this into account when calculating costs
(because it is hard to know exactly how many nodes we
should over-provision). Hence, the cost and value reported
for Checkpoint are the lowerbound and upperbound of those
that can be achieved by any practical implementation of a
checkpoint-based approach.

Second, Checkpoint works much better for pure data paral-
lelism than for pipeline parallelism (as discussed in §3). This

is because recovering from a checkpoint in pure data-parallel
training is much easier than pipeline-parallel training where a
pipeline reconfiguration process is needed for each restart.
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Abstract
Many large cloud providers operate two wide-area networks
(WANs) — a software-defined WAN to carry inter-datacenter
traffic and a standards-based WAN for Internet traffic. Our
experience with operating two heterogeneous planet-scale
WANs has revealed the operational complexity and cost in-
efficiency of the split-WAN architecture. In this work, we
present the unification of Microsoft’s split-WAN architec-
ture consisting of SWAN and CORE networks into ONEWAN.
ONEWAN serves both Internet and inter-datacenter traffic
using software-defined control. ONEWAN grappled with the
order of magnitude increase in network and routing table sizes.
We developed a new routing and forwarding paradigm called
traffic steering to manage the increased network scale using
existing network equipment. Increased network and traffic
matrix size posed scaling challenges to SDN traffic engineer-
ing in ONEWAN. We developed techniques to find paths in
the network and chain multiple TE optimization solvers to
compute traffic allocations within a few seconds. ONEWAN
is the first to apply software-defined techniques in an Inter-
net backbone and scales to a network that is 10× larger than
SWAN.

1 Introduction

The large-scale commercialization of cloud computing led
cloud providers to provision private wide-area networks
(WANs). These initial deployments connected both datacen-
ters and Internet peering edges of the cloud using a unified
cloud WAN. For instance, Microsoft’s cloud WAN, called the
CORE (AS8075) network, interconnected Microsoft’s data-
centers and Internet peering edges. However, as the cloud
workloads evolved, inter-datacenter traffic began to dominate,
shrinking the capacity available for carrying Internet traf-
fic to peering edges. In response, Microsoft built a second
WAN to offload inter-datacenter traffic. This WAN, called
the software-defined WAN or SWAN (AS8074) used software-
defined traffic engineering (TE) and bandwidth brokering to
achieve higher network utilization [14] than RSVP-TE [2] in
CORE. Deployment of two cloud WANs (Figure 1), one for
Internet traffic and the other for inter-datacenter traffic is an

industry-wide trend with Google [17] and Meta [9] operating
similar split-WAN architectures.

SWAN CORE

Datacenter edge

Datacenter edge

Peering edge
inter-
datacenter
flow

Internet
flow

Figure 1: Before ONEWAN, there were two wide area networks,
CORE (AS8075) and SWAN (AS8074). Datacenter edge connected to
both networks, and peering edge only connected to CORE. Internet
traffic was served by CORE and inter-datacenter traffic by SWAN.
CORE used RSVP-TE and SWAN used SDN based traffic engineering.

Why is one WAN better than two? Maintaining two hetero-
geneous WANs specialized for inter-datacenter (SWAN) and
Internet (CORE) traffic led to several operational challenges.
First, the two-WAN architecture requires that datacenter edges
connect to both SWAN and CORE routers (see Figure 1). The
dual WAN connectivity from datacenter edges led to wasteful
use of expensive network equipment and limited power supply.
This problem was made worse by massive build outs of new
datacenter regions and edge sites. Second, the split-WAN ar-
chitecture makes capacity planning hard. At a given time, one
WAN can be under-utilized while the other is over-utilized.
Moreover, acquiring optical capacity for both WANs in every
geographical region and building the required redundancy on
each network, became prohibitively expensive. Finally, CORE
and SWAN used routers with completely different protocol
stacks. As a result, engineers were trained to configure, moni-
tor and manage two distinct networks. Deploying new WAN
sites took more time since different routers had to be deployed
for the two networks.

In 2020, we observed a steady growth in Internet traffic
from peering edges due to increased use of collaboration
tools spurred by remote work (Figure 2). While the network
capacity between Internet peering edges and the cloud WAN
is scare and expensive, it was not in the purview of TE in the
split-WAN architecture. Thus, it became important to engineer
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the growing traffic on WAN-facing links from peering edges
but the key protocol of the CORE network, RSVP-TE, was not
up to this task as it had reached scaling limits in our network.

2017 2018 2019 2020 2021 2022

5x

10x

2017 2018 2019 2020 2021 2022

0.0

0.5

1.0

core rsvp

swan onewan

Figure 2: WAN traffic growth, the portions carried by CORE and
SWAN when they were separate networks, and the portions of RSVP-
TE and ONEWAN-TE traffic in the unified network.

Software-defined control in ONEWAN. Due to these op-
erational challenges, we consolidated the split-WAN archi-
tecture into a unified ONEWAN. We decided to implement
ONEWAN using SDN principles (like SWAN) instead of a
standards-based approach (like CORE) for three main rea-
sons. First, the key protocol of the CORE network, RSVP-TE,
was reaching scale limits due the existing size of the CORE
network topology. Second, RSVP-TE needed network-wide
configuration changes which have a global blast radius. In
contrast, we had deployed BLASTSHIELD to control the blast
radius of faults in the SWAN network [22]. Finally, despite
the earlier intention of using SWAN only for discretionary
workloads, SWAN had evolved to carry mission-critical appli-
cation traffic (e.g., Azure, Bing, Office, and Teams) in addition
to discretionary inter-datacenter workloads (e.g., replication,
backup). We measure our service level objectives (SLOs) as
the daily average over percentage of successfully transmitted
bytes in an hour. The SLOs of SWAN exceeded 99.999% for
customer traffic, and 99.9% for discretionary traffic.

Challenges in evolving from SWAN to ONEWAN. In this
work, we discuss the main technical challenges we overcame
to unify the split-WAN architecture into ONEWAN (Table 1):

Increased routing table sizes. SWAN was responsible for
routing datacenter prefixes only, which were few enough for
all SWAN routers to run BGP and store the datacenter routing
tables in the router memory. ONEWAN routers had to contend
with Internet routing tables and it would be cost prohibitive to
make every ONEWAN router hold the entire Internet routing
table. Hence, ONEWAN assigned two roles to routers: (1)
aggregation routers that hold full IP routing tables, and (2)
backbone routers that act as forwarding only nodes that do
not run BGP. We develop a new SDN function in ONEWAN
called traffic steering on aggregation routers to encapsulate

WAN packets with information needed by backbone routers
to do TE without IP routing (§ 3).

Fast failure repair. One of RSVP-TE’s strengths is fast
reroute, which enables it to switch from primary to backup
paths within milliseconds of a failure. This fast convergence is
essential for performance-sensitive services like video stream-
ing and virtual desktop over the WAN. Local repair is SWAN’s
equivalent function of detecting and repairing failed paths us-
ing agents that run on the routers. Improving convergence
times in ONEWAN required significant enhancements and
was an area of new learnings (§ 4).

Scaling TE optimization. ONEWAN has ten times the num-
ber devices of SWAN. The traffic engineering optimization
techniques used in SWAN had to scale to a network size that
is ten times larger. We developed scalable path and linear
programming optimizations to deal with the increased scale
of traffic engineering in ONEWAN (§ 5).

Estimating Internet traffic matrices. Accurate estimation
of traffic matrices is crucial for engineering Internet traffic.
Existing mechanisms for traffic matrix estimation fell short
for ONEWAN since they did not contend with Internet-facing
traffic. We developed a scalable pipeline for accurate traffic
matrix measurement for ONEWAN (§ 6).

Hitless transition in the live network. Finally, the transition
to ONEWAN was done in the live cloud network as it con-
tinued to carry user traffic. We devised techniques to enable
both SWAN and CORE networks to undergo a hitless transition
to ONEWAN (§ 7).

2 ONEWAN Architecture

The consolidation of SWAN and CORE networks into
ONEWAN was a large undertaking that took years of en-
gineering effort in planning, testing, implementing and veri-
fying the new WAN architecture. In this section we motivate
the design choices that led to the ONEWAN architecture.

Figure 3 shows a simplified view of ONEWAN with two
datacenter regions and two edge sites. Datacenter regions are
large campuses with routers at the root of the datacenter net-
work connecting to aggregation routers in regional network
gateways (RNGs). RNGs connect multiple datacenters in a
geographical region with a maximum fiber distance under
100 kilometers. Backbone routers are present in all RNGs and
additional transit gateways that are hubs for long-haul optical
links. Peering edge routers at edge sites connect to aggrega-
tion routers in the same site. Aggregation routers connect to
backbone routers in RNGs and gateways. ONEWAN traffic
engineering (ONEWAN-TE) applies to inter-datacenter flows
between datacenter regions, and Internet flows between edge
sites and datacenter regions. The set of traffic engineered links
consists of all backbone–backbone and aggregation–backbone
links. The Clos interconnect between edge and aggregation
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Challenge Techniques used
Route scale increase Only aggregation routers hold full IP routing tables. Controllers add routes for BGP

next hops instead of BGP prefixes (§ 3).
Avoid costly new builds Develop ONEWAN agents for four firmware versions to cover all existing routers.

Interconnect CORE and SWAN with aggregation routers (§ 3 and § 4).
TE optimization scale increase Traffic matrix-aware path computation. Optimize LP solvers (§ 5.1 and § 5.2).
Route convergence time Fast local repair using diverse backup paths. Tunnel liveness probes that return to

sender using controller routes (§ 4 and § 5.3).
Measuring real-time traffic matrix Use IPFIX sampling with a high throughput pipeline. Anycast source-specific

destinations determined from IPFIX flow records (§ 6).
Minimize risk of outages Divide ONEWAN into geographies managed by separate controllers. Steering

routes control what traffic is migrated ( [22], § 7).
Table 1: Summary of ONEWAN challenges and our approaches for solving them.

routers is always intra-site or intra-campus, is built to high
capacity, and hence is not a part of traffic engineering.
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Figure 3: ONEWAN is a unified network that serves Internet and
inter-datacenter flows using SDN TE. ONEWAN consists of aggre-
gation routers at its boundary and backbone routers in its interior
(gray dots). Datacenter and peering edge routers (black dots) con-
nect to aggregation routers using a Clos interconnect. ONEWAN-TE

applies to any inter-site flow between aggregation routers, be they
inter-datacenter or between edge site and datacenter.

In-place conversion to ONEWAN. Since both CORE and
SWAN networks carry mission-critical customer traffic, the
unification of the two networks had to be done in-place with
no visible impact to client performance. This goal necessi-
tated incremental changes to both physical connectivity and
network configuration to unify SWAN and CORE networks.
The first step for the unification was to physically connect
CORE and SWAN. Figure 4 shows new links that connect CORE
aggregation routers to SWAN backbone routers. When CORE
and SWAN were separate networks, they each had a set of
aggregation routers. In the second step, we eliminated one
set of aggregation routers and their links to save power. We
merged the routing domains of the interior gateway protocol,
which IS-IS [16] in CORE and SWAN, but did not merge the

BGP autonomous systems of the two networks to allow each
network to carry its original traffic.

CORE SWAN ONEWAN

(a) Connect CORE and SWAN (b) Consolidate aggregation
Figure 4: (a) Physically connect CORE and SWAN using aggregation
routers (shown as thick lines). (b) Consolidate two sets of aggrega-
tion routers into one.

Leverage existing network hardware. Our goal was to re-
purpose the WAN routers in SWAN and CORE networks as
opposed to building a clean-slate ONEWAN from the ground-
up with an entirely new fleet of routing hardware to reduce
the capital expenditure in the consolidation process. SWAN
had O(100) routers and O(105) datacenter routes while CORE
had O(1000) routers and O(106) Internet routes. To leverage
existing hardware for the increased scale in ONEWAN, only
aggregation routers run BGP with the full Internet and datacen-
ter routing tables. This allows the remaining backbone routers
to be simpler commodity switches with smaller routing table
memory.

Choice of tunneling mechanism. ONEWAN uses Multipro-
tocol Label Switching (MPLS) [31] to transport IP packets in
a tunnel across the backbone. We note that ONEWAN does
not use any TE protocols like RSVP-TE or TE extensions in
the interior gateway protocols like IS-IS. We use MPLS for
its efficient implementation of label stack encapsulation on
existing routers in SWAN and CORE. Our approach could be
generalized to other tunneling abstractions though it is outside
the scope of this work.

Router roles. Aggregation routers implement a key function
in ONEWAN, called traffic steering, described in detail in
§ 3. Aggregation routers are also used as transit routers in
ONEWAN-TE tunnels. This enables the large number of legacy
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devices in CORE and SWAN to make full use of available
bandwidth in either network. Edge routers are sources or
sinks for traffic. They are either datacenter routers or peering
routers. These routers continue to perform the same function
before and after the consolidation of SWAN and CORE.

3 ONEWAN Traffic Steering

Routing in ONEWAN occurs in three parts (see Figure 5).
First, a steering route on the aggregation router encapsulates
IP packets entering ONEWAN. Second, backbone routers
forward packets received from aggregation routers along traf-
fic engineered tunnels. In the final step, the egress backbone
router uses a segment routed [10] path to route packets to the
network destination. ONEWAN-TE controller computes and
ONEWAN router agents program traffic steering and engi-
neering routes on routers. IS-IS updates the segment routes.

Steering routes. BGP on aggregation routers receives routes
announced by BGP route reflectors or its clients and chooses
a set of one or more equal-cost BGP next hops for each pre-
fix. The BGP next hops are typically aggregation routers at
network egress sites though they could also be endpoints a
few hops beyond the network egress site in legacy portions of
ONEWAN. All ONEWAN sites are assigned a static identifier
called the site label. When BGP looks up the route for the next
hop, the highest preference route is the steering route added
by the ONEWAN-TE controller. The steering route pushes a
stack of two MPLS labels onto packets entering the backbone.
The top label in the stack is the egress site label. The bot-
tom label in the stack is the segment routing node segment
identifier (node SID) of the BGP next hop learned from IS-IS.

The egress site label refers to the backbone exiting site on
the shortest path to the packet’s destination. It is the same site
as the egress aggregation router, though it can be different
in legacy portions of ONEWAN. Ingress backbone routers
use the egress site label to determine the set of traffic engi-
neered tunnels to use. IP flows are weighted load balanced to
a specific tunnel based on their 5-tuple and traffic class. Once
the tunnel is selected, the ingress backbone router swaps the
egress site label with the traffic engineered tunnel label.

The bottom label serves two purposes. First, it provides
forwarding from the egress backbone router towards the end-
point. Second, it provides a fallback if no traffic engineered
tunnel for the egress site is up due to failures. When the
ingress backbone router has no operationally up traffic engi-
neered tunnels to a particular egress site, ONEWAN agent
automatically adds a route to pop the egress site label and
forward the packet using the segment route for the BGP next
hop node SID. The advantage of this design is that failures
in the network are quickly and transparently handled by the
routers without immediate intervention of the controller.

Steering route weights. The steering route sprays packet
flows to connected backbone routers using unequal load bal-

ancing. Although aggregation routers are directly connected
with equal capacity to backbone routers, each backbone router
is not an equal choice for ingress. For example, a backbone
router may have a longer path to the endpoint or may have less
available bandwidth to an egress site. Latency increases in the
former and congestion can occur in the latter. The ONEWAN-
TE controller excludes backbone routers with the shortest path
latency from the ingress aggregation router to the egress site
exceeding the best latency by a threshold. It then calculates
weights using single commodity maximum flow from the
ingress aggregation router to the egress site. Weights are re-
calculated whenever the topology changes. Figure 6 illustrates
the weight calculation for flows from aggregation router a to
endpoint f . Both backbone routers b and c are used to spread
the load because they have similar shortest path latency to the
egress site. The weight to b is 33% because the maximum
flow bandwidth of a−b−T is proportionately less.

Why have two stages of traffic splits? ONEWAN calculates
traffic steering splits using single commodity max-flow and
calculates traffic engineering splits using priority max-min
fairness optimization (§ 5.2) for the following reasons. We
were concerned that the TE optimization and path computa-
tion algorithms may not scale to the full size of ONEWAN
and operating on a subgraph of backbone routers would ease
the scaling challenges. Moreover, aggregation routers are con-
nected with high capacity links to backbone routers and so
do not need traffic engineering. Finally, we wanted steering
routes to be updated quickly in case of failures and did not
want the updates to be slowed down by an optimization phase.

In hindsight, the two traffic splitting mechanisms in
ONEWAN can be unified since our improvements to the TE
optimization (§ 5) enable it to handle the full ONEWAN
topology of backbone and aggregation routers. Aggregation
routers are transits for ONEWAN-TE tunnels between CORE
and SWAN devices and so have to be part of TE optimization.
ONEWAN agents in aggregation routers react to network
topology changes faster than the controller.

Segment routing at the egress backbone router. TE tunnels
terminate at the backbone router instead of the aggregation
router for a separate reason. Segment routing implementations
on vendor routers only allow penultimate hop popping, mean-
ing that the penultimate router must remove the node SID
before delivering the packet to the intended node. Routers do
not easily support popping a label stack. This necessitated
at least one segment routed hop and is why the TE tunnel is
between backbone routers. Support for ultimate hop popping
would eliminate the last segment routed hop.

4 ONEWAN Agent and Local Repair

ONEWAN agents are responsible for installing routes pro-
vided by ONEWAN-TE controllers. ONEWAN agents also
perform local repair. The local repair mechanism detects
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Figure 5: ONEWAN routing occurs in three parts. The first part is the steering route in the aggregation router, the second is the traffic engineered
tunnel between backbone routers, and the third is the segment routed path from the egress backbone router to the network egress point. The
traffic steering and engineering routes are added by the ONEWAN-TE controller.
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Figure 6: ONEWAN-TE example of flows from aggregation router a to
endpoint f . Steering route load balances flows to selected backbone
routers based on shortest-path distance and maximum flow from the
backbone router to the egress site. The backbone routers perform
full traffic engineering optimization.

the forwarding state of tunnels and reprograms actions to
send traffic on surviving tunnels thereby minimizing transient
packet loss due to route blackholes or congestion.

The ONEWAN agent runs as a process on all aggrega-
tion and backbone routers, optionally inside a Docker con-
tainer. It is supported on four different firmware operating
systems. To support the heterogeneity of firmware, the agent
is structured as separate platform-independent and platform-
dependent components, with well-defined APIs between them.
The platform-independent portion has the bulk of the com-
plexity in the agent. Figure 7 shows the agent organization.

Route programming. ONEWAN agents communicate with
ONEWAN-TE controllers using an HTTPS server; no routing
protocol is required. We use OpenFlow [28] match actions and
groups to represent routes. Groups represent the set of traffic
steering and engineering tunnels originating at ingress routers,
tunnel weights for unequal load balancing, traffic class to in-
dicate what type of traffic the tunnel is meant for, whether the

HTTPS server Pop route add

Route manager Tunnel manager

Router programmer Tunnel prober

Target groups

Dynamic groups

Local gRPC
endpoints BFD

Raw
socket

Routes

Liveness
changes

Platform independent

Platform dependent

Figure 7: ONEWAN agent has platform dependent and independent
components. The agent installs routes provided by ONEWAN-TE

controller and switches off tunnels experiencing forwarding faults.

tunnel is primary or backup, and attributes for probing tunnel
liveness. Transit routes use unary actions without groups.

The route programmer implements dynamic route opera-
tions through an internal gRPC or equivalent connection pro-
vided by the router firmware. It converts groups to weighted
cost multipath (WCMP) next hops with 32 members and du-
plicates each tunnel in proportion to its weight.

The target group is the set of tunnels received from the
controller and the dynamic group is the set of tunnels that are
alive, with original weights redistributed among them. When
a group has no primary tunnels alive, the backup tunnels are
elevated to primary. A tunnel is associated with a traffic class,
default matching any traffic class. When a group has no tun-
nels of default traffic class alive, the tunnels of the next traffic
class are modified to be the default traffic class. In Figure 8,
the target group has six tunnels A-F. The backup tunnels E and
F become primary when A and B fail. If A comes back up, it
is the sole primary default tunnel. We explain how ONEWAN-
TE calculates diverse backup and class-aware tunnels in § 5.2
and § 5.3.
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If no tunnels are alive, the agent replaces the dependent
egress site label routes with pop-and-forward (on a backbone
router) or removes the dependent BGP next hop steering routes
(on an aggregation router). Part of agent initialization is the
creation of pop-and-forward routes for the entire allocated
egress site label space, to cover any stray traffic received.
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Figure 8: Local repair. The ONEWAN agent automatically adjusts
the composition and weights of tunnels based on liveness. (a) If
primary default tunnels A and B fail, then backup tunnels E and
F become primary. (b) If A comes back up, it is the sole primary
default tunnel. (c) If only scavenger tunnels C and D survive, they
become primary. (d) If all tunnels fail, the site label route is replaced
with a pop-and-forward action.

Tunnel probing. Aggregation routers use single-hop tunnel
probing using Bidirectional Forwarding Detection [21] to
check the links to backbone routers. Ingress backbone routers
perform end-to-end tunnel probing using a labeled self-ping
mechanism via a raw socket. Tunnel probes use the same
routes as data packets in the forward direction.

Tunnel probes in SWAN relied on IS-IS in the return path.
This caused backup tunnels to fail even though they did not
use failed links in the forward path because the probe return
path was affected by IS-IS route convergence. Without pri-
mary and backup tunnels, the agent removed the controller
route and traffic reverted to IS-IS. Client traffic experienced
IS-IS convergence times and congestion losses as long as
the tunnels were still down. This significantly degraded user
experience. Therefore, probes in ONEWAN return from the
tunnel destination to the tunnel source using controller routes.
The return hops are the reverse of the forward hops and thus
do not share fate with links unrelated to the data tunnel. In
Figure 9, the probe packets return on d−b−a, not d− c−a
even though the latter is shorter. The ONEWAN-TE controller
reuses available data tunnels in the reverse direction when
possible, and creates new tunnels otherwise.

Multiple probe packets can be in flight and the probing
interval is independent of the path round-trip time. A loss of
a configured number of probes marks a tunnel down, and a
successful probe marks a tunnel up. We send probes at 100ms

a

b

dc

Tunnel probe

Data flow

data label reverse label dstIP: a srcIP: d
Figure 9: Tunnel probes use the same routes as the data packets in
the forward direction and return from the destination using the same
links to avoid false failures. The transit routes are programmed by
the controller and agents of transit routers.

intervals and mark the tunnel down after loss of 3 probes.
Fault detection time is thus 300ms plus the distance to the
fault which in the worst case is the tunnel latency.

Local repair. In the split-WAN architecture, Internet traffic
was handled by RSVP-TE in the CORE network. Standards-
based RSVP-TE in the CORE network implements a fast
reroute (FRR) [29] mechanism that allows it to recover from
link failures in O(10) ms. Fault detection time is the distance
to the fault, which in the worst case is the link latency, plus
a small delay for the optical transponder to notify the router.
FRR switches to precomputed bypass tunnels at the point of
fault and runs in or near the line card network processing unit.
Switching times are a few milliseconds.

In contrast with FRR, ONEWAN’s local repair happens at
the ingress router of the tunnel not the point of fault. Faults in
the first hop link are detected by interface down events and
faults in subsequent hops are detected by lost probes. Repair
is initiated in the route processor and subject to greater inter-
process communication and scheduling delays. The route
programmer modifies the WCMP in place to decrease the
number hardware writes performed at the time of repair. As
a result, ONEWAN convergence time is under one second.
Although slower than FRR, ONEWAN meets the convergence
time requirements of video streaming, video conferencing and
other interactive applications currently served by the network.
ONEWAN tunnel probes also validate forwarding because
they exercise the routes used by data packets. The backup tun-
nels are chosen based on diversity and residual bandwidth and
hence experience less transient packet loss due to congestion
(described in § 5.3).

Route programming. ONEWAN is divided into geograph-
ical regions and regional ONEWAN-TE controllers program
routes on devices in their region [22]. All routers program
steering routes in parallel, in a single phase. The pop-and-
forward routes on the backbone routers eliminate the need to
synchronize programming steering and TE routes.

TE routes are also updated in parallel, using three phases
with a barrier between each. A make-before-break sequence
ensures that no route blackholes or loops form during pro-
gramming. The set of routes for all routers is logically divided
into two sets: the transit and tunnel egress routes T , and the
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Metric ONEWAN-TE

Per-device steering + TE routes O(103)

Network level tunnels O(104)

Per-device FIB update (p95) 2.0 sec
Network level FIB update (p95) 3.7 sec

Table 2: ONEWAN-TE scale in terms of routes, tunnels, and update
times per device and for the entire network.

tunnel ingress routes G. Since the G routes depend on the T
routes, make-before-break ensures that traffic cannot enter a
tunnel until each subsequent hop has been programmed. An
important property of ONEWAN-TE route generation is that
the label spaces between successive iterations do not overlap,
except where the paths they represent are identical. The label
range is large enough to allocate unique labels in the worst
case.

The phases of replacing the routes of iteration n, Tn∪Gn,
with routes of iteration n+1, Tn+1∪Gn+1, are as follows:
• The initial state in all routers is Tn∪Gn.
• Tn∪Tn+1∪Gn is sent to agents which perform their route

update and report success or error.
• Tn∪Tn+1∪Gn+1 is programmed. During this phase there

may be a mix of Gn and Gn+1 routes in the network, but
all the T routes they depend on will be present.

• Tn+1∪Gn+1 is programmed.
Traffic shifts in the second phase. Since a phase completes

in under 4 seconds, a moderate scratch capacity avoids tran-
sient congestion. We reserve 15% scratch capacity to handle
transients from programming and traffic microbursts. If an
agent reports an error or connection is lost, the controller rolls
back to the initial state in a single phase. Any inconsistencies
after the rollback are corrected by the ONEWAN agent local
repair.

4.1 Evaluation

Route scale. The number of traffic engineering tunnels was a
significant scaling issue with RSVP-TE in CORE. Large num-
ber of RSVP-TE tunnels increased network convergence time
after link failures and exceeded hardware resources in older
aggregation routers. Table 2 shows that ONEWAN-TE uses 10
times fewer tunnels than RSVP-TE. When ONEWAN-TE opti-
mizes, it simply reserves more bandwidth in existing tunnels,
or creates new and destroys unused tunnels. On the other hand,
RSVP-TE signals new tunnels with incremental bandwidth
reservation, which it combines less frequently. Second, RSVP-
TE requires a full mesh of label switched paths between nodes,
but ONEWAN-TE only creates tunnels for nodes within a ge-
ography, and inter-geography flows reuse the intra-geography
tunnels.

Steering routes scale with number of endpoints, and traffic
engineering routes scale with number of backbone nodes.
Both forwarding information bases of routes (FIB) have small
sizes even for a large network. Time to update the FIB is

affected by the round-trip distance between the controller and
router, and the number of routes in the FIB (see Figure 10).

Class based forwarding. An objective of ONEWAN-TE is
to use underutilized links on longer paths for replication or
backup traffic which are marked as scavenger traffic class but
use diverse shortest paths for best-effort and higher traffic
classes. ONEWAN agent installs the egress site label route
with an intermediate policy lookup that is indexed by traffic
class to change from default class WCMP to a class specific
WCMP. Figure 11 shows that ONEWAN-TE assigns 55% of
scavenger traffic to longer paths. Differentiated paths decrease
scavenger drops due to microbursts in higher traffic classes.
When best-effort and scavenger queues use weighted round-
robin queue scheduling, differentiated paths also decrease
best-effort transient drops due to scavenger microbursts. Fig-
ure 12 shows the successful transmission rate SLO for best-
effort and scavenger traffic classes for a 3-month period in
2022.
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Figure 10: Per-device FIB update times for steering and TE routes.
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Figure 11: Class based forwarding uses paths for scavenger traffic
class that are different from best-effort and higher classes. Longer
paths carry 55% of scavenger bandwidth.
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Figure 12: Successful transmission rate SLO for best-effort and
scavenger traffic classes for a 3-month period in 2022.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    521



5 Traffic Engineering Optimization

The ONEWAN TE optimizer has two inputs – predicted traf-
fic matrix (TM) (described in § 6) and dynamic topology. A
traffic trunk is an aggregate traffic flow from a source back-
bone router to a destination site for a specific traffic class, and
the traffic matrix is a collection of predicted bandwidths for
traffic trunks. The dynamic topology consists of sites, nodes
and links. Nodes and links have tens of different attributes, in-
cluding interface addresses, device role, link operational band-
width, bandwidth reserved for RSVP-TE, link metric, whether
a link or node should be avoided due to maintenance activity,
and link reliability information. Each node is associated with
a site, and all nodes in a site are equivalent destinations for a
traffic trunk destined to the site. The TE optimizer operates in
two phases: path computation phase and optimization phase.

In the path computation phase, we perform online compu-
tation of paths on the dynamic topology for all traffic trunks
using efficient path finders (§ 5.1). We compute enough paths
to enable the optimization phase to have adequate choices
when allocating traffic.

In the optimization phase, the priority fairness optimization
solver (§ 5.2) allocates traffic trunks to paths using the path
formulation of multi-commodity flow problem. The TM is
divided based on the traffic class of trunks and each traffic
class is optimized differently. The priority fairness solver
allocates demands of high priority trunks (best-effort and
higher traffic classes) with the objective of minimizing the
cost-bandwidth product. In contrast, it allocates low priority
scavenger traffic trunks with the goal of minimizing maximum
link utilization. The rationale to minimize maximum link
utilization objective for low priority traffic is to decrease
congestion drops in the scavenger class from microbursts
in higher traffic classes, and to allow bandwidth broker [14]
to serve more requested bandwidth using under-utilized links.
High priority users expect the best latency the network can
offer.

The priority fairness solver chains four solvers, max-min
fairness, minimize cost, minimize maximum utilization, and
diverse path, in different combinations based on traffic classes.
The inputs to all solvers are paths computed in the first phase,
TM, and upstream solver constraints.

5.1 Path computation

Path finders in ONEWAN implement techniques for exploring
paths in the network topology. Over the years, we have de-
veloped many path finders. Today, we accumulate paths from
two paths finders in ONEWAN— penalizing and maximum
flow path finders. The union of paths from the two finders has
a mix of diverse shortest and maximum flow paths.

The penalizing path finder returns risk diverse paths with
policies to never reuse a risk group for paths between the same
source–sink pair or reuse only if necessary. Risk group is an

identifier for shared optical infrastructure used by two or more
links. A link can have zero or more risk groups. The finder
uses Dijkstra’s algorithm by setting link weights to penalties
for risk groups used in previous shortest paths. Penalties are
either infinity or a large value like the sum of all edge weights.
The first path returned by the solver is the shortest path. Each
subsequent path is the shortest path in the graph with modified
weights. The finder operates on a graph where the risks groups
have been expanded into virtual links (see Figure 13 (a)).

The maximum flow path finder uses maximum flow algo-
rithms [11] and converts the augmenting paths into network
paths. Link bandwidth is set to the reservable bandwidth for
ONEWAN-TE. Link distance is not used in this finder.

Recall from § 3 that traffic engineered routes are not to indi-
vidual routers, but to a group of routers in the destination site.
Therefore, ONEWAN path finders compute paths from source
nodes to destination sites using the technique of sink aggrega-
tion. In sink aggregation, we add a super sink node (ss) to the
graph and connect sink nodes to it using directed edges of zero
weight and infinite bandwidth (see Figure 13 (b)). Sink aggre-
gation reduces the number of paths that ONEWAN-TE needs
to allocate traffic on. Work is further reduced by computing
paths only for source-sink pairs in the traffic matrix, instead
of all pairs of nodes. This is called TM-aware source sinks.
Figure 14 shows that these techniques reduce the path counts
by a factor of 30. The resulting speed-ups extend into the op-
timization phase because fewer paths mean fewer columns in
the linear programming constraint matrix. The average time
to compute paths in ONEWAN is only 5 seconds.

s t{a,b,c}

s t{a} {b} {c}
ss

0/∞

5
5

(a) Risk group virtual links (b) Sink aggregation

(c) ONEWAN intra-
site cross links

Figure 13: Path computation: (a) penalizing path finder expands risk
groups to virtual links, (b) sink aggregation finds paths to all nodes
in a site in the same exploration using a super sink, (c) cross-links
within a site complicate k-shortest path exploration.

Why does ONEWAN not use k-shortest paths? Path com-
putation using maximum flow algorithms works better than
k-shortest path algorithms on the ONEWAN topology. This
is because ONEWAN sites have a Clos or cross-link structure
that requires k to increase exponentially with the number of
inter-site hops (see Figures 3 and 13 (c)). There is dissimilar
link bandwidth and cost for nodes in a site that make optimiza-
tions difficult. Switching from k-shortest paths to maximum
flow algorithms gave a significant boost in path choice and
speed.
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Figure 14: Path count reduction when paths are computed for traffic
matrix aware source sinks and aggregated by sink nodes in a site.

5.2 Priority fairness solver

The priority fairness solver assigns priorities to traffic trunks
based on their traffic class. Best-effort and higher traffic
classes map to priority 0 (highest) and scavenger traffic class
trunks are priority 1. Cloud network operators set a committed
data rate for each priority. Committed data rate is the mini-
mum percentage of link bandwidths guaranteed to a priority.
If excess network bandwidth is available for use, traffic trunks
receive more than the guaranteed allocation in priority or-
der. By pre-committing link bandwidths based on priority, we
ensure that lower priority trunks do not starve in the network.

The priority fairness solver runs in two stages. In the first
stage, starting with the highest priority, it sets link bandwidths
in proportion to the committed rate of the priority. This ex-
cludes the bandwidth committed to lower priorities, guarantee-
ing that lower priority demands are not starved for bandwidth.
The fairness solver then allocates bandwidth for demands in
this priority. It repeats this process for each lower priority
demand set and accumulates all the downstream solver results
into a single priority-aware solver result.

During the second stage, the solver walks through each
set of demands in a priority and identifies fully satisfied de-
mands. These demands are marked as frozen. For unsatisfied
demands, it adds the credit allocated in the first stage back
to the available link bandwidth. Adding the credits back to
the links enables these demands to be run again as if none
were allocated. In the first stage the demands were limited to
available bandwidth after excluding committed rates of lower
priorities. In this stage, unused committed rates are available
and can be used for unsatisfied or partially allocated demands.

Solver chaining. ONEWAN-TE has multiple objectives. It
allocates priority 0 traffic to achieve max-min fairness and
minimum cost using a diverse set of network paths. It allocates
priority 1 traffic to achieve max-min fairness and minimize
the maximum link utilization. The priority fairness solver
achieves these TE objectives by chaining multiple solvers to
compute traffic allocations. Traffic allocations from upstream
solvers in the chain constrain the solution space of subsequent
solvers, achieving one TE objective per link of the solver
chain. Solver chaining breaks ONEWAN’s TE problem into
reconfigurable linear programming (LP) steps. The priority
fairness solver (see Figure 15) uses four solvers. For brevity,

Priority fairness

Max-min fairness

Max ∑i xi s.t.

l≤
[

D
L

]
x≤ u

Multiple iterations

Max-min fairness

Min-cost

Min ∑i cixi
Update lD,uD

Diverse path

Min ∑i cixi
Add ε≤ xi, i ∈ P∪Q
(from Algorithm 1)

Min-max-util

Min xz s.t.
Update lD,uD

Add ∀ℓ ∈ {links}
bℓxz− ∑

i uses ℓ
xi ≥ aℓ

pri 0 pri 1

x̂

x̂
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Figure 15: The priority fairness solver reserves bandwidth for traffic
classes based on their priorities. It then invokes the chain of max-min
fairness, min-cost and diverse path solvers for high priority traffic.
High priority traffic does not consume bandwidth reserved for low
priority traffic. After allocating high priority traffic, it invokes the
max-min and min-max util solvers for lower priority traffic. Unused
bandwidth after both high and low priority chains is made available
for unmet demands in the second round of priority fairness solver.

we omit a detailed discussion of the optimization problems
in the solvers, previously described in [3, 14, 19, 27]. x has an
element for each path and its solution x̂ is the allocation of
bandwidths requested by trunks to paths. The solvers share a
common core of demand and link constraints (D,L).
Chain of solvers. The Max-min fairness solver optimizes
throughput using approximate max-min fairness. It uses mul-
tiple iterations of maximizing throughput with adjustments to
demand constraint bounds. Min-cost solver uses the solution
of max-min fairness to minimize the dot product of cost and
allocations. For ONEWAN-TE, cost ci is path metric, which is
the sum of link metrics. It uses the solution of the max-min
fairness to adjust the bounds in demand constraints. Diverse
path solver solves the same objective but with diverse path
constraints described in § 5.3. Priority 1 trunks are optimized
with max-min fairness using the residual link capacity after
deducting the allocations of priority 0. Min-max-utilization
solver uses the upstream solution to adjust the bounds in de-
mand constraints. To minimize maximum utilization with
a linear objective, it adds a new variable xz that represents
maximum utilization, and utilization constraints where aℓ is
previously allocated link bandwidth and bℓ is link capacity.
LP solvers. ONEWAN integrates two LP solvers, CLP [5]
and GLOP [12]. They provide a 5× speedup over the original
solver used in SWAN. We achieve additional speedup by reduc-
ing the constraints sent to the solvers: the use of destination
sites reduces the number of paths, and therefore columns in
the constraint matrix are reduced 7-fold (§ 5.1). The biggest
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gain in constraint reduction was achieved by pruning small
traffic trunks that are under 500 Mbps. This decreased the
constraint matrix rows and columns by factors of 5 and 7
respectively. The small trunks represent only 2.5% of net-
work traffic (described in § 6.2) and get optimized within five
minutes of growing large. Practicality of using LP solvers
also depends on settings: dual simplex is superior to primal
simplex for our LP models. Furthermore, pure cycling is pos-
sible as the max-min fairness models have high degeneracy —
many columns are the same because the non-zero elements
in the constraint matrix and the cost vector coefficients are 1.
Cost perturbation is used to jiggle the values out of cycles.

5.3 Diverse path solver

A collection of paths is risk diverse if the intersection of risk
groups of all paths in the collection is an empty set. ONEWAN
applies diverse path protection to best-effort and higher traffic
classes. In the ONEWAN-TE solver chain, the diverse path
solver computes diverse paths using the primary paths from
the min-cost solver. The goal of the diverse path solver is to
decrease transient congestion in the interval between local
and global repairs. ONEWAN agents perform local repair at
the ingress router and ONEWAN controllers perform global
repair based on the new topology. Spreading traffic on mul-
tiple paths without considering risk diversity can result in
transient packet loss due to route blackholes or congestion
since local repair is forced to use IS-IS routes.

The diverse path solver uses a greedy weighted set cover
to find the minimum weight set of diverse paths that protects
the shared risks in primary paths. Algorithm 1 outlines di-
verse path constraint generation. The WEIGHT function is
configurable. Diverse paths can be configured to not exceed
the primary path latency by a configurable jitter threshold,
or diverse paths with more residual bandwidth can be pre-
ferred. We define jitter as a normalized ratio of path latencies,
(max−min)/

√
min. Since high priority users expect the best

latency in non-failure conditions, diverse paths with excess
jitter are excluded. The diverse path solver re-solves the mini-
mum cost objective with diversity constraints (see Figure 15).
Diverse paths usually get the smallest possible weight since
using them pulls the solution away from the minimum cost
solution.

Figure 16 shows the percentage of total traffic on risk
diverse paths. Without diverse path solver, any diversity is
purely accidental, and was measured at 10%. When the agent
only supported primary tunnels, jitter threshold of 5 was used
to not adversely impact the latency of flows using the diverse
paths. This constrained the choice of diverse paths and risk
diverse traffic percentage was 75%. Once the agent imple-
mented primary-backup tunnels, the jitter threshold was not
required, and the protected traffic increased to 99%. The re-
maining 1% is due physical constraints on diversity of optical
circuits.

Algorithm 1 Adds diverse path constraints

1: procedure DIVERSITYCONSTRAINTS(P,U)
P is the set of primary paths.
U is the set of computed paths.

2: risks← SHAREDRISKS(P)
3: ss← SOURCESINKS(P)
4: candidates← PATHS(U,ss)\P
5: for all q in candidates do
6: protect[q]← risks\SHAREDRISKS(q)
7: residual← residual bandwidth of q
8: jitter← latencies of q and P
9: w[q]← WEIGHT(residual, jitter)

10: end for
11: Q←WEIGHTEDSETCOVER(protect,w)
12: for all i in P∪Q do
13: ADDCONSTRAINT(ε≤ xi)
14: end for
15: end procedure
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Figure 16: Percentage of total traffic on risk diverse paths in a typical
day. 10% of the traffic is protected without diverse path solver, 75%
with jitter threshold, and 99% without jitter threshold.

6 Measuring WAN Traffic Matrices

The traffic matrix (TM) is a key input to the traffic engineering
optimizer. A traffic trunk is an aggregate traffic flow from a
source backbone router to a destination site for a specific traf-
fic class. There are four primary traffic classes in ONEWAN:
voice, interactive, best-effort, and scavenger. The WAN TM is
a collection of traffic trunks and bandwidths for each trunk. A
trunk’s bandwidth can be a requested value for discretionary
traffic, a measured value for Internet or non-discretionary traf-
fic, or a prediction based on measured values. Bandwidth bro-
ker is a service that measures discretionary traffic at sending
hosts and aggregates it into trunk-level requested bandwidth.
The input to the traffic engineering optimizer is the complete
traffic matrix that is a combination of the requested TM and
predictions based on the measured TM.

Measured TMs are computed by sampling packets as they
enter the WAN. SWAN sampled traffic using sFlow [30] at
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backbone routers. On the other hand, ONEWAN sampled
traffic using IPFIX [33] at aggregation routers. The sampling
point and technique were dictated by which router exported
the fields required for identifying traffic trunks. Flow record
attributes such as sampling router address, input and output
interfaces, BGP next hop, traffic class, and packet 5-tuple are
used to identify the traffic trunk. ONEWAN required a high
throughput data pipeline to process flow records from a larger
number of devices at a faster sampling rate compared to
SWAN. Since ONEWAN-TE re-optimizes traffic allocations
every 5 minutes, TMs are measured at short, minute-level
timescales.

aggregation
router

backbone entering
interface

IPFIX
collectors

IPFIX records

Primary
data stream

Secondary
data stream

Flow
collectors

Demand
predictor

ingest gRPC traffic
matrix

Figure 17: ONEWAN’s high throughput data pipeline for TM mea-
surement. Aggregation routers export flow information to IPFIX

collectors which process and store them in redundant data streams.
Flow collectors query the data stream to compute bandwidths of
traffic trunks. The demand predictor predicts the complete TM.

Challenges in measuring anycast traffic volumes. A large
fraction of the traffic in CORE is anycast — traffic towards
destination prefixes advertised by multiple sites in the WAN.
Anycast traffic is routed to the router nearest to the source
router using standard BGP path selection rules. Correctly iden-
tifying the destination of an anycast traffic trunk requires
knowledge of the BGP route lookup result, which is different
for each source. One way of solving this in software is to
acquire copies of the routing tables of all aggregation routers
and replay the route lookup. To avoid the overhead of copy-
ing tables and replaying routes, ONEWAN leverages IPFIX
sampling where routers store the route lookup result in the
BGP next hop attribute of IPFIX flow records.
IPFIX data pipeline to measure traffic matrices. In Fig-
ure 17, aggregation routers sample one in 4,096 IP packets,
and export flow records using anycast to the nearest IPFIX
collector cluster. The IPFIX collectors write the statistics to
redundant data streams. Flow collectors query the data stream
for flow records from aggregation routers to the connected
backbone routers and build a traffic matrix. They also iden-
tify and tag discretionary traffic in the measured TM to help
in combining with the requested TM. The demand predictor
aggregates traffic matrices from all collectors and uses lin-
ear regression and autoregressive moving average models on

measured TMs to make predictions.

6.1 Error correction in measured TMs
We calculate the accuracy of traffic matrices measured us-
ing aggregations of IPFIX data against packet counters like
interface counters, output queue counters, and RSVP-TE used
bandwidth counters. Early versions of the IPFIX data pipeline
had issues like invalid or missing attributes in flow records
e.g., missing BGP next hop attribute for IPv6 flows, or incor-
rect egress interface in certain flows. We detected and fixed
such issues over time.

Flow record exporters use UDP, even though it is unreliable,
because it needs less router resources. Hence, it is important
that the data pipeline does not lose flow records due to traffic
surges, unequal load distribution, or systemic or fault induced
capacity crunch. The first generation of the data pipeline
was lossy. The second generation of the pipeline used gRPC
streaming from the data stream to the flow collectors (see
Figure 17) and was not lossy. While operating with the first
generation, we developed an error correction that gave simi-
lar results as the second generation. Since there is potential
of failures in any pipeline, we outline the error correction
technique used to improve reliability of our TM estimation.

We define the interface error rate as the ratio of input in-
terface bit rate on the backbone entering interface measured
by SNMP and calculated by IPFIX. Values greater than one
indicate underestimation, and less than one indicate overesti-
mation by IPFIX. The flow collector continuously calculates
interface error rate, and scales the IPFIX measured bandwidths
of individual traffic trunks in proportion to the interface error
rate. The flow collector scales the bandwidth of each trunk
separately based on its input interface error.

6.2 Traffic matrix characteristics
Figure 18 (a) shows typical diurnal and weekly traffic patterns
seen in service provider networks. Interestingly, the number
of traffic trunks in ONEWAN is 8× the trunks in SWAN due
to the doubling of source backbone routers, and increase in
destination sites in ONEWAN.

In Figure 18 (b), 82% of trunks are under 100 Mbps and
represent 1.3% of total traffic in WAN. The small trunks are
uniformly distributed across the network, consist of many flow
types, and do not pathologically contend for specific links.
We take advantage of this distribution to speed up traffic
engineering optimization by letting the smallest trunks go
unengineered.

In Figure 18 (c), trunk distance is calculated based on fiber
distance of the shortest path from source to destination. The
largest traffic trunks have source and destination close to each
other. 25th-percentile by distance is 95% of total traffic. We
use this to define ONEWAN geographies such that 75% of
the WAN traffic is intra-geography.
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Figure 18: Traffic matrix characteristics for a typical week: (a) count of trunks by time of day, (b) distribution of trunks by bandwidth, (c)
distribution of trunks by normalized fiber distance from source to destination.

7 Operational Experience

In this section we share lessons learned from the unification
of SWAN and CORE networks into ONEWAN.

Traffic migration. We migrated traffic from RSVP-TE to
ONEWAN-TE in the production network. So, it was important
to perform this migration in a hitless manner. We used steering
routes to migrate traffic from a specific set of source routers to
another specific set of endpoints. We began by migrating traf-
fic that was sourced and destined within the same geography
because the configuration changes required for this are local
to that geography. We used RSVP-TE maximum reservable
bandwidth configuration on routers to control the percentage
of link bandwidth made available to ONEWAN-TE. Initially,
ONEWAN-TE had a small fraction of link bandwidth, sufficient
to initiate traffic migration. We gradually increased ONEWAN-
TE traffic and reduced the RSVP-TE maximum reservable
bandwidth until RSVP-TE configuration could be entirely re-
moved from the router.

Merging IS-IS routing domains. Merging the SWAN and
CORE IS-IS domains posed a high risk for SWAN routers,
whose IS-IS would observe a 7-fold increase in link state
advertisements after the merge. IS-IS uses backoff timers to
pace the shortest path first (SPF) execution. The purpose of
backoff timers is to react quickly to the first few events but
under constant churn, slow down to prevent the router from
collapsing. The interactions of TE extensions still using IS-IS
with interoperability issues caused IS-IS SPF to be persistently
in backoff state slowing convergence. This prompted the de-
sign change to make ONEWAN-TE tunnel probing completely
independent of IS-IS by using controller routes to return from
the tunnel destination to the tunnel source (§ 4).

Cost savings with ONEWAN. ONEWAN brings the benefits
of SDN TE to Internet traffic which was previously managed
by RSVP-TE in the CORE network. SDN TE is known to make
efficient use of network capacity, thereby reducing the need
for capacity augmentation in the network. In Figure 19, we
compare projected capacity augments needed with ONEWAN
vs. SWAN + CORE to meet the organic traffic growth. We ex-
pect to reduce capacity augments by 10% of current installed

capacity in the next few years, which is of significant value
for the size of our network. This does not include savings on
inorganic growth like building new regions.
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Figure 19: Reduction in capacity augments with ONEWAN com-
pared to SWAN + CORE as a percentage of current installed capacity.

8 Related Work

We are the first to apply SDN techniques to replace RSVP-TE
in an Internet backbone. SDN based traffic engineering was
first used in inter-datacenter networks [9,14,15,17,20,24,25].
An inter-datacenter network has fewer points of presence,
simpler scaling requirements, and easily built from scratch.
We show that the challenges of scalability, reliability, feature
parity, and migration can be overcome and replace RSVP-TE
in an Internet backbone. This leads to unification of the cloud
network with a single SDN controlled backbone.

SDN controllers for Internet peering have been discussed
in [4, 7, 13, 34, 35, 37]. They tackle an important adjacent
problem of Internet traffic engineering at the peering edge.
These controllers enable performance-aware egress peer se-
lection and inbound traffic engineering between autonomous
systems. Our work focuses on the dynamic path selection
and load balancing of this traffic between the peering edge
and the end host in a datacenter, as it transits the backbone
within the autonomous system. Microsoft peering edge uses a
similar SDN controller that is outside the scope of this paper.
ONEWAN controllers measure peering traffic and adapt the
backbone to the needs of the peering edge traffic.

Traffic matrix estimation through models and link data
have been studied in [8, 26, 32, 38]. In our experience, direct
measurement of traffic matrices is, unfortunately, necessary
for online TE in operational networks. We extend prior work
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with an evaluation of our IPFIX sampling based measurement
system, and present data on real world traffic matrices.

Prior work [14, 18, 23] states that programming end-to-end
paths in WANs takes minutes, and the size of tables to store
traffic engineering rules is a constraint. Our work shows that
network updates take seconds, even in very large networks. A
key reason for this difference is that prior work used TCAM-
based policy engines that are flexible but limited resources,
and our work uses IP and MPLS lookup tables, which are op-
timized and large even in commodity switches, and program-
ming in parallel using make-before-break semantics. Path
selection is usually done offline [6] and load balancing over
selected paths is online. In ONEWAN-TE, both are done online
using the dynamic topology and traffic matrix. Traffic engi-
neering is studied as the optimization of one objective like
minimizing link utilization [36]. ONEWAN-TE optimizes each
traffic class with different objectives, and uses class based for-
warding to achieve the intent in the data plane. [1, 25] study
the TE problem with faults. ONEWAN-TE formulation is tuned
for a larger network. It protects faults at the granularity of
optical risk groups and balances the opposing requirements
of proactive fault protection without increasing latency in
non-failure conditions.

9 Conclusion

Our journey with using SDN for traffic engineering has com-
pleted a full circle. SDN-TE technology matured in our net-
work while managing inter-datacenter traffic, and has now
replaced legacy TE in the Internet backbone. ONEWAN repre-
sents a 1000× increase in traffic volume and a 100× increase
in network size compared to SWAN a decade ago. Some key
elements of SWAN have withstood the test of time. For exam-
ple, traffic engineering optimization retains the same structure
and formulation. We still use router agents on WAN routers
which run on multiple firmware operating systems, but have
modified them to deal with greater scale and functionality.
ONEWAN brings the benefits of smaller fault-domains from
BLASTSHIELD to the Internet backbone, making it more reli-
able. We hope ONEWAN expands the scope of future work in
wide-area TE, standardization of the controller-agent program-
ming abstraction, and analysis of traffic matrix characteristics
of cloud WANs. ONEWAN marks the progression of SDN
into an Internet backbone. It is driven by scaling our backbone
to serve today’s users. We continue to expand the roles and
functionality of ONEWAN as new opportunities emerge with
the growth of network demands.

Acknowledgements. We thank our colleagues in Azure wide
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and NSDI reviewers for their comments that improved this
paper.
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Abstract
The variety and severity of recent DNS-based attacks under-
score the importance of a secure naming system. Although
DNSSEC provides data authenticity in theory, practical de-
ployments unfortunately are fragile, costly, and typically lacks
end-to-end (E2E) guarantees. This motivates us to rethink au-
thentication in DNS fundamentally and introduce RHINE, a
secure-by-design Internet naming system.

RHINE offloads the authentication of zone delegation to
an end-entity PKI and tames the operational complexity in an
offline manner, allowing the efficient E2E authentication of
zone data during online name resolution. With a novel log-
ging mechanism, Delegation Transparency, RHINE achieves
a highly robust trust model that can tolerate the compromise
of all but one trusted entities and, for the first time, coun-
ters threats from superordinate zones. We formally verify
RHINE’s security properties using the Tamarin prover. We
also demonstrate its practicality and performance advantages
with a prototype implementation.

1 Introduction

The importance of DNS as an integral part of the Internet can-
not be overstated. If DNS is corrupted, so would be all relying
Internet services [33]. Yet, this critical system has no built-in
protection for data at rest or in transit. The infamous Kamin-
sky attack [57] raised worldwide awareness of the severity
of DNS cache poisoning and thereafter spurred the deploy-
ment of several protocol-level defense mechanisms. Recent
years have, however, witnessed a flurry of new vulnerabili-
ties [17, 66, 67, 90] that revive the threat of cache poisoning
and DNS hijacking in general [50].

The implications of these attacks are profound: they enable
the sabotage of a wide spectrum of online systems, ranging
from web applications and email to time synchronization and
cryptocurrencies [33]. One of most alarming facts is that DNS
plays an essential role in bootstrapping the Internet’s secu-
rity. In the modern web PKI, certificate issuance relies on

DNS-based channels for domain validation. If such channels
are unauthenticated, attackers can manage to acquire fraud-
ulent TLS certificates and impersonate domains [25, 27, 81].
Hence, an end-to-end (E2E) authenticated naming system is
necessary for E2E secure communication.

DNS Security Today. Strengthening plain DNS with security
guarantees has been a decades-long but still largely ongoing
endeavor. DNSSEC [18] is by far the most important security
extension to DNS. It allows a zone owner to cryptographically
sign DNS records which, at least in theory, averts the threat
of DNS hijacking. However, the deployment of DNSSEC is
still far from complete (e.g., it is estimated that only 25% of
DNS responses worldwide are validated as of mid-2022 [15]),
and years’ of practical experience indicates that it is highly
fragile and fraught with problems.

The complexity of DNSSEC makes its operation an error-
prone and expensive process. It requires each zone to synchro-
nize its keying materials with its parent. Any inconsistency
in an authentication chain will cause validation and hence
resolution failure. This has caused frequent outages at all
levels of the DNS hierarchy [54]. Validation failure can in-
cur severe overhead to DNS servers and the name resolution
process [53]. Partly because of these factors, and partly by
design [88], end hosts rarely validate signed records by them-
selves but rely on validating recursive resolvers at best [64].
As a result, DNSSEC fails to provide E2E data authentication
in practice, despite pervasive DNS interception [65, 71, 77].

The trust model of DNSSEC is also controversial. DNS is
not designed for security, and mismanagement of DNSSEC
by DNS operators is commonplace [29, 82]. Compromising a
zone’s secret key implies the control of all its subzones. This
raises the concern that DNSSEC consolidates the power of the
few Internet governance bodies and state governments over
the DNS namespace [83]; in fact, large-scale DNS hijacking
campaigns sponsored by state agencies have already been
observed in the wild [46]. DNSSEC requires a validating
entity to trust all zones on an authentication chain; any one of
them can provide correctly signed yet bogus data [2].

These issues have their root in DNSSEC’s underlying ar-
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chitecture, which mirrors the hierarchical namespace, and
therefore they cannot be resolved within DNS. This poses the
question: Is it possible to build a DNS-compatible yet robust
naming system that enables efficient E2E authentication?

Introducing RHINE. We provide an affirmative answer to
this question with the design, verification, implementation,
and evaluation of a system called RHINE. Our key insight is
that the authentication of zone data and zone delegation in
DNS, while treated identically by DNSSEC, should be decou-
pled. The latter form of authentication, which is more delicate
and costly, can be performed by external trusted entities in an
offline manner. Specifically, we employ certificate authorities
(CAs) from the web PKI to certify zone delegation, allowing
clients that already rely on these CAs to efficiently validate
zone data during online name resolution.

Despite its promising opportunities, this architecture also
raises unique challenges. Certifying a zone’s authority with
CAs creates a circular dependency, because, as mentioned
earlier, secure certificate issuance hinges on a secure naming
system in the first place. On a different front, the corruption
of a single CA may put the entire DNS namespace at risk.
Moreover, malicious DNS and PKI authorities can interact in
subtle ways to subvert a zone’s authenticity.

What we strive for is a system of checks and balances
where the parties involved (zone owners, CAs, and loggers)
watch over each other so that no single party or partial collu-
sion between them can undermine a zone’s authority. RHINE
systematically addresses security threats arising from the en-
visioned architecture, offering a set of protocols for secure
zone management and E2E-authenticated name resolution.
At its core is Delegation Transparency (DT), a novel public
logging mechanism to maintain global zone delegation status.

It is essential to rigorously establish the expected security
properties for our design. Using a state-of-the-art security
protocol verifier, Tamarin [68], we have formally proved that
RHINE guarantees E2E data authenticity for legitimately
delegated zones in a highly robust trust model.

Our evaluation with a prototype implementation shows that
RHINE can cope with real-world certificate issuance rates
(millions per day) and, compared with DNSSEC, achieve
lower resolution latency and higher resolver performance.

2 Problem Statement
We start by introducing the basic concepts of DNS. After-
wards, we contextualize the data authentication problem and
analyze the intrinsic weaknesses of DNSSEC.

2.1 Name Resolution Basics
The global DNS namespace is organized as a tree structure,
where each node is a zone that manages resource records
mapping names to IP addresses and other data. Delegating a
portion of a zone creates another node in the tree and hence a
(sub)zone. Below the root zone lie top-level domains (TLDs)

16

Recursive 
Resolver

Recursive 
ResolverResolver

Name Server 
.

Name Server 
.

Root 
Nameserver

Name Server 
.

Name Server 
.

com. 
Nameserver

Name Server 
.

Name Server 
.

example.com 
Nameserver

Client

Client

Root 
Owner

com. 
Owner

example.com
Owner 

Off-path 
Attacker

Interceptor

Figure 1: A simplified DNS infrastructure. Components in red
and dotted lines indicate various threats to data authenticity.

such as .com and .org, second-level domains (SLDs) such
as a.com, and so forth. A zone should be authoritative for
all names under it except those under its delegated subzones.
For example, assuming the zone b.a.com exists but c.a.com
does not, then the zone a.com is authoritative for c.a.com
and d.c.a.com but not b.a.com or d.b.a.com. A zone’s
apex is the name identifying the zone itself.

DNS runs on a distributed infrastructure. We consider a
simplified infrastructure with four types of entities depicted
in Figure 1. The owner of a zone is a logical entity with
legitimate authority over it. When the context is clear, we
extend the term “zone” to also indicate its owner. A zone
hosts its data on multiple (authoritative) nameservers, which
in many cases are not under the control of the zone owner [58,
76]. In the name resolution process, a (recursive) resolver
handles name lookup queries from clients (aka stub resolvers),
by iteratively asking nameservers for matching record(s) in
a top-down manner. Caching at resolvers reduces the overall
lookup costs and helps DNS operate at Internet scale.

2.2 Authentication in DNS
Plain DNS offers no authentication of resource records. They
can be corrupted anywhere before reaching a client, as high-
lighted in Figure 1. Any on-path network node can access,
modify, and fabricate DNS messages. An off-path adversary
can also intervene in the resolution process and inject bogus
data, as demonstrated by the Kaminsky attack and its vari-
ants [66, 67]. Nameservers and resolvers may deviate from
their expected behavior due to domain hijacking [85], mal-
ware infection [32], business incentives [87], or regulatory
pressure [72]. Less obvious threats are posed by malicious
zone owners themselves, who can surreptitiously (and some-
what rightfully) manipulate their subzones [2, 83].

Network attackers can be thwarted by secure channels.
DNSCurve [23] was proposed to protect the communication
between a resolver and nameservers using an in-band key ex-
change scheme. More recent and widely deployed protocols
include DNS over TLS (DoT) [52] and DNS over HTTPS
(DoH) [47], which focus on securing the last-mile communi-
cation between a client and a resolver. These solutions fail to
mitigate risks arising from nameservers, resolvers, and any
intermediary servers on the resolution path.

As the most prominent security addition, DNSSEC en-
hances DNS with data integrity and origin authentication.
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It allows a zone to cryptographically sign its records using a
secret key, with the corresponding public key signed by the
parent zone. A security-aware resolver can verify a signed
record by following an authentication chain all the way up to
the root zone (key), without trusting any on-path servers.

2.3 Problems with DNSSEC
Since the signing of the root zone’s key in 2010, DNSSEC has
seen gradual uptake, but the deployments are not all smooth.
It is often cited by practitioners as overly complicated and not
worth the costs it exacts [54]. We analyze its drawbacks in
practical operation and from a security perspective.

Fragile Operation. DNSSEC requires synchronization be-
tween each pair of adjacent nodes in an authentication chain.
Any inconsistency (e.g., missing or mismatching keys or se-
curity parameters) between a zone and its parent will cause
validation and hence resolution failure, blocking not only the
failed zone but also all its subzones. It is thus unsurprising that
Internet outages caused by DNSSEC happen frequently at all
levels including the root, TLDs and SLDs, and across various
organizations including DNS governance bodies themselves
(e.g., ICANN and RIPE) as well as large service providers
(e.g., Verisign, Dyn, and Google) [54].

While DNSSEC already imposes significant performance
overhead with respect to plain DNS resolution, validation
failure can further boost its costs. It is estimated that with fail-
ure factored in, the authoritative nameservers of a DNSSEC-
signed zone should be prepared to handle 10 times the query
traffic volume and 100 times the response traffic volume
of their unsigned counterparts for an Internet-wide deploy-
ment [53]. The potential of abusing DNSSEC for denial of
service (DoS) is well-recognized and many real-world attacks
have been reported [1].

The operational complexity, high failure rate, and perfor-
mance overhead all contribute to the fact that end hosts rarely
validate DNSSEC-signed records [64]. It is actually by design
that end hosts should rely on validating recursive resolvers
to verify records [88]. As a result, DNSSEC almost never
provides E2E data authentication in practice.

Fragile Security. The security of DNSSEC rests on DNS
itself. However, unlike PKIs, DNS is not designed for secu-
rity; and unlike CAs, zone owners and operators may not
be security-savvy. Real-world measurements have revealed
widespread mismanagement of DNSSEC with flawed secu-
rity practices (using weak keys, reusing keys for multiple
zones, etc.) [29, 82]. The compromise of a zone’s secret key
endangers not only the zone itself but also all its subzones.

A common criticism of DNSSEC is that it consolidates
the Internet’s governance [83]. The root zone is governed
by ICANN, the most important TLD .com is managed by
Verisign under the jurisdiction of US law, and each country-
code TLD is ultimately controlled by the corresponding
sovereign state. Large-scale DNS hijacking campaigns spon-
sored by state agencies have been observed in real world [46].

While the governance model of DNS remains a subject
of controversy, from a technical point of view, DNSSEC’s
trust model is fundamentally fragile in that it provides clients
with no option but to trust all zones on a delegation chain. A
malicious zone can surreptitiously claim and serve authenti-
cated data for names belonging to any subzone. This problem
has just begun to gain attention from the Internet commu-
nity, and there is a proposal to mark the root zone and TLDs
as delegation-only so that their ability to serve authoritative
data is limited [2]. However, implemented within DNS, this
mechanism cannot solve the inherent limitations of DNSSEC.

2.4 Desired Properties
Our analysis of DNSSEC reveals the following properties
desired by an ideal authenticated Internet naming system.

• P1: End-to-end (E2E) data authenticity. A validating
client must be assured that any verified resource record is
indeed generated by the genuine authoritative zone.

• P2: Authentication efficiency. The computation and com-
munication costs of authenticating resource records, espe-
cially in case of failure, are lower than DNSSEC.

• P3: Operational robustness. The authentication of a
zone’s data is unaffected by any superordinate zone’s op-
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erational faults in managing security, e.g., misconfigured
security policies or keying materials.

• P4: Robust trust model. If a zone relies on a group of en-
tities (including its parent and any external trusted parties)
to establish its authority, then no single entity or partial
collusion between them can claim authority over the zone.

3 RHINE Overview
RHINE is a naming system with built-in security, satisfying
all the properties listed in Section 2.4. Our starting point is
the observation that the authentication of a DNS zone consists
of two parts: authenticating resource records during name res-
olution and, when the zone is created, authenticating the dele-
gation’s legitimacy. The latter can be offloaded from clients
to external trusted entities: in particular, the CAs in today’s
web PKI that billions of clients already rely on. Once a zone
is delegated and certified, it can serve authenticated data and
manage its security independently, without synchronizing
with its parent as in the case of DNSSEC. This isolates the
failures caused by a zone’s security mismanagement from its
subzones. The reduction in validation failure and authentica-
tion chain length also improves name resolution performance.

This new security architecture simultaneously achieves the
desired properties P1, P2, and P3. Yet, it introduces both un-
precedented opportunities and challenges to meet P4, without
which the system can be broken in many ways. This is the
main focus of our design (Section 3.3).
RHINE Architecture. We depict our architecture in Figure 2.
It consists of two parts. In the offline part, zone owners es-
tablish new delegations by acquiring publicly logged RHINE
certificates (RCert) from a CA and loggers (Section 5.1).
An existing zone can update its RCert or delegation status
(Section 5.2). It also periodically retrieves delegation status
proofs (DSP) (Section 5.3) from a public transparency log
(Section 4). A zone signs its resource records using its RCert
and publishes them to a distribution infrastructure. During
online name resolution, a client who already relies on the
web PKI can easily verify an answer’s authenticity using the
associated RCert and DSP (Section 5.4).

This architecture shifts much of DNSSEC’s complexity to
offline operations, minimizing the risk of failure during the
name resolution process. It also clearly separates the distri-
bution and authentication of DNS data. While we intend to
reuse the existing DNS infrastructure consisting of authorita-
tive nameservers, recursive resolvers, forwarders, etc., RHINE
can be instantiated with other distribution architectures such
as a peer-to-peer network [14], or enable client authentication
of records received through DoT or DoH.

3.1 Notation and Primitives
We use uppercase letters (e.g., X) to identify entities (zone
owners, CAs, and loggers) that run RHINE protocols, and
lowercase letters in the subscript to identify zones (e.g., ZNx)

Table 1: Summary of Notation.

Notation Definition

pkX , skX The key pair of entity X (in uppercase)
ZNx A zone identified by x (in lowercase)

RCrtx, zpkx, zskx The RCert and associated key pair of ZNx
:= Definition/assignment operator

(a,b, . . .) A tuple of values encoded as a string
H(·) A secure hash function

⟨m⟩X or ⟨m⟩x A message signed with skX or zskx
Σ.Vf(k,m) Verify a signed message m with a key/cert k

Acc.Vf(ac, p) Verify a membership proof p with digest ac

and their associated data (e.g., RCrtx). For brevity, we some-
times refer to the pair of zones related by delegation and their
corresponding owners simply as the parent and child.

We use standard cryptographic primitives including secure
hash functions and digital signatures. The public keys of CAs
and loggers are known to all entities. To design succinct data
structures, we also use cryptographic accumulators [34] that
can commit sets of values into small digests and generate
compact membership proofs. Classic constructions include
the Merkle hash tree (MHT) [69] and its variants. Table 1
summarizes our notation.

3.2 Threat Model
Table 2 summarizes the adversaries we consider in the design
of RHINE and the expected security properties.

A1 is a conventional Dolev-Yao network attacker [37] (who
can eavesdrop, modify, and inject messages transmitted over
the network) augmented with the ability to control the entire
DNS distribution infrastructure.

The next two types of adversaries pertain to today’s web
PKI ecosystem: A2 can issue arbitrary certificates by compro-
mising a CA; A3 can compromise some loggers and provide
fake or inconsistent log data to users. Since we repurpose the
web PKI to authenticate delegated zone authority, RHINE
must also deal with these adversaries.

For the first time, we systematically address an adversary
(A4) that controls a zone and attempts to subvert its subzones
by declaring authoritative data for them. This capability is
inherent in the hierarchical naming structure of DNS, i.e., a
name under a zone is also under its parent zone. For an authen-
ticated naming system where zone data is cryptographically
signed, A4 has access to the private key of the zone it controls.
As an example, an A4 attacker compromising the TLD xyz
can generate valid records for abc.example.xyz, despite that
the SLD example.xyz has been legitimately delegated.

Overall, we consider attackers that seek to, given the stated
capabilities, break the naming system’s data authenticity but
not availability—that is, tricking clients into accepting mali-
cious data rather than preventing clients from receiving any
answer. We assume that the attackers cannot break the cryp-
tography primitives used by RHINE, and that privacy aspects
of DNS are outside this paper’s scope.
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Table 2: Summary of adversaries considered in DNS and the web PKI. We also list the corresponding security properties and
representative defense mechanisms to achieve them.

Adversary Capability Security property (informal) Defense mechanisms

Dolev-Yao controls communication networks channel security DoT/DoH/DoQ, DNSCurve
A1 + DNS distribution infrastructure data authenticity DNSSEC, GNS [14]
A2 controls some CA(s) certificate misissuance prevention ARPKI [21], F-PKI [28]
A3 controls some logger(s) tolerating all but one compromises LogPicker [36], CTng [63]
A4 controls a DNS zone (e.g., a TLD) authority independence (of subzones) -

A1 + A2 + A3 + A4 (strongest possible adversary) E2E authenticity with robust trust RHINE

3.3 Design Rationale
RHINE strives to counter the strongest possible adversary
that combines all capabilities as shown in Table 2. Before
fleshing out RHINE’s design, we discuss the main aspects
to be considered, analyze why existing approaches fail, and
highlight the intuitions behind our solutions.

3.3.1 Validating Zone Ownership (A1)
Secure delegation in RHINE requires the expected zone owner
to request an RCert from a CA. The issuing CA must ver-
ify that a requesting entity indeed controls the zone to be
certified. Commonly known as domain validation (DV), this
process is mandatory for the issuance of TLS certificates. In
standard practice [20], the requester proves its ownership of
a domain by publishing a challenge token specified by the
contacted CA. A network attacker can exploit an insecure
channel in this process to obtain a fraudulent certificate. Un-
fortunately, all practical DV channels hinge on DNS and are
therefore exploitable by an A1 attacker [24, 27, 81]. Applying
these standard DV methods to our case will lead to a circular
dependency: the CA depends on an authenticated zone for
ownership validation and RCert issuance, but meanwhile, the
zone needs an RCert to authenticate its data in the first place.

RHINE solves this dilemma by engaging the parent to
approve the delegation. This is indeed necessary, as the parent
still legitimately controls the child before it is established.
Specifically, the parent must sign a delegation request using
its own RCert. The CA can then verify that the current owner
of the child zone approves the delegation. In doing so, RHINE
creates an implicit offline authentication chain of delegated
authority, as opposed to what is explicitly constructed by
DNSSEC, and shifts the heavy authentication workload away
from the client side of DNS.

3.3.2 Preventing Certificate Misissuance (A2 & A3)
Security breaches of CAs [49] spurred the deployment of
Certificate Transparency (CT) [61], which employs public
logs to make misissued certificates detectable. Mainstream
browsers have mandated public logging for TLS certificates
to be valid [3, 6]. One limitation of CT is that it provides
deterrence rather than prevention. Fraudulent certificates may
still be used before being detected and revoked. CT loggers

passively accept certificates that meet basic validity criteria
(properly formatted and signed, non-expired, etc.) but never
validate domain ownership as CAs do. Also, the compromise
of loggers has already occurred in practice [79].

RCerts are more critical than TLS certificates in terms of se-
curity, because the naming service is one of the weakest links
in many Internet systems including the web PKI itself [33]. In
addition, the detection of fraudulent RCerts is more involved
in that it requires investigating delegation chains rather than
individual domains. Therefore, we need preventive measures
to foil the misissuance and logging of unauthorized RCerts.

There are proposals to make today’s web PKI more resilient
to the compromise of CAs and loggers [21, 28, 36, 63]. Yet,
they are not applicable to the new security architecture we
envision for RHINE. This is because: (1) they are designed for
TLS certificates and so they will suffer from the bootstrapping
dilemma discussed earlier (Section 3.3.1), and (2) their log
data models, either reusing or building upon CT, do not meet
our security and performance requirements (Section 3.3.3).

We address the A2 and A3 adversaries from several aspects:
(1) integrating loggers into the certificate issuance process for
proactive verification of the data to be logged, (2) enabling
a zone to choose its own trusted loggers rather than relying
on whichever loggers are chosen by CAs (as in the case of
CT), and (3) enforcing loggers and CAs to crosscheck each
other throughout the certificate issuance and logging process.
This allows RHINE to defeat attackers that can compromise
multiple trusted entities designated by a zone.

3.3.3 Countering Parental Attacks (A4)
A zone gains authority independence if its ancestors cannot
claim authoritative data under its authority. The cryptography
of DNSSEC makes the situation even worse than in regular
DNS. Our new security architecture does not immediately
address this challenge. In particular, a malicious parent can
still serve authentic records for delegated children, using its
own RCert or alternative child RCerts acquired by it. In order
to counter such parental attacks, we must enable a dependent
entity (client or CA) to verify the status of the delegations in
question without trusting zone owners themselves.

Since delegation status can be inferred from logged RCerts,
it seems plausible to design a solution atop CT. A closer
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Figure 3: The data structures used by DT.

look reveals several pitfalls. First, a dependent entity needs to
ascertain that a zone in question does not exist, but CT has no
native support for absence proofs. Second, such proofs must
have global coverage, but CT loggers operate independently
and maintain only partial views of all issued certificates. It
would be onerous to assemble and synchronize data from all
CT logs with correctness and performance guarantees. Third,
the data structures used by CT are too heavy to represent and
authenticate global delegation status.

These inefficiencies motivate us to create a more efficient
transparency mechanism dedicated to keeping track of the
entire namespace’s delegation structure.

4 Delegation Transparency
At the heart of RHINE is Delegation Transparency (DT), a
lightweight verifiable log design. In contrast to CT, which
maintains the history of all certificates ever issued, DT offers
an up-to-date snapshot of global zone delegation status. A
single DT log is replicated to a consortium of loggers. The
loggers receive requests to update delegation status and peri-
odically synchronize with each other to maintain a consistent
log. They also provide publicly verifiable delegation informa-
tion. Below we introduce the basics of DT. Its operation as an
integral part of RHINE is described in Section 5.

Log Data. Figure 3 depicts DT’s data model. We define the
delegation status of a zone ZNx as a tuple (ALvx,Auxx,CSetx),
where the first item is the authority level of ZNx (explained
below), the second is auxiliary information for ZNx (e.g., ex-
piration time or revocation status of the delegation), and the
third is a set representing ZNx’s child zones and their authority
levels: CSetx := {(c1,ALvc1),(c2,ALvc2) . . . ,}.

We encode the delegation status of ZNx into a data struc-
ture called DSumx (delegation summary). DSumx contains a
cryptographic digest of the zone’s RCert. This ensures that
at any time there is only one valid RCert per zone, captur-
ing that the authority over a zone should be unique. Since
a zone may have many delegations, DSumx stores the digest
(DAccx) of an accumulator DSAx over CSetx rather than CSetx
itself. This reduces the cost of authenticating a specific child’s
(non)existence. Each input element of DSAx contains the label

!"#

¬!"#

$%& #'(¬$%& ∧ ¬#'(
%'!

¬%'!
(1, 0)*

(1, 0)*

(0, 1)*

(0, 2)*

(1, 1)*

(1, 2)

(1, 1)* (0, 1)*

Figure 4: The authority level matrix derived from the interac-
tion of constraint flags. The shaded area indicates the division
caused by the EOI flag. In each pair (a,b), a ∈ {0,1} encodes
a zone’s ability to serve authoritative data for all its names
excluding those of its independent subzones; b ∈ {0,1,2}
encodes a zone’s delegation capability (0: not allowed; 1:
non-independent child only; 2: any child). The cases marked
with * permit fast data validation (see Section 5.4).

and authority level of one child as well as the label of the
next child in a canonical order [19]. This allows a single
membership proof from the accumulator to prove either the
presence or absence of a child zone.

For efficient synchronization and auditing of the DT log, we
introduce a global accumulator GDA over all DSumxs. Loggers
can commit GDA’s digest (GAcc), along with the necessary
data to replay logged changes, into an authenticated data
structure that supports succinct consistency proofs [62].

Authority Level. While we envision that authority indepen-
dence is desired by many zones (including all TLDs and
SLDs), this may not always be the case, for instance when the
parent and child are managed by the same entity. To enable
fine-grained control over zone authority, we introduce the
concept of authority level, which places constraints on what
a zone can do to its data and delegation. We define authority
levels using constraint flags, as depicted in Figure 4.

The flag IND indicates a zone’s authority independence. By
definition, an independent zone has the sole authority over
its names, whereas a non-independent (¬IND) zone’s names
are also under the authority of its parent. The data served
by a zone comes in two types: authoritative and delegation.
A terminating (TER) zone can serve only authoritative data;
all leaf zones are by default terminating. A delegation-only
(DOL) zone can serve only delegation data (i.e., NS records in
DNS); all TLDs are supposed to be delegation-only. Note that
these two flags cannot be set simultaneously as this would
lead to an empty and useless zone. Since a non-independent
zone can never delegate to an independent child, authority
independence can end at some non-leaf zone on a delegation
path; such a zone is marked as end-of-independence (EOI).

Delegation Status Proof (DSP). Clients make use of the
DT log in the form of DSP, which consists of a timestamped
DSumx signed by loggers and, if necessary, a membership
proof from DSAx for some child zone ZNy of ZNx. A DSP en-
ables clients to determine a zone’s realm of authority and
hence whether to accept an answer signed with the corre-
sponding RCert. A malicious parent may use an outdated
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Figure 5: Overview of the delegation setup protocol.

DSP to trick clients into accepting fraudulent data for the
names belonging to a delegated child. Prudent clients should
accept only DSPs that are recent enough.

5 RHINE Protocols
We specify RHINE’s core functions with a set of protocols,
including the secure management of zone delegation, the
maintenance and usage of DT, and E2E-authenticated name
resolution. The entire system operates in epochs, which are
consecutive time windows of a predetermined length. This
is necessary to keep DT loggers in synchrony and to estab-
lish the system’s security. In each epoch, zone owners can
securely set up new delegations or update existing ones until
a cut-off time. The resulting changes in these zones’ dele-
gation status will be applied to the DT log within the same
epoch and take effect from the next epoch. Zone owners can
actively monitor the log for unexpected events like attacks
or operational faults, and take action accordingly. They also
regularly retrieve signed log entries to prove their authority
over answers served during name resolution.

5.1 Secure Delegation Setup
In RHINE, delegating a zone ZNc begins with the intended
owner C negotiating the delegation with P, the owner of the
parent zone ZNp. This follows standard DNS practices, e.g.,
domain registration. Afterwards, C should run the secure dele-
gation setup protocol specified in Figure 6 to obtain an RCert.
This protocol follows the design intuitions presented in Sec-
tion 3.3. An overview of its flow is depicted in Figure 5.

In the initial phase (Steps 0-5), C asks for a signed approval
(apv) for its delegation request (sdr) from P. The request
encodes the trusted entities selected by C, the delegation pa-
rameters negotiated with P, and most importantly, the public
key to be certified. The corresponding private key is also used
to sign the request. There must be a way for P to authenticate
the association between C and the key. This is done using
an initial secure out-of-band key registration procedure (Step
0), for example, via a secure web portal with account-based
client authentication when P is a domain name registrar.

Next, C sends the request to a CA for validation (Steps 6-7).
In addition to verifying the parent’s approval, the CA checks
the delegation’s legitimacy using the DT log. If everything
is correct, the CA sends a pre-logging request (prl), which
includes a to-be-signed certificate, to the designated loggers
for crosschecking (Steps 8-11). After assembling the loggers’

attestations, the CA randomly picks one of them to store the
logging request (lreq) as an input to the later aggregation
process (Steps 12-14). Finally, C receives an RCert accom-
panied by attestations and a confirmation that the zone ZNc’s
delegation status will be added to the DT log (Steps 15-17).

Our design ensures that the entire delegation setup process
is witnessed by multiple parties and any misbehaving party
will be held accountable for the messages it signs. Any ver-
ification failure will cause the protocol execution to abort,
broadcasting a failure message to all the involved parties. It is
impossible to obtain a valid logged RCert without faithfully
following the protocol. Even in the presence of an omnipo-
tent attacker whose capabilities go beyond our threat model,
RHINE still allows a zone owner to detect and counter attack
attempts before harm is caused (see Section 6).

Secure Bootstrapping. The delegation setup protocol as-
sumes the parent’s RCert already exists. A bootstrapping
problem arises at the top of the namespace. Representing a
critical Internet authority in itself, the root zone should not
depend on another CA. Therefore, we treat the root zone as a
root CA that signs its own RCert. Similarly, TLDs resemble
intermediate CAs with their RCerts signed by the root RCert.
This allows the root zone and TLDs to retain their innate
power over the namespace, effectively restricting an external
CA’s influence over the namespace to SLDs and below.

5.2 Secure Delegation Update
Once delegated, a zone can manage itself mostly indepen-
dently of its parent. This includes updating its RCert and
other delegation parameters. Similarly to delegation setup,
processing an update request involves some CA and loggers
as witnesses. The parent’s involvement is required only for a
request to extend the delegation’s validity period or to change
the child’s authority level from non-independent to indepen-
dent. RHINE has built-in support for certificate revocation.
An updated RCert automatically revokes the old one, because
by design a zone can only have one valid RCert at any time;
a zone can also request for explicit revocation.

The update protocol is similar to the delegation setup pro-
tocol for the message flow and verification procedures. The
major difference is that a zone should now sign the update
request using its own RCert (instead of the parent’s) to prove
its authority. We provide further details in Appendix A.2.

5.3 DT Aggregation and Retrieval
In each epoch, loggers will receive disjoint sets of requests
to update the DT log. To ensure the log’s global consistency,
they must aggregate all requests by synchronizing with each
other. Wanner et al. formalized this problem as secure log
replication—a special case of state machine replication—and
proposed Logres, a formally verified log replication protocol
with Byzantine fault tolerance that is optimal in terms of
round complexity and the number of tolerable faults [86].
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0. C generates a key pair (zpkc,zskc) and register zpkc to
P via a secure out-of-band channel.

1. C : select A (a CA) and Lc (a set of loggers)
// t0 is a timestamp within the current epoch T, al is the
requested authority level, aux is auxiliary information.

: rid := H(ZNc,zpkc,A,Lc, t0,al,aux)
// rid is implicitly included in all subsequent messages

2. C → P : sdr := ⟨rid,SDReq(ZNc,zpkc,A,Lc,al,aux)⟩c
3. P : Verify Σ.Vf(zpkc,sdr) and whether al,aux

: match what are agreed upon with C.
4. P →C : RCrtp, apv := ⟨SDApprvl(H(sdr))⟩p
5. C : Verify Σ.Vf(RCrtp,apv) ∧ Match(apv,sdr)
6. C → A : sdr, apv, RCrtp
7. A : Verify Σ.Vf(RCrtp,apv) ∧ Σ.Vf(zpkc,sdr)

: ∧ Match(apv,sdr)
: Retrieve dsp := (⟨DSump,T

′⟩Lc ,mem)
: from local cache or the loggers Lc.

// Check if DSP is valid and the delegation is legit
: Verify Σ.Vf(pkLc ,⟨DSump,T

′⟩Lc)
: ∧ Match(RCrtp,DSump) ∧ T′ = T ∧
: Acc.Vf(DAccp,mem) ∧ Legal(ALvp,al)
: tbsrc := TBSCert(ZNc,zpkc,A)

// Pre-logging requests to all designated loggers

8. A → Lc : prl := ⟨PreLog(sdr,apv, tbsrc)⟩A, RCrtp
9. Li : Verify Σ.Vf(pkA, prl) ∧ Li ∈ Lc

: ∧ Σ.Vf(RCrtp,apv) ∧ Σ.Vf(zpkc,sdr)
// Check if the to-be-signed cert matches the requested

: ∧ Match(apv,sdr) ∧ Match(sdr, tbsrc)
// Check the delegation’s legitimacy using local DT log

: ∧ ZNc not delegated ∧ Legal(ALvp,al)
: nds := (T,A,Lc,ZNc,al,aux,H(tbsrc))

10. Li → A : atti := ⟨LogAttest(Li,H(nds))⟩Li

11. A : Verify Σ.Vf(pkLc ,{atti}) ∧ Match(prl,{atti})
// L is randomly selected from Lc by A

12. A → L : lreq := ⟨LogReq(L,nds,{atti}Li∈Lc)⟩A
13. L : Verify Σ.Vf(pkA, lreq) ∧ Match(nds,{atti})

: ∧ Σ.Vf(pkLc ,{atti}) ∧ L ∈ Lc
: Add lreq to a pending pool for aggregation

14. L → A : lc := ⟨LogCfm(L,H(nds))⟩L
15. A : Verify Σ.Vf(pkL, lc) ∧ Match(lc, lreq)

: RCrtc := ⟨FinalRCert(TbsRCc,Lc)⟩A
16. A →C : RCrtc, {atti}Li∈Lc , lc
17. C : Verify Σ.Vf(pkA,RCrtc) ∧ Match(sdr,RCrtc)

: ∧ Σ.Vf(pkLc ,{atti}) ∧ Match(sdr,{atti})
: ∧ L ∈ Lc ∧ Σ.Vf(pkL, lc) ∧ Match(sdr, lc)

Figure 6: The secure delegation setup protocol. A party stores the messages it sends and receives whenever necessary. The
function Match() checks the consistency between two data objects and Legal() checks a delegation’s legitimacy. Other functions,
such as SDReq() and TBSCert(), construct proper data objects from the input parameters.

This protocol however cannot be directly applied to our case,
because it is agnostic to the validity of inputs: a malicious
logger that participates in the consensus process faithfully can
still inject arbitrary bogus data into the log.

To this end, we enhanced Logres with input validation
(among other technicalities), requiring each logging request to
be attested by the specified trusted entities (Steps 10-13, Fig-
ure 6). Using the modified version as a core consensus routine,
we designed a secure aggregation protocol (Appendix A.3)
that allows a majority of honest DT loggers to efficiently
maintain a consistent log even in case of Byzantine faults.

Within an epoch, DT loggers can run the aggregation pro-
tocol multiple times according to some system-wide policies,
e.g., at regular intervals or whenever their pools of pending
request become filled up. Pipelining log aggregation with del-
egation setup and update improves overall system efficiency.
Loggers should stop accepting new requests when the num-
ber of pending requests is estimated to exceed what they can
aggregate after the cut-off time. This ensures that all requests
confirmed in an epoch (Step 15, Figure 6) can be applied to
the DT log by the end of the epoch.

After a successful execution of the delegation setup or
update protocol in epoch T, the owner of a zone ZNx should
actively monitor the DT log. Once the change to its delegation
status has been admitted, it can retrieve from its designated
loggers Lx a signed log entry ⟨DSumx,T+1⟩Lx (and DSAx as
well if it is updated), which will be used to generate DSPs in

epoch T+1. Each zone should retrieve its (re-)signed log en-
try once per epoch, even if its delegation status is not changed.
Note that using the epoch counter, instead of higher-precision
time units, to timestamp log requests and DSPs effectively
guarantees RHINE’s synchrony while reducing the system’s
reliance on secure global time synchronization (e.g., [40]).

Parameter Selection. Epoch length is an important system-
wide parameter and its selection comes with trade-offs. A
large value means long waiting time for zones’ delegation
status changes to take effect. A small value leads to frequent
retrieval of the DT log and thereby performance issues. On
balance, we suggest a practical epoch length of 48 hours and a
cut-off time 24 hours before the end of an epoch. This is based
on our evaluation results as well as CT’s Maximum Merge
Delay of 24 hours [62]—the longest time period within which
CT loggers must add promised certificates to their logs. We
consider doubling the waiting time in DT acceptable because
the administration of zone delegation happens less frequently
than the management of TLS certificates for domains in al-
ready established zones. With the suggested parameters, it
takes 24–48 hours to set up an operational zone.

5.4 Authenticated Name Resolution
With only minor changes, RHINE can augment the plain name
resolution of unprotected DNS (or any other distribution in-
frastructure) with E2E data authentication. A zone owner
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Figure 7: The flow of validating an answer received from zone
ZNx, which has a potential child ZNy that encloses the queried
name. Dashed arrows indicate shortcuts for verification.

needs to sign its resource records using the zone’s RCert
before publishing them to nameservers. Whenever an authori-
tative answer is to be provided, a nameserver will also return
the corresponding RCert and DSP to the querying client.

Figure 7 depicts the data validation flow. It starts with the
verification of the signed records using RCert, similarly to
DNSSEC. The client then additionally verifies whether the
RCert matches the cryptographic digest contained in the DSP.
Afterwards, the client decides whether the queried name falls
within ZNx’s realm of authority by checking its authority level
ALvx. In most cases (Figure 4), a shortcut can be taken to
make a quick decision: an answer for a non-apex name from
a delegation-only zone is always rejected by definition; an
answer from a non-independent, end-of-independence, or ter-
minating zone is always accepted because there exists no fur-
ther independent subzone. If none of these applies, the client
will examine ZNx’s potential child zone ZNy that encloses the
queried name, which involves verifying a membership proof
from DSAx, and accepts the answer only if ZNy does not exist
or is non-independent.

6 Formal Security Analysis
The overall security goal of RHINE is to preserve a zone’s
data authenticity against powerful adversaries. This can be
broken down into two concrete objectives: (1) preventing
attackers from obtaining a valid RCert to take over a zone
that is not yet delegated, and (2) preventing the forgery of
authoritative data from an already delegated zone. In the first
case, a victim zone is still under the legitimate control of
its parent, and therefore the parent must be assumed trusted
for a meaningful notion of security. In the second case, the
additional protection of a zone from its malicious parent leads
to the notion of authority independence.

We define these two objectives with the following theorems
(presented informally). Table 3 summarizes the main security
parameters in RHINE. The constraint f < n/2 is required by
Logres [86]. We additionally require that m ≤ f +1 holds for
any zone, as otherwise an attacker with the A3 capability can
inject arbitrary data into the DT log.

Table 3: Main Security Parameters in RHINE

Definition Constraint

n Number of loggers in a global DT setup -
f Number of tolerable faulty loggers f < n/2

m Number of loggers chosen by a zone m ≤ f +1

Theorem 1 If a zone ZNx is delegated with RCrtx issued and
logged in epoch T, then a corresponding secure delegation
request must have been approved by the parent earlier in
epoch T, even if an A1+A2+A3 attacker formed by the entities
specified in RCrtx is present throughout epoch T.

The security guarantee provided by Theorem 1 resembles
that of the ACME protocol, which also concerns unauthorized
certificate issuance [24], but RHINE deals with much stronger
attackers. In fact, RHINE allows even better security than is
promised by this theorem. We discuss the following situations
where the threat assumptions are violated.

It may happen that an adversarial parent, despite having
approved a legitimate delegation for a child, front-runs the
delegation setup protocol for the child zone with different
parameters (in particular the key to be certified) in the current
epoch. Yet, the expected owner of the child zone can detect
from the DT log the misissued RCert, which will remain
unusable until the associated DSP becomes valid in the next
epoch (see Section 5.3). The owner being impersonated can
then request to revoke the illegitimate delegation before it
takes effect, by presenting the parent’s approval as evidence
to the relevant CA and loggers.

An even worse, though unlikely, case is that an attacker
manages to control a CA and m loggers. This enables it to
issue an RCert for a target zone and log the corresponding
entry to DT. Still, the zone’s real owner can actively monitor
the log and take action to defeat such attack attempts.

Theorem 2 For a DT-logged zone ZNx with RCrtx in epoch T
and its delegation status not updated between T and T+k (k >
0), if a client accepts an answer for a name under ZNx using
RCrty in epoch T+k, then it must be that RCrtx=RCrty, even
if an A1+A2+A3+A4 attacker formed by the entities specified
in RCrty is present between epoch T and T+ k.

There are several technicalities in the definition above. First,
between epoch T and T+ k (k > 0), RCrtx is zone ZNx’s only
valid certificate whose secure digest is logged in DT; ZNx may
have been delegated and updated before T. Second, because
of the hierarchical naming structure, ZNy is either ZNx or its
ancestor, but not an arbitrary zone. Third, the attacker is de-
fined with respect to the RCrty received by the client instead
of RCrtx. This captures the reality that a client has no prior
knowledge of an RCert’s validity.

Theorem 2 formalizes data authenticity for established
zones. It covers various scenarios where an attacker may
acquire and use invalid, fraudulent or outdated RCerts to trick
clients into accepting bogus data. RHINE maintains security

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    539



Table 4: Summary of our implementation in Go.

Component LoC Supporting System Used by

librhine 2.2K gRPC, CBOR [26] Common
rmanager 0.6K BadgerDB [4] Zone owner
rhine-ca 0.68K BadgerDB CA
dt-log 0.76K BadgerDB, SMT [10] Log operator
rserver 0.35K CoreDNS [7] DNS operator
rresolv 0.7K SDNS [16] DNS operator
rdig 1K miekg/dns [41] End user

as long as one of the involved loggers stays non-compromised.
This assumption is much weaker than that of DNSSEC, which
rests on every node on the chain being honest.

Formal Verification. An informal argument or even pen-
and-paper proof of these theorems can hardly lead to high
assurance of RHINE’s security guarantees. We have formally
proved them using the Tamarin prover [68], an advanced tool
for the verification of security protocols [22, 31, 42]. This
approach helped us identify many subtle flaws in our early
designs. We have modeled all the core protocols of RHINE,
covering the secure setup and update of a zone delegation,
the aggregation and retrieval of the DT log, as well as the
authenticated distribution and resolution of the zone’s data.
This amounts to around 1500 lines of formal specification.
We refer the reader to Appendix B for further details.

7 Implementation
We developed a prototype of RHINE. Table 4 summarizes
our implementation efforts and the system’s dependencies.
The lines of code (LoC) reported do not count the supporting
systems. Our prototype provides two software suites.

Offline Management. This suite includes four components.
The library librhine defines common data structures and
utilities. rmanager is intended to be an all-in-one toolbox
for zone owners: key registration and delegation approval
(in parent mode), request generation and validation (in child
mode), log data retrieval, etc. rhine-ca offers all functions
needed by a CA. dt-agg realizes a DT logger. It implements
a self-balancing MHT for DSA (the per-zone accumulator)
and a sparse MHT for GDA (the global accumulator).

These components operate in synchronous mode. For every
protocol instance, they each create a goroutine that blocks
itself after sending out a request and resumes upon receiving a
response. All components can handle concurrent requests up
to the available computing, memory, and bandwidth resources.

Name Resolution. We implement our nameserver (rserver)
and recursive resolver (rresolv) with existing DNS frame-
works. RHINE introduces new data types, RCert (encoded in
the X.509 format) and DSP. We store them using TXT records
encoded as base64 strings and call them RoA (realm-of-
authority) records. For DSP we store DSum and the member-

ship proofs from DSA separately, as the latter are not required
in most cases. Each zone has just one DSum, whereas the num-
ber of membership proofs equals the number of delegated
child zones. Below are example records for zone eg.com.
_rcert.eg.com 60 IN TXT "Ed25519 MIIBITCB..."
_dsum.eg.com 60 IN TXT "rZXAwGzEZMBcGA1U..."
eg.com 60 IN DNSKEY 257 3 15 8fcCpq...
eg.com 60 IN RRSIG DNSKEY 15 2 60 2...
abc.eg.com 60 IN TXT "DSAPf u+EuVu6xX+..."
xyz.eg.com 60 IN TXT "DSAPf t9GsbAeavK..."

We do not use the private key of an RCert to directly sign
regular records but instead treat this key as an equivalent of
DNSSEC’s key signing key (KSK). A KSK authenticates a
zone signing key (ZSK), which in turn signs regular records.
The record eg.com of type DNSKEY in the example above is a
ZSK, followed by a RRSIG record authenticating it using the
RCert. This layer of indirection in key usage allows a zone
owner to securely store an RCert’s private key offline and
fetch it on demand, reducing the risk of security breaches.

We modified two built-in plugins of CoreDNS for rserver
to serve RHINE-related data: the file plugin parses RoA
records loaded from a zone file and, when processing a query,
places them in the additional section of a response message;
the sign plugin provides signing functions using RCerts.
rresolv augments SDNS with the functions to query, cache,

validate and serve RoA records, reusing most of its codebase
for the resolution of regular DNS records. rresolv always
validates authoritative answers received from nameservers us-
ing RoA records and caches only verified data. It also always
attaches the corresponding RoA records in the response mes-
sage to a client, enabling E2E data authentication by default.

On the client side, we developed rdig, a dig-like tool for
DNS-style name lookup with mandatory data validation.

8 Performance Evaluation
We evaluated our RHINE prototype in a private cloud network
with 2Gbps bandwidth, using cloud servers with dedicated
8-core CPU (2.6GHz) and 16GB RAM running Ubuntu 22.
Unless otherwise specified, the round-trip time (RTT) as re-
ported by ping between any pair of servers is expanded to
100 ms using the tc utility. For the cryptographic algorithms
in both RHINE and DNSSEC, we use Ed25519 for digital
signatures and SHA256 for secure hash functions. In line
with RHINE’s architecture, the evaluation consists of two
independent parts for offline and online operations.

8.1 Offline Management Performance
The first part of our evaluation aims to answer two questions.
(1) Can RHINE’s offline protocols cope with real-world cer-
tificate issuance rates? (2) Is DT practical and scalable in
terms of computation, communication, and storage cost?
RCert Issuance. We measured the throughout of the secure
delegation setup protocol, using two servers to run rmanager
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Figure 8: RCert issuance throughput.

(one for the child and the other for the parent), one server
to run rhine-ca, and two servers to run dt-log. The child
server generates delegation setup requests for predefined child
zones whose keys have been registered at the parent server.
The log maintained at the logger servers is initialized with
an entry for the parent zone without any child. We limit the
number of CPU cores used by the most critical CA and logger
servers to understand their scaling behavior.

Figure 8 reports the results. With one core, the CA is the
slowest server capping the issuance rate at around 600 RCerts
per second. Using three cores, it can catch up with the loggers
for a throughput of 1.4K RCerts per second. Doubling this
configuration also doubles the achievable throughput. The
decay in throughput with increasing request rates is due to
the child server overwhelming itself with too many pending
requests. Overall, our setup with these 8-core servers can issue
a maximum of 3.3K RCerts per second.

To put this number in context, we consider the performance
requirement of Let’s Encrypt, the largest ACME-backed CA
that accounts for around 80% (5M) of all daily logged CT
entries [11]. Our test servers with moderate resources can
already issue nearly 12M RCerts per hour. This indicates that
our design can easily cope with real-life certificate issuance
workloads. Such a performance is explained by RHINE’s
streamlined issuance process, which unlike ACME does not
involve a time-consuming challenge-response procedure.
DT Consensus. We evaluate the performance-critical DT con-
sensus process with different numbers of loggers (each on a
separate server). We consider only delegation setup requests
as the main consensus routine is agnostic to the type of re-
quests. We limit the bandwidth between each pair of loggers
to 1Gbps to simulate a common network setup. Each server
pre-loads 50K requests into its memory before the protocol
starts. With n = 5 and f = 2, it takes merely 54 seconds for
the honest loggers to achieve consensus. The time increases
slightly to 71 seconds with two more honest loggers. When
considering one more faulty node (n = 7, f = 3), the consen-
sus process finishes after 208 seconds. This trend in perfor-
mance is expected as more faulty nodes mean more rounds of
message exchanges in the consensus routine. Assuming the
loggers run instances of the protocol consecutively with input
batches of size 50K, it will take roughly 2.5 hours to process
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Figure 9: Upper and lower bounds of resolution latency under
two network settings (left: RTT=10 ms; right: RTT=100 ms).
The similar trends on the left and right plots suggest that
network delay dominates the overall resolution latency.

2M requests. This meets the above-mentioned requirement
for daily certificate issuance.

We observe that bandwidth is the determining factor for
the overall performance, as the protocol runs n consensus
routines in parallel. Yet, the bottleneck in our experiment
setup is the memory size of individual servers, each of which
needs to cache the input from all others. With more memory,
the servers can exchange larger batches of requests. We can
thus expect higher performance in a production environment
with more powerful hardware.
Log Size. We estimate the DT log’s overall size by taking into
account the DSums and DSAs of all zones as well as the GDA.
The size is determined by the distribution of zone delegations.
The number of children of each TLD is publicly known from
domain registries (e.g., 159M for .com) [13], but zone enu-
meration is required to learn the exact number of children for
SLDs and further subzones. Developing an accurate view of
the global DNS delegation tree is a challenging task in itself,
and we leave it for future work.

Our estimation uses the statistics collected by enumerating
sample zones from the Tranco list [74] and assumes an expo-
nential decay in delegation: on average, x% of all SLDs have
4 children (and the rest of them have no child), x% of all third-
level domains have 3 children, and so forth. The DT log’s size
is estimated to be 48GB with x = 1, 75GB with x = 10, and
779GB with x = 50 (which is likely an overestimation). This
is only a fraction of the space requirement of CT logs, each
of which can consume TBs of storage [5].

8.2 Name Resolution Performance

The second part of our evaluation investigates how E2E au-
thentication affects name resolution performance from the
perspectives of end users and naming service operators.

We compare RHINE with plain DNS and DNSSEC. For the
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Figure 10: The resolver’s query processing capacity in differ-
ent systems. For DNSSEC (data shown as bars), we vary the
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latter two, we use the unmodified CoreDNS as the nameserver
and SDNS as the resolver. For DNSSEC, we implement a
validating client and modify SDNS to always return a complete
authentication chain. For RHINE, we consider fast validation
without membership proof as this covers the vast majority
of cases (Section 5.4). The resolver is preloaded with a root
zone key for DNSSEC and a CA certificate that is used to sign
RCerts. The experiments used synthetic zone files populated
with random resource records. Each record’s name contains
one more label than its residing zone. All labels have a fixed
length of 6, the average calculated from the Tranco list [74].

Resolution Latency. End users are sensitive to the latency
of name lookup queries. We inspect the bounds of resolution
latency as determined by the resolver’s cache. The upper
bound is obtained when a resolver iteratively queries all the
relevant nameservers for a non-cached record. The lower
bound is obtained when a resolver returns an answer directly
from its cache. We set up eight nameservers, which host a
delegation chain of zones, one client, and one resolver. We
run the experiments with two network settings: one with the
RTT between the cloud servers expanded to 10 ms, and the
other to 100 ms. The data reported for each experiment is
averaged over 100 trials. Figure 9 depicts the results.

As can be seen, RHINE constantly outperforms DNSSEC,
and its performance edge comes mainly from the savings in
network communication. If a UDP message carrying a DNS
response exceeds the size limit (512 bytes by default [35]), the
client will retry the query using TCP. Since RHINE has fewer
data authenticating records than DNSSEC, retransmission is
triggered less frequently. This advantage is most pronounced
in case of cache hits. RHINE can sustain its negligible cost
over plain DNS for longer delegation chains than DNSSEC.
The performance gap will further increase should more expen-
sive cryptographic algorithms be used. In fact, most DNSSEC-
signed zones still use RSA signatures [70], which are much
larger than the Ed25519 signatures used in our evaluation.

Resolver Overhead. Since augmenting regular name resolu-
tion with E2E data authentication requires the most changes
to a resolver’s behavior, we focus on analyzing the perfor-
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Figure 11: The average number of resolver queries per client
request in case of cache miss. DNSSEC data is shown in bars.

mance overhead of a validating resolver. Our experiments use
separate cloud servers for one client (running dnsperf [8]
as the load generator), four nameservers each hosting a level
of zones from the root to third-level zones (aka subdomains,
which are common in modern cloud-based web services [45]),
and one resolver under test. More specifically, we generate 15
TLDs each with 8K SLDs; each SLD further delegates to one
third-level zone with one A record for a terminal name. The
client’s query trace contains 480K names randomly sampled
from the 120K terminal names. The resolver’s cache size is
set as 100K1 and the cache is warmed up by querying all
terminal names once before each experiment. With this setup,
we manage to maintain a typical cache hit ratio of around
80% for client queries [30, 56]. For DNSSEC, we simulate
common security mismanagement that causes inconsistencies
in authentication chains and hence validation failure [54], by
programming the nameservers to return incorrect DS records
with a given probability.

Figure 10 reports the resolver’s throughput in terms of the
number of client queries processed per second. The results
indicate that RHINE has a moderate impact on the resolver’s
processing capacity, with a reduction of 34.9% in the over-
all throughput. Suffering from higher costs to retrieve and
validate authentication chains, DNSSEC already reduces the
throughput by 76.7% with successful validation and by even
wider margins as the failure rate rises.

Figure 11 reports the average number of queries that the
resolver sends to authoritative nameservers in case a client
query cannot be directly answered from the cache. RHINE
introduces roughly one additional query per client request
(35.8% increase); this is attributed to the retrieval of RoA
records (Section 7). DNSSEC increases the resolver’s query
load by 2× even in the absence of validation failure. Such
overhead is higher than expected and can be explained by the

1SDNS has several cache instances for different purposes. What matter
in our experiments are the primary PCache for A and RRSIG records as
well as the NSCache for NS and DS records; for RHINE we have another
RoACache. All their sizes are set as 100K. The only exception is that for
the evaluation of DNSSEC we set the size of PCache as 190K, in order to
maintain the 80% client query cache hit ratio for fair comparison. This is
because SDNS also stores DNSSEC’s DNSKEY records in PCache. With this
setup, our measurements show that for DNSSEC, half of all the attempts to
look up DNSKEY records in PCache fail and thereby trigger extra queries.
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contention between DNSKEY and A records in the cache.
Our measurement results suggest that a fine-grained cache

design, which separates security-related records from regular
records, is crucial to a validating resolver’s performance.

9 Related Work
Authenticated Naming Services. Building a decentralized
naming service over a peer-to-peer (P2P) network was first
attempted by CoDoNS [75]. It adopts DNSSEC for data au-
thentication and thus suffers from the same drawbacks. The
GNU Name System (GNS) [14] is a modern incarnation of
this idea. It allows one to define a zone using a unique key
and create its own namespace rooted at the zone. However,
when used for a global consistent namespace, GNS will es-
tablish a chain of trust similarly to DNSSEC with the same
fragility problems. Deploying these radical systems is well
recognized as a practical challenge [43]. In contrast, RHINE
can be deployed on the existing DNS infrastructure.

Several projects use blockchain to design tamper-proof
naming systems [9, 12, 55], but whether they can achieve the
same level of performance and scalability as DNS remains
open. Donovan and Feamster [38] propose to reduce the over-
head of DNSSEC by letting resolvers trust each other for
signed records, but this does not provide E2E authentication.

In an early position paper [39], Fetzer et al. re-purpose SSL
certificates to sign DNS records, each with a separate certifi-
cate. Yet, the authors only sketched a preliminary scheme,
without thoroughly exploring the challenges and large design
space of authenticating DNS with the web PKI as we do.
DNS and PKI. The interplay between DNS and PKIs has a
long history. DANE allows a DNS domain to certify its own
certificates using DNSSEC [48]. To reduce the risk of users
accepting misissued certificates, a domain can also specify
the CA authorized by it using the CAA record [44]. A funda-
mental problem with these designs is that they move users’
trust from CAs to DNS authorities. It is unlikely that the latter
are more trustworthy, since they are not even in the security
business as CAs are. RHINE does not simply reverse the flow
of trust, i.e., relying on CAs for the authentication of name
data, but rather creates a robust system where all authorities
counterbalance each other’s power over the namespace.
Transparency Logs. With the widespread deployment of CT,
transparency logs have proven to be an integral part of modern
PKIs. Many enhancements to their functionality, security, and
performance have been proposed. CIRT [80] extends CT to
store certificate revocation information. CTng [63] and Log-
Picker [36] aim to relax the trust assumptions in CT by having
multiple entities (loggers or monitors) attest log entries. DT’s
design also follows this generic approach. F-PKI [28] intro-
duces a map server to provide a global view of all certificates
and associated policies; this role is akin to a DT logger. New
authenticated data structures are proposed to improve the effi-
ciency of transparency logs [51, 84]. They can be potentially

incorporated into DT for performance improvement.
Formal Analysis of PKI. Bhargavan et al. formally model
an early draft of the ACME protocol and discovered several
attacks [24]. Our formal approach has also helped us identify
many subtle flaws in RHINE’s early designs. ARPKI [21] and
DTKI [89] are PKI designs formally verified with Tamarin.
Compared with them, RHINE involves more subtly interact-
ing entities and hence is more challenging to model and verify.

10 Conclusion and Discussion
After much recent activity in the DNS space (e.g., discovery
of new attacks, frequent service outages, and growing con-
cerns about privacy), a window of opportunity is opening up
for a fundamental re-design of DNS to achieve high levels
of security. We revisit the existing security architecture of
DNS through a modern lens, pinpointing the intrinsic limita-
tions therein and proposing RHINE as our solution to these
long-standing problems. It offloads the heavy and error-prone
authentication task away from the client-facing side of DNS,
enabling efficient authenticated name resolution all the way
to end hosts. The deployment of RHINE can bootstrap the
security of today’s web PKI and Internet at large.

Deployment. We briefly discuss the incentives and costs for
different entities to deploy RHINE. There is no doubt that
the global Internet community shares a common interest for
E2E-authenticated name resolution.

From the perspective of DNS zone owners and operators,
RHINE can offer better security, lower failure rate and opera-
tional costs, and more robust naming services than DNSSEC;
RHINE indeed requires fewer changes to their existing hard-
ware and software, because it obviates the need to frequently
maintain, distribute, and validate DNSSEC-style authentica-
tion chains in regular operation. The extra investments in
operating the offline part of RHINE, which can be fully au-
tomated with our well-defined protocols similarly to ACME,
are comparable to what is already required by the web PKI.

CAs are likely among the most enthusiastic proponents
of RHINE, because the issuance of RCerts will significantly
expand and consolidate their security services. The operators
of transparency logs have the same motivations; DT loggers
will be a select subset of CT loggers.

For end users, RHINE is easier to adopt than DNSSEC
because they already rely heavily on the web PKI. For in-
stance, the RCert-based data validation function can be easily
integrated into web browsers, which have built-in support for
name lookup (e.g., DoT and DoH) and certificate validation.
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0. X (the owner of ZNx) publishes RCrtx, DSumx, DSAx
to the infrastructure D to be queried by client U .

1. U → D : QUERY(qname,qtype)
2. D : rec := ⟨RRset(qname,qtype)⟩x

: dsp := ⟨DSumx,T ⟩Lx

// ALv is encoded with four bits: DOL, IND, TER, EOI
// The only case requiring a membership proof

: If ALvx = (IND, ¬DOL, ¬TER, ¬EOI):
// ZNy is a (potential) child zone enclosing qname

: ZNy := GetChild(ZNx,qname)
// Get the membership proof for ZNy’s (non-)existence

: mem := Acc.GenPf(DAccx,ZNy)
: dsp := dsp ∪ {mem}

3. D →U : ANSWER(rec,RCrtx,dsp)
// ZNx is extracted from RCrtx

4. U : Verify ZNx encloses qname
: ∧ Σ.Vf(RCrtx,rec) ∧ Σ.Vf(pkLx ,dsp)
: ∧ T is the current epoch
: ∧ ZNx is not revoked (from Auxx)
: ∧ Match(DSumx,RCrtx)
: // Short-cut cases:
: If DOL in ALvx and qname ̸= Apex(ZNx):
: Reject the answer
: Else if ¬IND or TER or EOI in ALvx:
: Accept the answer
: Else : // Otherwise, check ZNy’s status
: If mem is for absence :
: Accept if Acc.Vf(DAccx,mem)
: Else : // ZNy already delegated
: Verify Acc.Vf(DAccx,mem)
: Accept the answer if ¬IND in ALvy

Figure 12: Authenticated name resolution protocol.

A Protocol Specifications

A.1 Authenticated Name Resolution

RHINE’s name resolution protocol is presented in Figure 12.
It is agnostic to the underlying distribution infrastructure
D, which can be instantiated, for example, with the existing
DNS infrastructure (consisting of authoritative nameservers,
recursive resolvers, forwarders, etc.) or a P2P network such
as GNUnet [14]. RHINE mandates that each answer to a
client query contains, in addition to the authoritative resource
records, the RCert and DSP of the zone that claims the au-
thority, and that a client always validates answers by itself,
thereby enforcing E2E authentication.

A.2 Secure Delegation Update

Figure 14 describes RHINE’s secure delegation update proto-
col. An established zone uses its own RCert and the associated

0. Each Li ∈ G has a set Xi of requests (lreq) as input.
1. Run n rounds of Oi := LogresConsensus+(Li,Xi)

with each Li as the leader proposing input data in a
round. After that, all loggers obtain the same set O
:=

⋃n
i=1 Oi as output.

2. Each Li filters the requests in O by keeping only the
earliest one in case of conflicts, applies the resulting
operations to its local GDAT , and computes a new
digest GAccT+1. Broadcast ⟨GAccT+1⟩Li to L

3. Each Li accepts and finalizes the aggregation result
if it receives f valid signatures over GAccT+1.

Figure 13: DT aggregation protocol.

DSP to prove its realm of authority. The protocol’s overall
flow resembles the delegation setup process, except that the
parent’s involvement is needed only in a few cases.

A zone can freely update its RCert and DT entry within
the validity period of the delegation. The parameter to update
must not include a delegation expiration time beyond what is
currently specified in the zone’s DSum. To extend the validity
period before the delegation expires, a zone must negotiate
with its parent (e.g., renewing the business contract) and get
the latter’s approval. Another type of update that requires
the parent’s consent is changing a non-independent zone to
an independent one, as this affects the parent’s realm of au-
thority. The update of authority level is subject to additional
restrictions. For example, a zone cannot change itself to ter-
minating unless all its existing delegations become invalid
(expired or revoked); similarly, a zone cannot change itself to
end-of-independence if it still has any independent child. A
zone can only update its delegation status (except its DAcc,
which is affected by the changes to its subzones’ delegation
status) once per epoch. For ease of presentation, we abstract
away these checks of an update request’s legitimacy in the
protocol specification.

It is possible for a zone to update the CA and loggers it
relies on, which is important after security breaches of these
trusted entities. In this case, the zone will run the update
protocol with a set of new trusted entities.

The revocation of a secure delegation comes in two forms.
Since RHINE mandates one RCert per zone at any time, the
issuance of a new RCert for a zone implicitly revokes the
old one. A zone can also make an explicit revocation request
through the update protocol. This will fail the validation of
the zone’s data signed with its current RCert. The operation
is irreversible, meaning that a revoked zone can only be re-
established through the secure delegation setup protocol.

One caveat in enforcing one RCert per zone is that the
loss of a zone’s private key may lock up the zone until the
existing delegation expires. This conundrum can be addressed
by having a zone pre-generate a signed revocation request,
preferably immediately after the delegation setup. The zone
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0. C prepares a data object Upd that encodes the parame-
ters to be updated.
// A and Lc may be different from those in RCrtc

1. C : Select A and Lc
// rid is implicitly included in all subsequent messages

: rid := H(t0,ZNc,Upd,A,Lc)
: sur := ⟨rid,SUReq(ZNc,Upd,A,Lc)⟩c
: [Get apv := ⟨SUApprvl(H(sur))⟩p
: and RCrtp from the parent P].

2. C → A : sur, RCrtc, [apv, RCrtp]
3. A : Retrieve dspc [, dspp] from Lc

: Verify sur with RCrtc and dspc
: [, apv with RCrtp and dspp]
: Verify the validity of Upd
: [, create a new tbsrc according to Upd ]
: prl := ⟨PreLog(sur, [apv, tbsrc])⟩A

4. A → Lc : prl, RCrtc, [apv, RCrtp]
5. Li : Verify prl, sur, [and apv,] using the

: corresponding certificates and the local log
: Verify the validity of Upd
: uds := (T,A,Lc,ZNc,Upd, [H(tbsrc)])

6. Li → A : atti := ⟨LogAttest(Li,H(uds))⟩Li

7. A : Verify {atti} against prl
// L is randomly selected from Lc by A

8. A → L : lreq := ⟨LogReq(L,uds,{atti}Li∈Lc)⟩A
9. L : Verify lreq and {atti} and their consistency

: Add lreq to the pending pool for aggregation
10. L → A : lc := ⟨LogCfm(L,H(uds))⟩L
11. A : Verify lc against lreq

: [, RCrt′c := ⟨FinalRCert(TbsRCc,Lc)⟩A]
12. A →C : prl, {atti}Li∈Lc , lc, [RCrt′c]
13. C : Verify all received data against sur

Figure 14: Secure delegation update protocol (simplified). Messages and operations in square brackets [m] are optional.

can then revoke the existing delegation in case of key loss.
Clearly, the pre-generated revocation request itself should be
stored separately from the private key in a secure place.

A.3 DT Aggregation with Modified Logres

Figure 13 presents the DT aggregation protocol, with the core
modified Logres consensus routine depicted in Figure 15.
Logres obviates the need for leader selection by having each
participating node lead and run an instance of the consensus
routine in parallel with all others. Each consensus instance
contains up to f + 1 rounds of message exchanges among
the nodes, where f is the number of Byzantine faulty nodes
tolerable by the system. In normal situations where the leader
is honest and correctly operates, the consensus routine will
terminate in just two rounds.

Our main modification of Logres is in lines 13–17 of Fig-
ure 15, which describes the additional data validation required
by RHINE. Only valid input values will be added to the output
set. Another important change is that we refine the algorithm
to allow taking sets of values as input, as the original version
abstracts the input data as a single value. This entails several
technicalities including whether to have nodes’ witness on
valid values that may only constitute a subset of the input. For
simplicity, we always treat the witnesses on the original input
set even it may contain invalid data. This results in redundant
data validation in each round. Optimizing performance in this
regard is an interesting future work.

The final output set O from the consensus process may
contain duplicate or conflicting operations as a result of at-
tacks (when RHINE’s threat assumptions are violated; see
Section 6) or operational faults. For example, two requests
may contain different parameters to create a new log entry for
a just delegated zone. This is possible because there is a delay
for the DT log to be synchronized across loggers. In such

situations, the loggers will keep the earliest operation and dis-
carding other conflicting operations for the zone in question;
any potential attacks and faults will become detectable once
the current execution of the aggregation protocol ends.

B Formal Verification of RHINE

This section introduces important aspects of our formal speci-
fication of RHINE and the security properties we verify. We
refer the reader to the project repository [78] for full details.
Abstractions. The formalization of non-trivial protocols us-
ing Tamarin can run into the state explosion problem, which
makes the analysis intractable. To this end, we use several
abstractions to reduce the complexity of our model while still
faithfully capturing the essence of RHINE protocols.

First, rather than modeling the entire namespace, we focus
on a few zones represented symbolically that suffice to de-
scribe generic zone delegation. This includes a parent zone
that can be malicious, a child zone in question (i.e., ZNx in
Theorem 1 and 2), and another child zone (of the same parent)
serving to validate our model’s correctness. We consider all
of them to be independent zones for meaningful a security
analysis. This also obviates the need to model the processing
of authority level.

For the time dimension, we model three epochs. In T0,
the pre-established parent zone can publish data for name
resolution and approve delegation requests. Only one child
zone can be delegated in T0 and the other in T1; the first child
zone can also be updated in T1. Zone delegation or update is
not permitted in the last epoch T2. These symbolic epochs are
intended to enforce the sequence of events and they are not
necessarily consecutive. This arrangement allows the model
to capture security threats throughout a zone’s life cycle.

For the DT aggregation process, we model only RHINE-
specific input validation without specifying the Logres con-
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0. This is one of the |L | parallel runs of the consensus
process with Li being the leader. The code is for L j.

1. If j = i:
2. broadcast ⟨Xi,Li⟩Li to all other loggers
3. return Oi := Xi
4. Else:
5. W := /0 // witnessed values
6. Oi := /0 // agreed-upon output

// Start f +1 rounds of message exchanging
7. For round r = 1, . . . , f +1 :

// A timeout is needed to stop waiting for the mes-
sages from faulty nodes.

8. M := received messages
9. V := /0 // valid input values

10. For ⟨X ,Li⟩LW ∈ M
// Logres-specific checking

11. If |LW | ≥ r ∧ Σ.Vf(pkLw ,⟨X ,Li⟩LW )
12. Y := /0

// RHINE-specific data validation. A, Lc are from op
13. For lreq ∈ X :
14. lreq := ⟨LogReq(L,op,attset)⟩A
15. If Σ.Vf(pkA, lreq) ∧ L = Li

∧ Σ.Vf(pkLc ,attset)
∧ Match(op,attset)

16. Y := Y ∪ {lreq}
17. V := V ∪ {Y }

// Continue Logres processing on valid RHINE input
18. If V \ W ̸= /0:
19. If |V ∪W |= 1 :
20. Oi := V // Only one element in V
21. Else :
22. Oi := /0 // No agreed-upon value yet
23. N := /0 // Messages for next round

// Add witness to the original input
24. For Y ∈ V \ W :
25. Find ⟨X ,Li⟩LW ∈ M s.t. Y ⊂ X
26. N := N ∪ {⟨X ,Li⟩LW∪{L j}}
27. multicast N to all non-leader loggers

// Update witnessed value
28. W := V

// In the end of this protocol run, all honest loggers
will have the same Oi, which contain all valid log
operations as a subset of Xi.

29. return Oi

Figure 15: The LogresConsensus+(Li,Xi) protocol.

sensus routine, as its security has been formally verified by
its authors [86] and is inherited by our enhanced version. For
the update protocol, we consider updating the certified key
as well as the designated CA and loggers without the need
for parental approval. This reflects a zone owner’s ability to
independently manage the zone’s security.

We refrain from modeling explicit servers and the name
resolution algorithm, as this would result in a overcomplicated
model. Instead, we create an abstract distribution infrastruc-
ture by taking advantage of Tamarin’s underlying pattern
matching mechanism. Moreover, we represent all data struc-
tures (RCerts, DT log, resource records, etc.) as sets of values
and omit non-essential data such as Aux.

B.1 Protocol Specification
Tamarin models a security protocol as a labeled transition
system (LTS) where a state of the LTS consists of the local
states of the protocol participants, the adversary’s knowledge,
and messages on the network. States are modeled as a finite
multiset of facts. The system’s dynamics are specified by
labeled multiset rewriting rules that transform the facts.
Protocol Roles. Our model introduces five roles: P is the
owner of an established parent zone, C is an entity wishing
to securely establish a child zone, CA is an RCert issuer, L is
a DT logger, and U is an end user trying to resolve a name
under a child zone. The state space of a protocol in a sym-
bolic Tamarin model generally grows exponentially with the
number of involved actors, which are instances of roles in
interleaved protocol sessions. We model P as a singleton that
is instantiated only once. No limitation is imposed on other
roles. RHINE allows a zone to choose the number m of relying
loggers. We set m = 2 for all zones in the model. This keeps
the complexity of verification manageable without weaken-
ing the security properties we verify. The other parameters
f and n are irrelevant in the model because of the simplified
aggregation process.
Adversary. Tamarin provides a built-in network model with
a Dolev-Yao adversary: any outbound message is added to
the adversary’s permanent knowledge; any inbound message
is constructed by the adversary from its knowledge. We lever-
age this feature to create an adversary-controlled distribution
infrastructure without any explicit servers: publishing a zone
simply means sending its signed records to the network, and
name resolution is realized by sending a query to and receiv-
ing the matching record (and associated RCert and DSP) from
the network. To model the compromise of an entity, we reveal
its private key to the network, which enables the adversary
to impersonate the entity by forging its signatures. We also
allow malicious child zone owners so that the adversary’s
capability is not limited by the model itself.
Protocol Rules. We use several example rules to explain
our modeling style and choices. Figure 16 lists two rules
modeling the CA’s processing of an initial request in the
secure delegation protocol. A rule is defined in the form of
[state facts] --[event facts]-> [state facts].
(premise) (conclusion)

The lines in a let ... in block defines macros that are
expanded in the respective rule.
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rule CA_Preissuance_1:
let

sdr_data = <’SDReq’, epoch, zone, $C,
zpkC, $P, $CA, $L1, $L2>

sdr = <sdr_data, sig>
apv_data = <’SDApproval’, h(sdr)>

in
[

In(<$C, $CA, sdr, apv, rcP>)
, !CA_St_0($CA, ~skCA)
, !ZPk_P($P, zpkP)
, Fr(~dsrid)
]
--[

NotEq($CA, $L1)
, NotEq($CA, $L2)
, NotEq($L1, $L2)
, Eq(verify(apv, apv_data, zpkP), true)
, Eq(verify(sig, sdr_data, zpkC), true)
]->

[
CA_St_1($CA, ~skCA, sdr, apv, rcP,

~dsrid, epoch)
, DSPReq(~dsrid, epoch, $CA,

zone(’Parent’), $L1, $L2) ]

rule CA_Preissuance_2:
let
sdr_data = <’SDReq’, epoch, zone, $C,

zpkC, $P, $CA, $L1, $L2>
sdr = <sdr_data, sdr_sig>
rcP = <’RCert’, <tbsP, $L1_P, $L2_P>, rcP_sig>
dsum_P = <’DSum’, zone(’Parent’), htbsP,

<’Delegations’, dlgt1, dlgt2>>
dsp_P = <’DSP’, epoch, dsum_P, dsp_sig1, dsp_sig2>
tbsrc = <’TBSCert’, zone, $C, zpkC, $CA>
prl_data = <’PreLog’, sdr, apv, rcP, tbsrc>
prl = <prl_data, sign(prl_data, ~skCA)>

in
[ DSPResp(~dsrid, $L1, $L2, $CA, dsp_P)
, CA_St_1($CA, ~skCA, sdr, apv, rcP, ~dsrid, epoch)
, !Pk($L1, pkL1), !Pk($L2, pkL2)
]
--[ Eq(verify(dsp_sig1, <dsum_P, epoch>, pkL1), true)
, Eq(verify(dsp_sig2, <dsum_P, epoch>, pkL2), true)
, Eq(htbsP, h(tbsP))
, NotEq(dlgt1, zone), NotEq(dlgt2, zone)
, CAPreissued(epoch, $P, $C, zpkC, $CA, $L1, $L2)
]->

[ CA_St_2($CA, ~skCA, sdr, tbsrc)
, Out(<$CA, $L1, $L2, prl>) ]

Figure 16: Two rules from our model describing the CA’s actions in Step 7, Figure 6

A fact F(t1, t2, ...) involves symbolic terms t1, t2,
... that contain variables, constants, functions, network mes-
sages, etc. The execution of a rule consumes facts in the LTS’s
current state that match the rule’s premise, and produces new
facts that are added to the state. Persistent facts of the form
!F(t1, t2, ...) are never removed from the state, once
added. A public variable $t (often used to identify an actor)
or a constant ’t’ is always known to the adversary. A fresh
variable ~t is typically used to model random numbers such
as keys. We use several Tamarin’s built-in functions, includ-
ing pair (<t1, t2>), hashing (h(t)), and signing (sign(t1,
t2) and verify(t1, t2, t3)). We also defined our own
functions including zone(t), name(t), and epoch(t). Al-
though we use them to simply record constants in our current
model, it is possible to introduce equational theories for them
to capture a hierarchical naming structure and unlimited epoch
transition.

The rule CA_Preissuance_1 models $CA receiving a
secure delegation request from $C over the insecure net-
work using Tamarin’s built-in In() fact. Facts !CA_St_0(),
CA_St_1() record $CA’s local state. !ZPk_P() models the
access to the parent zone’s public key. The event facts Eq()
and NotEq() specify equality and inequality checks using
Tamarin’s restriction mechanism. We apply them to model
the bulk of an actor’s local processing of a message, including
signature verification and consistency checking. According
to the protocol specification (Figure 6), the CA needs to re-

trieve the parent zone’s DSP from the designated loggers
over an out-of-band secure channel. The facts DSPReq() and
DSPResp() model such a channel. At the end of the rule
CA_Preissuance_1, the CA makes a retrieval request with a
random id generated using the built-in fact Fr().

In the rule CA_Preissuance_2, the CA continues to verify
the received DSP and send out a pre-logging message over
the insecure network using the built-in Out() fact. Event
facts such as CAPreissued() there facilitate the definition of
properties in a model-independent way.

One of the most important event facts we consider is
ZoneDelegated(), which signifies the successful establish-
ment of a child zone. It should not be placed at the last step of
the secure delegation protocol, but where the zone owner has
verified the updated DT log (within the distribution window
of an epoch). Our model precisely captures this consideration
in the rule Child_Accept_T0 shown in Figure 17.

A zone delegated in an epoch can publish its data in the
subsequent epochs. To model this, we introduce a linear fact
ZonePublishable() that allows a zone to publish at most
once in an epoch. The rule Child_Accept_T0 states that a
zone delegated in T0 can publish once in T1 and once in T2.
The parent zone is initialized in T0 and so it can publish in all
three epochs.

The reason why we model three epochs instead of two is
to cover the scenario where an attacker attempts to acquire an
RCert in T1 for a zone delegated in T0. Such an attack sce-
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rule Child_Accept_T0:
let // The following are macros used to improve the specification’s readability

sdr_data = <’SDReq’, epoch(’T0’), zone, $C, zpkC, $P, $CA, $L1, $L2>
sdr = <sdr_data, sdr_sig>
tbsrc = <’TBSCert’, zone, $C, zpkC, $CA>
rcert_data = <tbsrc, $L1, $L2>
rcert = <’RCert’, rcert_data, rcert_sig>
lcfm_data = <’LogCfm’, $L1, hnds>
lcfm = <lcfm_data, lcfm_sig>
nds = <epoch(’T0’), $CA, $L1, $L2, zone, h(tbsrc)>

in
[ C_St_2($C, ~zskC, sdr)
, In(<$CA, $C, rcert, att1, att2, lcfm>)
, !Pk($CA, pkCA), !Pk($L1, pkL1), !Pk($L2, pkL2)
, DTMonitor(epoch(’T0’), ’Setup’, logged_htbs) // Monitor the updated DT log
]

--[ Eq(verify(rcert_sig, rcert_data, pkCA), true) // The cert is issued by the designated CA
, Eq(verify(att1, <’LogAttest’, h($L1, nds)>, pkL1), true) // and attested by the loggers
, Eq(verify(att2, <’LogAttest’, h($L2, nds)>, pkL2), true)
, Eq(verify(lcfm_sig, lcfm_data, pkL1), true) // The logging operation is confirmed
, Eq(h(nds), hnds) // and matches the previous logging request
, Eq(h(tbsrc), logged_htbs) // The monitored log entry is correct
, ZoneDelegated(epoch(’T0’), zone, $P, $C, ~zskC, $CA, $L1, $L2) // Successful delegation event
]->
[ ZonePublishable(epoch(’T1’), zone, $C, ~zskC, rcert)
, ZonePublishable(epoch(’T2’), zone, $C, ~zskC, rcert) ]

Figure 17: A rule modeling the child zone owner’s acceptance of an RCert in epoch T0.

nario is different from acquiring an RCert for a non-existent
child zone of an existing zone. The former case is captured
by Theorem 2 and the latter case by Theorem 1.

As mentioned, our model uses constants to encode zones
and names. There must be a way to specify the relations
between them. We employ a few hard-coded rules and restric-
tions to model and enforce a hierarchical name structure.

rule Zone_Record_Generator_PX:
[ GenRecord(zone(’Parent’)) ] --[]->
[ Record(zone(’Parent’), name(’NameX’)) ]

rule Zone_Record_Generator_CX:
[ GenRecord(zone(’ChildX’)) ] --[]->
[ Record(zone(’ChildX’), name(’NameX’)) ]

restriction Naming_Structure:
"All z n #i.

NameInZone(z, n)@i ==>
(z = zone(’Parent’) & n = name(’NameX’)) |
(z = zone(’ChildX’) & n = name(’NameX’)) "

These two rules state that the name ’NameX’ is under both
zone ’Parent’ and zone ’ChildX’, and both of them can
publish records for the name. This allows the model to capture
attack scenarios where a malicious parent zone serves bogus

records for an existing child zone.

B.2 Property Specification

In Tamarin, the execution of a protocol generates a trace—
a sequence of event facts, associated with timepoints, from
rules triggered during the execution. A trace property is a
set of traces defined using guarded first-order logic formulae
over event facts and timepoints (denoted as terms of the form
#t). We specify the security theorems introduced in Section 6
as trace property (defined using keyword lemma) shown in
Figure 18. The formal specification is self-explanatory with
the event facts serving as predicates that encode the informally
presented theorems. We discuss a few technicalities.

Using the Compromised() fact, we can flexibly configure
the adversary’s capabilities. The adversary by default has
the A1 capability and can compromise any actor except an
entity requesting the delegation for a child zone. Not allowing
the compromise of the parent zone owner and at least one
of the designated loggers leads to an A1+A2+A3 attacker.
Imposing only the latter constraint gives the adversary the
A1+A2+A3+A4 capabilities.

In the lemma E2E_Authenticity, we do not specify the
order of the event ZoneDelegated and UserAccept, as the
order is implied by the epochs they occur, i.e., the latter hap-
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lemma Delegation_Security:
"All epoch zone P C zskC

CA L1 L2 #i1 #i2.
( RCertRequested(epoch, zone, P, C,

zskC, CA, L1, L2)@i1
& ZoneDelegated(epoch, zone, P, C,

zskC, CA, L1, L2)@i2
& not (Ex #j. Compromised(P)@j & j<i2)
& ( not (Ex #j. Compromised(L1)@j & j<i2)

| not (Ex #j. Compromised(L2)@j & j<i2)
)

==>
( Ex #k. SDApproved(epoch, zone, P,

C, pk(zskC), CA, L1, L2)@k
& k < i2 )"

lemma E2E_Authenticity:
"All P czone C_0 epoch zone U qid qname #i1 #i2

zskC_0 CA_0 L1_0 L2_0 zskC CA L1 L2.
( ZoneDelegated(epoch(’T0’), czone, P, C_0,

zskC_0, CA_0, L1_0, L2_0)@i1
& UserAccept(epoch, zone, U, qid, qname,

pk(zskC), CA, L1, L2)@i2
& (epoch = epoch(’T1’) | epoch = epoch(’T2’))
& not (Ex #j. UpdateLogged(epoch(’T1’),

czone)@j)
& ( not (Ex #j. Compromised(L1)@j & i1<j) |

not (Ex #j. Compromised(L2)@j & i1<j) ) )
==>
( zone = czone & zskC_0 = zskC
& CA_0 = CA & L1_0 = L1 & L2_0 = L2 )"

Figure 18: The specification of Theorem 1 (left) and Theorem 2 (right) we proved for RHINE.

pens only in T1 and T2. For the adversary, we do not limit its
capabilities in epoch 0, which ends at i1 when the concerned
zone czone is delegated. This does not affect security analy-
sis, because our model allows only one zone to be delegated
per epoch and disallows the adversary to obtain a child zone
owner’s private key.

To capture the update protocol’s security, we also formal-
ize the following property. It states that once a zone is dele-
gated, its RCert (in particular, the certified key zskC_1 and
trusted entities C1_1, L1_1, L2_1) can be updated only by
the zone owner generating a signed request using the genuine
key (zskC = zskC_0), even if an A1+A2+A3+A4 is present
after the initial delegation setup.

lemma Update_Security:
"All P C_0 zskC_0 CA_0 L1_0 L2_0 #i1

C_1 zskC_1 CA_1 L1_1 L2_1 #i2
zone zskC.

( ZoneDelegated(epoch(’T0’), zone, P,
C_0, zskC_0, CA_0, L1_0, L2_0)@i1

& ZoneUpdated(epoch(’T1’), zone,
C_1, zskC, zskC_1, CA_1, L1_1, L2_1)@i2

& (not (Ex #j. Compromised(L1_1)@j & i1<j) |
not (Ex #j. Compromised(L2_1)@j & i1<j)))

==>
( Ex #i3. UpdateRequested(epoch(’T1’), zone,

C_1, zskC, zskC_1, CA_1, L1_1, L2_1)@i3
& zskC = zskC_0
& i3 < i2 ) "

All these properties are defined over all traces. Tamarin
also supports proving lemmas that hold when there exists a
fulfilling trace. This is commonly used for sanity checks of
the specification. We have defined multiple such lemmas to
test whether our model implements the expected semantics.
The following example checks whether the parent zone can
legitimately serve records in T0 when no child is delegated.

lemma Normal_Resolution_Parent_T0:
exists-trace
"Ex P zpk CA L1 L2 U

qid qname #i1 #i2 #i3.
ParentInit(zone(’Parent’), P, zpk,

CA, L1, L2)@i1
& UserSentQuery(U, qid, qname)@i2
& UserAccept(epoch(’T0’), zone(’Parent’),

U, qid, qname, zpk, CA, L1, L2)@i3
// no compromise of any actor
& not (Ex A #k. Compromised(A)@k)"

C Achieving High Availability
DNS is a frequent target of (distributed) DoS attacks [58]. A
massive DNS outage can make a wide swath of online ser-
vices unavailable, for example the historic Facebook outage
in October 2021. By decoupling the authentication and dis-
tribution of a naming system’s data (see Section 3), RHINE
also separates the concerns of data authenticity and service
availability, allowing them to be addressed independently.

One promising direction to ensure the naming service’s
availability, even amid large-scale DDoS attacks, is to pro-
tect the distribution infrastructure with SCION [73], a next-
generation secure Internet architecture. With an array of or-
chestrated mechanisms, including high-speed packet (source)
authentication, traffic monitoring and filtering, as well as
lightweight bandwidth reservation, SCION can defend against
all types of network-level DoS attacks that target network
links and nodes and end hosts, offering guaranteed control-
plane operation and data delivery. SCION has seen real-world
deployments with proven scalability and performance [59].

We plan to deploy RHINE in SCIONLab [60], a full-
fledged global Internet testbed, and thoroughly evaluate its
practicality, usability, and availability against DDoS attacks.
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Abstract
Access link from the ISP tends to be the bottleneck for

many users. However, users today have no control over how
the access bandwidth (which is under the ISP’s control) is
divided across their incoming flows. In this paper, we present
a system, CRAB, that runs at the receiver’s devices – home
routers and endpoints – and enforces user-specified weights
across the incoming flows, without any explicit support from
the ISP or the senders. It involves a novel control loop that
continuously estimates available downlink capacity and flow
demands by observing the incoming traffic, computes the
max-min weighted fair share rates for the flows using these
estimates, and throttles the flows to the computed rates. The
key challenge that CRAB must tackle is that the demand
and capacity estimated by observing the incoming traffic at
the receiver (after the bottleneck) is inherently ambiguous
– CRAB’s control loop is designed to effectively avoid and
correct these ambiguities. We implement CRAB on a Linux
machine and Linksys WRT3200ACM home router. Our eval-
uation, involving real-world flows, shows how CRAB can
enforce user preferences to achieve 2× lower web page load
times and 3× higher video quality than the status quo.

1 Introduction
This paper tackles a common and seemingly simple problem:
how can users control how their Internet access link gets
shared across their incoming flows? For instance, how can a
user ensure that their Youtube video streaming is not impacted
when the Dropbox app on their device starts downloading
large files at the same time, and the two flows compete at the
user’s Internet access link?

At a glance, a plausible solution is to exploit the traffic
shaping features provided in many home routers (e.g. mecha-
nisms for weighted fair queuing or prioritization) [1, 15, 18].
However, these mechanisms are effective only when the bot-
tleneck is at (and queues build up at) the home router – this
happens when the bottleneck is the uplink from the router to
the Internet Service Provider (ISP) for outgoing flows or the
downlink from the router to the end-devices for the incoming
flows [1]. Our work targets a different problem as illustrated
in Figure 1, where the bottleneck for the incoming flows is
the downlink from the ISP to the home router, and queues
build up in the ISP. This is a common scenario [36, 50], with
the Internet access bandwidth being governed by contractual
agreements between an end-user and their ISP, and the median
broadband download speed being less than 35Mbps in more
than half the countries worldwide [3].

Existing literature provides us with two options for man-

Device 3

Device 2

Device 1

Receiver

Device

running

CRAB

Home Router


ISP ...

Access Link
(Bottleneck)

Figure 1: CRAB’s Target Scenario. The user may own multiple
devices, each downloading multiple flows over the Internet. These
flows arrive at the user’s home router via the access link from the
ISP, from where they get routed to individual devices. The Internet
access link is often the bottleneck for the incoming flows [3, 36].

aging flow shares at the Internet access link, both of which
are beyond the receiving user’s control. The first option is to
directly schedule or shape traffic at the bottleneck (e.g. via pri-
oritization or weighted fairness) [17,25,43,49]. However, the
access bottleneck is controlled by the ISP. ISPs are unaware
of user preferences and do not deploy any mechanisms that
enable end users to configure how their traffic is scheduled
and shaped at the access bottleneck. 1 The second option is
for the senders to appropriately control the rate at which flows
arrive at the bottleneck. For example, low-priority senders can
use “scavenger” protocols that yield bandwidth more readily
to higher priority flows [34, 38, 41, 48]. This is again outside
the receiving user’s control – it is up to the sender to use and
configure such protocols.

We design a system, CRAB, 2 that enables users (receivers)
to control how their Internet access bandwidth gets shared
across their incoming flows without any explicit support from
external entities (i.e. the ISPs and the senders). Here we use
the term receiver to collectively refer to devices in the receiv-
ing domain that an end user can directly access and configure
– these include end devices (phones and computers) as well
as home routers (attached to the access link). More generally,
CRAB provides a mechanism to control flow shares exclu-
sively from a vantage point that is topologically placed after
the bottleneck – where queues don’t build up naturally, and
where one has seemingly zero control.

CRAB allows a user (i) to configure the home router with
weights across each end-device, and (ii) to optionally con-
figure end-devices with weights across their incoming flows

1Although a few research proposals of this form exist [19, 24, 27, 35,
54], they have not been realized in practice, given the inherent difficulty of
coordinating across multiple domains.

2For Customizable Receiver-driven Allocation of Bandwidth.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    555



(defined based on application, web domain, etc). It then strives
to throttle the incoming flows at the home router (grouped
by destination device) and individually at the end devices (if
enabled) to their respective max-min weighted fair share rates.
CRAB’s key challenge lies in correctly computing these rates
after the bottleneck (as discussed below). While this after-the-
bottleneck throttling cannot directly control how the access
bandwidth is divided across the incoming flows, it signals the
senders (which typically run some form of congestion con-
troller [22, 26, 30, 32, 39, 46, 52]) to lower their sending rates
to the throttled values, thus enabling the flows to eventually
converge to their desired shares.

So what makes it difficult to compute the weighted fair
share rates after the bottleneck? Given flow weights, comput-
ing the correct (max-min) weighted fair rates for each flow
requires knowing the bottleneck link capacity and the flow
demands. Once the absolute weighted share of a flow has been
computed from the link capacity and flow weight, the max-
min weighted fair rates can be computed by re-allocating any
excess capacity, that is unused by flows with demands smaller
than their absolute share, to other flows in the proportion of
their weights. While the capacity and the flow demands are
naturally available at the bottleneck, CRAB (placed after the
bottleneck) must estimate them by observing the incoming
traffic at the receiver. This introduces multiple challenges:
(1) It is not possible to distinguish whether the total traffic
observed at the receiver is limited by the access link capacity
or by the flows’ cumulative demands – the latter would result
in underestimating capacity.
(2) The arrival rate of a flow at the receiver depends on the
rate at which it was served at the bottleneck. A flow that got
a small share of bandwidth at the bottleneck (less than its
weighted share or demand) could be wrongly perceived as
having low demand.
(3) If the receiver incorrectly throttles flows to rates lower
than their weighted shares (due to spuriously low capacity
or demand estimates), the flows’ sending rates (and their ob-
served arrival rates at the receiver) would end up matching
the throttled rates. As a result, the link capacity and demand
estimates would stay unchanged and the system will not self-
correct. Similar reasoning makes it difficult to adapt to an
increase in link capacity and flow demands.

The centerpiece of CRAB is a control loop that is designed
to tackle the above challenges (§3). It continuously loops
between (i) measuring flow arrival rates (over timescales of
hundreds of milliseconds) to estimate link capacity and flow
demands, and (ii) re-computing and enforcing weighted fair-
share rates based on these estimates. By waiting for rates mea-
sured over long enough timescales before reacting, CRAB
avoids fast reaction to spuriously low demand estimates – it
allows for the impact of any flow throttling to kick in, and
for the sending (and observed) rates for the remaining flows
to grow to their true demands (or weighted shares), before
reallocating any unused capacity. When re-allocating capacity

from a flow with low demand, CRAB leaves some headroom
to detect growing demand, at which point it immediately re-
claims all of the flow’s re-allocated bandwidth, again allowing
the flow to grow to its true demand or its weighted share. To
self-correct capacity underestimation, it periodically probes
for more bandwidth by explicitly increasing the total rate as-
signed to flows and checking for any consequent increase in
observed rates.

CRAB runs the same logic at the home router and at the
end-points, without requiring any explicit coordination among
them CRAB at the home router enforces per-device shares
based on estimated access link capacity and per-device de-
mands. CRAB at the end-point independently adapts its capac-
ity estimate to the per-device rate enforced by the home router
and controls per-flow shares. When directly attached to the
ISP’s link (without a home router) or when the router and end-
device are owned by different entities (e.g. in airports, cafes,
etc), an end-device with CRAB enabled can self-sufficiently
enforce its desired shares across its incoming flows.

CRAB’s cautious re-allocation of unused capacity can leave
the bottleneck link under-utilized at times. As we illustrate in
§2, some amount of link under-utilization is inevitable when
shaping traffic after the bottleneck (maximally utilizing the
link would imply no flow gets throttled at the receiver, and
consequently no impact on how the bottleneck bandwidth
is shared). The link under-utilization with CRAB typically
manifests as transient dips in the throughput for lower priority
(throttled) flows, below their max-min weighted shares. This
is a reasonable price to pay for better performance for higher
priority traffic that is achieved by enforcing user-specified
flow shares with CRAB.

We implement CRAB (§4) on a Linux endhost and a
Linksys WRT3200ACM router. Our end-host implementa-
tion also includes hooks for classifying flows that are broadly
defined by users based on applications and web domains,
and involve cross-origin requests (e.g. to CDNs and ad net-
works). Our experiments involving real-world flows with dif-
ferent sender-side congestion controllers (YouTube videos,
web browsing, and bulk downloads), show how CRAB comes
close to achieving the desired weighted fair share rates. In
particular, CRAB achieves 2.5-3× higher video quality and
2× lower web page load times in presence of lower-priority
bulk flows than the status-quo (that cannot enforce desired
preferences), with 10-20% decrease in overall link utilization.

2 Overview
CRAB enables the user to manage how their Internet access
link (that is often the bottleneck for downloads [3, 36]) gets
shared across the incoming flows. Figure 1 illustrates a typical
target scenario. CRAB at the home router controls how the
access bandwidth is shared across traffic destined to each
end-device. CRAB at the end-device (if enabled) controls
how its router-enforced bandwidth share is divided across its
incoming flows. Note that all end devices need not run CRAB
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Figure 2: CRAB’s high-level workflow (detailed in §2.1).

– only an end device that wishes to control the bandwidth
sharing across its own flows needs to enable CRAB.

2.1 CRAB Framework

We provide an overview of the CRAB framework at the end-
device (noting the small differences in CRAB’s router design
towards the end). CRAB sits in front of the ingress interface,
where it intercepts and shapes the incoming traffic before
forwarding it to the kernel’s TCP/IP stack. Figure 2 shows
the key elements in CRAB’s architecture.
1. User Interface. Our current prototype allows users to de-
fine flows based on three criteria: (i) all traffic destined to a
specified application running on the end-device, (ii) all traffic
associated with a specified web-domain, and (iii) all traffic
originating from a specified source address. 3 The user can
group multiple flows into a flow-group, and specify a weight
for each flow-group. Users can also specify a weight for a
default flow group, where traffic not classified in any other
flow group is mapped. Henceforth, we use the terms flow and
flow-group interchangeably.
2. Flow Filter Manager. It maps high-level flow identifiers
(as specified by the user) into TCP/IP header fields that the
system can use to classify packets as and when they arrive
at the interface. Mapping a web-domain into header fields
requires some inputs from the browser (we detail this in §4).
3. Throughput Measurement. CRAB sniffs the incoming
traffic to measure (i) throughput of each flow group to estimate
demands, and (ii) the cumulative throughput over all flows to
estimate link capacity. The link capacity estimated by CRAB
at the end-device corresponds to the device’s bandwidth share
as enforced by the home router.
4. Rate Computation. CRAB computes weighted fair share

3Future extensions of our system can support more criteria.

rates for each flow, based on user-specified weights and the
capacity and demand estimates obtained from flow throughput
measurements (as detailed in §3).
5. Rate Enforcement. CRAB uses the mappings from the
flow filter manager to classify incoming traffic into user-
defined flow groups. It puts the traffic for each group into
separate queues, and throttles each queue to its computed
weighted fair share rate. Since CRAB throttles traffic after
the bottleneck, it cannot directly control how flows are sched-
uled at the bottleneck. However, it induces packet losses and
queuing delay at the receiver, which signals the senders to ad-
just their rates to the throttled value, thus eventually achieving
the desired bandwidth shares at the bottleneck.

We considered a few other alternatives for signalling send-
ing rates from the receiver, e.g. by adjusting TCP receive
windows. We decided to use throttling for rate enforcement
because of its generality – all senders that run some form of
congestion controller (either over TCP [22, 26, 30, 32, 52] or
UDP [39, 46]) would naturally react to queue buildups and/or
packet drops induced by throttling.

CRAB framework at the home router is same as that at the
end-device. The only difference is that since users configure
the home router with weights across each end-device (directly
identified by the destination IP address), an explicit flow filter
manager is not required.

Note that, in principle, one could have managed flow-group
shares directly at the home router, instead of the end-device.
But then classifying the incoming traffic based on flow-groups
at the router would have required explicit coordination with
the applications running at the end-device in real-time (as
explained in §4), which would have complicated system de-
ployment. Our current division of functionality between the
home-router and end-points requires no explicit coordination
among them, which greatly simplifies CRAB’s deployment
and use, and extends CRAB’s utility to other contexts beyond
home users (as discussed in §7). It also reduces computational
complexity at the router, with the router managing only per-
device queues, and each device then managing the rates for
their own flows.

2.2 Goals and Challenges

We use a series of experiments to illustrate some of the chal-
lenges that CRAB must tackle. We consider a scenario where
a Linux end-host is directly attached to the access link from
the ISP (without a home router). For repeatable experiments,
we emulate an ISP-controlled access link by routing all traffic
for the end-host via a router that mimics the ISP and throttles
the traffic to 30Mbps. When we only stream a 4K YouTube
video on the end-host, we find that the video quality stays
at the maximum level (Figure 3a). We then stream the same
video in presence of two long-lasting bulk downloads 4 over

4Bulk downloads of games and movies are fairly common among users
with limited bandwidth because of inaccessibility of high quality video
streaming or cloud gaming [29, 31].
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(a) Video plays at highest quality level
alone.
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(b) Video quality suffers greatly
in presence of bulk downloads.
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(c) WFQ at the bottleneck in 5:1 ensures bulk flows
do not affect video quality.
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(d) Instant reaction fully utilizes the link,
but cannot enforce desired weights.
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(e) Indefinitely throttling bulk flows results severely
under-utilizes the link.
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(f) CRAB ensures high video quality at cost of slight
link underutilization

Figure 3: Video quality suffers in presence of bulk download flows, we look at different possible ways to ensure this does not happen. In all
experiments, link bandwidth is set to 30 Mbps.

the Internet, and evaluate the results under different settings.
Status Quo. Today, there is no way for a user to enforce how
their access bandwidth gets divided across their flows. We
find that with the bulk downloads consuming a large share of
the access bandwidth, the status-quo achieves very low video
quality (Figure 3b).

This degradation in video quality is clearly undesirable and
can be mitigated if the user can specify and enforce a higher
weight (say 5×) for the video flow.
Impractical Ideal: WFQ at the bottleneck. We next model
the ideal, but impractical scenario where the ISP enforces
user preferences at the bottleneck via WFQ. For this, we
configure the router in our setup (that mimics the ISP) to
use weighted deficit round-robin (DRR) [49], with the video
flow to bulk flows ratio set to 5:1. As shown in Figure 3c, the
video flow is able to use its absolute share of 25Mbps, and
achieve the highest video quality, while bulk downloads get at
least 5Mbps. WFQ is work-conserving – whenever the video
flow consumes less than its share of 25Mbps (e.g. when its
playback buffer is full), the remaining capacity is used by the
bulk downloads, keeping the link maximally utilized.
Impossible to mimic WFQ after the bottleneck. CRAB
strives to mimic the ideal WFQ-enforced rates. However,
while WFQ at the bottleneck can achieve both desired band-
width shares and maximal link utilization, there is an inherent
trade-off between the two when shaping traffic after the bottle-
neck. We highlight this trade-off by illustrating two extreme
strawmen for rate computation at the receiver.

(i) Work-conserving re-allocation cannot enforce weighted
fairness after the bottleneck. In order to maximally utilize the
link, whenever the video flow’s demand becomes less than
its absolute share, any unused capacity should be explicitly
reallocated to the bulk flows. It is natural to use the arrival
rate of the video flow at the receiver as an estimate of its
demand. However, if the video flow gets a small share of
bandwidth at the bottleneck due to competing flows, it will
have a low arrival rate at the receiver and will be incorrectly
perceived as having low demand. We now evaluate the effects
of instantaneously re-allocating unused capacity based on
such spurious demand estimates.

For this, we configure the end-device to use Linux HTB (Hi-
erarchical Token Bucket) [5] to throttle the incoming flows to
their absolute shares (25Mbps for video and 5Mbps for bulk),
and enable HTB’s “bandwidth borrowing” feature which im-
mediately re-allocates any capacity that is unused by a flow
with a smaller arrival rate. Since the total arrival rate at the
receiver is already capped by bottleneck link capacity, such
instantaneous re-allocation induces no throttling – while this
achieves maximal link utilization, it cannot enforce desired
bandwidth shares and produces the same outcome as the
status-quo (Figure 3d). For the setup in Figure 1, enabling
WFQ for the incoming flows at the home router (after the
bottleneck), will produce the same effect.

More generally, maintaining maximal link utilization is
fundamentally at odds with CRAB’s mechanism of enforcing
desired rates. In order to signal any change in the sending
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rates, CRAB must throttle some flows at the receiver – the
link under-utilization thus induced is what gives room to the
remaining flows to grow to their true demands or absolute
weighted shares.
(ii) No re-allocation leads to severe under-utilization. At the
other extreme, indefinitely throttling bulk flows to their ab-
solute weighted fair rates, oblivious of video flow demand
estimates, allows the video flow to grow to its true demand and
ensure high video quality, but decreases the link utilization
by 46% compared to the status quo (Figure 3e).
CRAB achieves desired shares with high link utilization.
CRAB navigates the above trade-off by re-allocating unused
capacity more cautiously (at timescales of a few hundred
milliseconds) – this allows the impact of any throttling to kick
in, and for the flows to grow to their true demands or absolute
shares, before the unused capacity is re-allocated. For flows
consuming less than their absolute shares, CRAB provisions
for detecting a growth in demand, upon which it immediately
reclaims all lent out capacity. This cautious reallocation and
aggressive reclamation may under-utilize the link at times,
which is inevitable (as discussed above) and primarily affects
the bulk flows. On the whole, as shown in Figure 3f, we find
that CRAB can effectively enforce the desired shares while
lowering the link utilization by only 19% with respect to the
status quo. CRAB has 2× higher link utilization than the
extreme alternative of no re-allocation or of the user explicitly
pausing the bulk flow while the video lasts.
Other Challenges. CRAB was able to correctly estimate
link capacity in the above experiments. However, link capac-
ity estimation can be more challenging in other scenarios.
In particular, if the total incoming traffic at the receiver is
limited by flows’ cumulative demand (as opposed to the ac-
cess link capacity), it would result in underestimation of link
capacity – CRAB should be able to self-correct its capacity
estimate to ensure correct bandwidth shares if flows’ demands
increase. Link capacity could also vary over time – CRAB
should be able to detect any changes and accordingly recom-
pute weighted share rates. What makes such self-correction
and adaptation particularly difficult is that once flows have
been throttled to a spuriously low rate, their sending rates
(and, consequently, their arrival rates and CRAB’s capacity
estimates) could stay stuck at the throttled values. CRAB
handles this by explicitly probing for more bandwidth.

We detail CRAB’s control loop, i.e. its re-allocation, recla-
mation, and bandwidth estimation logic in §3.

The specific control loop we describe in this paper is one
way of using CRAB’s framework for controlling flow shares
at the receiver. There can be alternative ways of using our
framework while complying with our observation that some
amount of link under-utilization is inherently needed to con-
trol flow shares from the receiver. For instance, we can di-
rectly throttle the cumulative rate of all incoming traffic at the
receiver to a value lower than the overall link capacity that
CRAB estimates (via its throughput observation and band-

width probing logic). This creates an artificial bottleneck at
the receiver where we can enforce the desired scheduling pol-
icy (prioritization, weighted fair queuing, etc) across the flow
classes maintained by CRAB. While effective at controlling
flow shares, such an approach would be more sensitive to
precise bandwidth estimation and may lead to unnecessary
wastage of bandwidth due to consistent link under-utilization.
We evaluate this alternative in §5.4.

2.3 CRAB’s Scope

CRAB’s scope is limited in the following key ways:
1. CRAB relies on the fact that flows have a sender-side rate
control mechanism that is responsive to throttling. This holds
for most of the traffic on the Internet that either uses TCP’s
congestion control mechanism or runs adaptive rate control
over UDP [39]. CRAB is not effective in scenarios where a
flow is not responsive to throttling.
2. CRAB cannot directly control the fine-grained queuing
behavior at the bottleneck. It can only influence the rates
achieved by different flows over long-enough timescales (a
few hundred milliseconds), as it requires the senders to react
to the throttled rates or the increased room for growth in
rates. This allows CRAB to effectively control bandwidth
shares across long-lived flow groups, e.g. video streaming,
conferencing, web browsing sessions, bulk downloads, etc.
However, CRAB cannot effectively control the queuing delay
experienced at the bottleneck by short intermittent downloads
that terminate before CRAB gets a chance to react (e.g. a flow
group comprising of only interactive chats). Though CRAB
cannot actively help such flows, it will not hurt them either.
3. CRAB can only actively control how a user’s incoming
flows share their common bottleneck (at the ISP’s access link
or at the access router). If a flow is bottlenecked elsewhere
(e.g. at the sender’s uplink), it is simply perceived by CRAB
as having a lower demand at the shared access bottleneck,
and CRAB accordingly reallocates the access link capacity
unused by this flow across the remaining flows.
4. Since CRAB must react at slow timescales (of hundreds
of ms) to build correct capacity and demand estimates, it is
not a good fit for volatile cellular networks where link capac-
ity changes by large magnitudes at much smaller timescales
due to high mobility, hand-overs, etc [23, 37, 51, 57]. In com-
parison, we found broadband connectivity and home WiFi
networks to be significantly more stable (see Appendix B).

3 CRAB Control Loop
We now describe CRAB’s control loop that continuously it-
erates between (i) measuring flow throughput to estimate
capacity and demand, and (ii) computing and applying new
per-flow rates. Table 1 lists different attributes that CRAB
maintains for each flow and uses for rate computations.

3.1 Throughput Measurement

Two parameters govern the granularity of our throughput
measurement: the observation period (t) and the number of
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Flow Attribute Description
weight The weight assigned by the user
observed_t pt The measured throughput of the flow (its arrival rate at the ingress)
true_bw The absolute weighted fair share of the flow computed from estimated link capacity and flow weight
lent_bw The unused bandwidth the flow lends out to other flows
borrowed_bw The amount of bandwidth the flow borrowed from other flows
assigned_bw The rate assigned to a flow (set to true_bw+borrowed_bw)
saturating (bool) set to true if the flow’s demand is potentially higher than its assigned bandwidth
non_saturating (bool) set to true if the flow’s demand is smaller than its assigned bandwidth
growing (bool) set to true if the flow needs to reclaim its lent bandwidth

Table 1: Attributes of a flow in CRAB

observations (n). In each observation, CRAB measures the
throughput (or arrival rate) for each flow over time t (i.e. num-
ber of bytes received in t time divided by t). It makes n such
observations and picks the maximum value as the observed
throughput of a flow. We use the max filter instead of mean or
median to capture bursts which are common for applications
like web browsing and video streaming.

The values of t and n govern how long we wait before mak-
ing any changes to flow rates. A very small value of t would
result in inaccurate throughput measurements, whereas a very
high value can mask spikes in demand. 5 A very small n will
not give flows enough time to adjust to new rates skewing de-
mand estimates, and a very large n would induce much slower
reactions to changes in demands and capacity. In practice,
n× t should be as high as a few RTTs to allow the senders
enough time to react. We find that setting t to 200ms and n
to 5 works well across different scenarios. We evaluate the
impact of these parameter settings in §5.6.

After every throughput measurement (over n× t s), CRAB
sets following flags of each flow f :
Growing: A flow is determined to be growing if f had
previously lent out bandwidth but its observed throughput
indicates an increase in its demand (i.e. it is using more
than what it was using earlier). f .growing = ( f .lent_bw >
0) and ( f .observed_t pt ≥ f .assigned_bw− f .lent_bw).
Saturating: If the flow f is either growing or it is utiliz-
ing almost all of its assigned bandwidth, i.e., f .saturating =
f .growing or ( f .observed_t pt +δ≥ f .assigned_bw). Here,
δ masks noise in throughput observations, and is set to
max(0.1× f .observed_t pt,0.25Mbps). Note that we con-
sider all growing flows to be saturating, but a saturating flow
(that is simply utilizing all of its assigned bandwidth) may
not necessarily be growing.
Non-saturating: If f is under-utilizing its assigned
bandwidth (after subtracting its lent out band-
width): f .non_saturating = ( f ,observed_t pt + δ) <
( f .assigned_bw− f .lent_bw).

5The value of t should be at least as high as the inter-arrival time between
multiple consecutive 64KB chunks to correctly compute throughput (with
TSO/LRO enabled, packets arrive in bursts of 64KB).

3.2 Rate Computation Overview

Figure 4 shows a simplified state diagram for CRAB’s control
loop. Followed by a throughput measurement, we take one of
the four actions in the exact priority order.
(1) If there exists any growing flow, we do reclamation for it
(i.e. reclaim any bandwidth it has lent out to other flows).
(2) Otherwise, if there is at least one non-saturating and one
saturating flow, we reallocate (or lend out) bandwidth unused
by non-saturating flows to saturating flows.
(3) If observed throughput has dropped and there does not
exist any saturating flow, we decrease the bandwidth estimate
and divide it between flows according to their weights.
(4) In all other cases, we try to probe for more bandwidth.
We return to the throughput measurement after each action.
The following sub-sections describe these actions and their
triggers in more detail.

3.3 Reallocation

Reallocation takes place if there is at least one non-saturating
flow (which can lend out bandwidth) and at least one saturat-
ing flow (which can potentially utilize this lent bandwidth).

CRAB first computes the bandwidth each flow f can lend:

f .lent_bw = f .assigned_bw− f .observed_t pt−headroom

We keep a small headroom (set to 0.25Mbps) to enable de-
tecting when the flow needs to grow back (§5.6 evaluates the
impact of this parameter).

If f .lent_bw > f .borrowed_bw, this means that the flow
can no longer make use of the bandwidth it has previously bor-
rowed and instead has extra unused bandwidth to lend. In this
case, CRAB subtracts f .borrowed_bw from f .lent_bw and
resets f .borrowed_bw to zero. CRAB computes the global
excess (unused) bandwidth by summing up the lent band-
width across all such flows. It then resets the assigned band-
width for each flow f to f .true_bw, after which it reallo-
cates the excess bandwidth across all flows in proportion
to their weights until their demands are satisfied, accord-
ingly updating f .borrowed_bw and f .assigned_bw (set to
f .true_bw+ f .borrowed_bw) for each flow. The algorithm
for this redivision is given in AppendixA.
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Figure 4: State diagram of CRAB’s control loop.

3.4 Reclamation

Notice that we do not decrease the assigned bandwidth of
the non-saturating flow during reallocation. This, combined
with the lent bandwidth headroom, ensures that CRAB can
detect growth in a flow’s demand, and classify such a flow
as growing (as noted in §3.1). To enable faster reclamation,
CRAB terminates the throughput measurement sooner than
n× t s, once it detects that any flow f is growing. It reclaims
all bandwidth lent out by the flow f by setting f .lent_bw = 0.
It reduces the global excess if f .lent_bw (before updating to
0) was greater than f .borrowed_bw, and accordingly recom-
putes how the updated excess bandwidth is redivided across
flows (using the same logic from §3.3). Note that when re-
dividing excess bandwidth, we consider a growing flow to
be a saturating flow because it can potentially utilize more
bandwidth as its demand is still unknown.

3.5 Bandwidth Estimation

CRAB keeps track of estimated bandwidth (estimated_bw)
based on the overall observed throughput across all flows
(total_observed_t pt). We now discuss CRAB’s mechanism
for detecting a change (increase or decrease) in capacity. This
is required for (i) correcting spuriously low capacity estimates
caused by limited demand, and (ii) adapting to potential ca-
pacity variations (e.g. due to change in an end-device’s share
of bandwidth triggered by changes in another device’s de-
mands).
Decrease in Bandwidth. A drop in total_observed_t pt can
happen due to two reasons – either the total bandwidth has
dropped, or a flow’s demand has decreased. Bandwidth esti-
mate should not be decreased in the latter case – reallocating
the bandwidth now unused by the flow can increase observed
throughput. Since there is no way to tell these two scenar-

ios apart, we first let reallocation try to fix things before we
reduce estimated_bw. More specifically, as long as there is
a saturating flow (that can potentially use more bandwidth),
CRAB keeps trying to reallocate excess capacity. If no flow
can be classified as saturating and total_observed_t pt re-
mains lower than estimated_bw, 6 it can assume that the
bandwidth has dropped and reduces estimated_bw to the
total_observed_t pt. This assumption can still be incorrect
because it is possible that it is not the bandwidth, but the de-
mand for all the flows that have actually decreased. However,
in such a case, decreasing estimated_bw does not hurt the
flows, and later when flows grow back, we can re-estimate
bandwidth through bandwidth probing as discussed ahead.

After updating estimated_bw, CRAB resets global excess
bandwidth to zero and assigns each flow its absolute weighted
share of the new bandwidth estimate. This eradicates the effect
of erroneous reallocations that happen before decreasing the
bandwidth estimate. Correct reallocation (if needed) can then
take place in subsequent iterations of the control loop.
Increase in Bandwidth. Detecting an increase in bandwidth
is particularly tricky because CRAB itself limits the arrival
rates of flows by throttling them. Thus, it needs to explic-
itly probe for more bandwidth. To do so, CRAB increases
the assigned rate of a saturating flow and then waits to take
a throughput measurement. If it detects any significant in-
crease in total_observed_t pt, 7 it updates estimated_bw to
total_observed_t pt. It accordingly computes the absolute
weighted share for each flow (setting it as the flow’s true and
assigned bandwidth). It then accordingly increases the global
excess bandwidth and redivides the bandwidth across all flows
in proportion to their weights until their demands are satisfied
(as in §3.3).

The above requires careful consideration of two aspects –
which saturating flow should we select for bandwidth probing
and what should the increment value be. We select a new
saturating flow in a round-robin fashion in each bandwidth
probing round, such that any one flow does not get an advan-
tage over the other. We calculate the increment in proportion
of estimated_bw i.e. increment = inc× estimated_bw. To
prevent large disruptions in flow shares, we start off with a
small value of inc (0.125), but every time bandwidth probing
results in an increase in estimated bandwidth, we double the
value of inc. When probing does not result in an increase, we
reset the increment to its starting value. We continuously keep
probing for bandwidth until this happens. The only time we
terminate bandwidth probing prematurely is if we detect a
flow to be growing, in which case we skip to reclamation.
Bootstrapping. CRAB bootstraps by calculating weighted
fair share rates of flows based on an arbitrary initial estimate of
bandwidth. By keeping this estimate large, we can avoid doing

6To be robust against minor throughput changes, the precise condition we
check for is total_observed_t pt < 0.9× estimated_bw.

7If the increase in total_observed_t pt is greater than max(0.1 ×
total_observed_t pt, 1Mbps)
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Figure 5: Linux’s HTB scheduler.

bandwidth probing at startup time. Once the first measurement
interval is over, CRAB is able to fix this estimate. CRAB can
maintain a historical average estimate of bandwidth in the
persistent state to feed as an initial value for more efficient
bootstrapping.

3.6 CRAB’s Router Control Loop

CRAB runs the same control loop at the home router, except
for one change: each throughput measurement takes 3n ob-
servations, so the length of throughput measurement is 3n× t
s. This ensures that CRAB in end-devices is able to adjust
their flow rates to per-device rate changes made by the home
router, before the router’s next measurement.

4 System Implementation
We implement CRAB’s end-host logic on a 2.4GHz 8-core
Ubuntu 20.04 machine with Linux 5.11 kernel, and its home-
router logic on a 1.8GHz dual-core Linksys WRT3200ACM
router running Linux-based OpenWRT firmware. We start
with discussing the end-host implementation (§4.1-§4.5), and
then discuss router implementation (§4.6).

4.1 CRAB’s Placement

The inbound traffic arrives at an ethernet (eth) or wireless
(wlan) interface. Since Linux does not have rich options to
shape ingress traffic, we redirect the inbound traffic to an
intermediate function block (ifb) [6] interface, where CRAB
can shape traffic using Linux TC [10] (§4.3). The shaped
traffic then gets picked up by the receiver’s TCP/IP stack for
further (normal) processing.

4.2 Throughput Measurement

We measure the flow throughputs (or arrival rates) by using
scapy [16] to sniff and record the incoming traffic at the origi-
nal ingress interface (eth or wlan).

4.3 Rate Enforcement

We enforce the computed weighted fair share rates for each
flow group at the ifb interface using Linux’s HTB (Hierarchi-
cal Token Bucket) scheduler [5].

Flow Groups : {

	 Video Streaming: {

	 	 flow identifiers: ["app>netflix", "web>youtube.com", "web>hulu.com"],

	 	 weight: 5

	 },
	 Work: {

	 	 flow identifiers: ["app>dropbox", "ip>1.2.3.4"]

	 	 weight: 5

	 },
	 Default:{

	 	 weight: 1

	 }

}

Figure 6: An Example of a CRAB Config File.

Primer on HTB. Figure 5 shows the basic working of HTB.
HTB allows a user to classify traffic into different classes
(based on filters defined by packet header fields such as IP
address, protocol type, TCP/UDP ports, etc) and specify dif-
ferent rates for throttling each class. If an incoming packet
cannot be classified into a class defined by the filter rules, it is
put into a special queue called the fast queue. Each class con-
sists of a FIFO queue (to buffer packets) and a token bucket
filter. Tokens are added to the bucket at the specified rate. If
the amount of tokens in the bucket is greater than or equal to
the size of the head packet in the queue, then the packet is
dequeued. Otherwise, the queue blocks. If the queue is full,
new incoming packets for that class are dropped.

A round-robin scheduler moves between classes to dequeue
packets. If a class cannot dequeue a packet because it does
not have enough tokens, the scheduler moves to the next class
without blocking. The scheduler prioritizes dequeuing from
the fast queue before any of the HTB classes.

HTB supports work-conserving traffic shaping by allowing
unused tokens to be borrowed by other classes – we do not
enable this feature in CRAB for reasons discussed in §2.2,
and use the re-allocation logic described in §3 instead.
HTB in CRAB. We maintain a class for each flow group. The
flow filter manager (detailed in §4.5) installs the filter rules for
classifying incoming packets into their respective classes. We
set the throttling rate for each class to the weighted fair share
rate of its respective flow-group (as computed by CRAB’s
control loop), and accordingly adjust the queue size. 8

4.4 User Interface

The user specifies their preferences in a config file. Figure 6
shows a sample config file. It contains different flow groups,
where each flow group consists of a list of flow identifiers and
a weight associated with the flow group. Our current imple-
mentation allows a user to give three kinds of flow identifiers
– ip (for traffic coming from the specified IP address), app
(for traffic destined to the specified application), and web (for
traffic destined for webpages from the specified web domain).

4.5 Flow Filter Management

Flow filter manager (FFM) maps user-specified high-level
flow identifiers into packet header fields that can be used for

8Queue size is adjusted to 2BDP = 2 × rate × RTT, where we assume
RTT to be 50ms.
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Figure 7: Weighted sharing of 30 Mbps bottleneck between 4 flows in a ratio of 4:3:2:1, where f1 has a weight of 1 and f4 has a weight of 4.

The bottom part of each graph shows flow demand changes in Mbps, where ∞ means unknown demand.

filtering packets at HTB. When we encounter a packet from
an unknown source IP address (that does not correspond to an
installed filter rule), we copy the packet header to FFM. FFM
determines the mapping for the packet (as detailed below) and
installs a new filter rule for it. Note that FFM installs filter
rules asynchronously, and we do not block traffic while this
happens. Instead, the unclassified packet is put (and served) in
HTB’s fast queue. Once FFM installs the corresponding rule,
it is used to correctly classify future packets from that flow.
This ensures that if the unclassified packets are of a potentially
important flow, their service is not degraded. Typically, FFM
is able to install new filter rules fast enough, such that only
the first couple of packets for an unclassified flow land up in
the fast queue. FFM installs filter rules as follows:
(i) Source IP Mapping: If the source IP address of a packet
arriving at the ingress matches with an ip field in the config
file, we install the corresponding filter simply based on that.
(ii) Application: If the source IP is not found in the config
file, we use psutil [7] to reverse map the destination port on
the packet header to find which application has opened that
port. If the application is specified in any flow group in the
config file, we install a filter that maps traffic from the packet’s
source IP address to this flow group. If the application does
not match any identifier in the config file, we map it to the
default flow group (unless the app is the web browser, which
we handle as a special case as discussed below)
(iii) Web Domain: Mapping packets to the web pages (identi-
fied by web domains) is tricky for multiple reasons:
(a) Web pages from the same web domain may be hosted on
several different machines.
(b) Web pages make many cross-origin requests e.g. to CDNs
and ad servers. Since these requests are often dynamic (e.g.
due to load balancing in CDNs or real-time bidding in ad net-
works), it is not possible to pre-populate a list of IP addresses
a webpage from a certain web domain would access.
(c) Packet headers do not carry any information about which
web domain the packet belongs to. The packet payload of
HTTPS traffic, which does carry some information, is en-
crypted at the ingress (where CRAB sniffs) and is decrypted
only at the browser.

Thus, if the application using the destination port is a web
browser, FFM needs more context from the browser to cor-
rectly classify the packet. We built a Google Chrome plugin

that provides this context. As soon as the browser starts re-
ceiving an HTTPS response, the plugin prepares and sends
a message to FFM that contains the source IP address of the
response, and the URL of the webpage that initiated the cor-
responding HTTPS request. Using this mapping, the FFM
can extract the web domain from the URL and find its match
in the config file. If there is a match, we install a filter for
the source IP address, mapping it to the corresponding flow
group. Otherwise, we map it to the default flow group.

FFM may not be able to correctly classify packets if the
relevant packet header fields are encrypted (as in the case of
VPNs). In such cases, application integration similar to the
plugin we built for Google Chrome can help remove FFM’s
dependency on encrypted packet headers and enable the clas-
sification of non-encrypted fields. Note that DNS encryption
does not affect FFM, as it does not rely on DNS packets.

4.6 Home Router Implementation

Similar to our end-host implementation, CRAB at the router
sniffs incoming traffic (using tcpdump [12]) at the ingress
(eth) interface, and redirects the traffic to the ifb interface. It
classifies the traffic based on the destination IP address at the
ifb interface and enforces the per-destination rates computed
by CRAB’s control loop using Linux HTB.

5 Evaluation
We now evaluate the following:
• CRAB’s ability to adapt to changes in flow demands and
link capacity in synthetic scenarios involving real-world bulk
flows (§5.1).
• Performance (QoE) improvement enabled by CRAB for
real-world video streaming (§5.2) and web browsing (§5.3),
when competing with bulk downloads.
• An alternative way of using CRAB’s framework to enforce
user preferences, and the trade-offs involved (§5.4).
• The need for CRAB’s home router logic with multiple active
devices in the user’s domain (§5.5).
• The impact of changing CRAB’s key parameters, i.e.
throughput observation length and lending headroom (§5.6).
• CRAB’s robustness to diverse traffic characteristics and its
overheads (summarized in §5.7, and detailed in the appendix).

We use the same setup as in §2.2, that models a single
end-host directly attached to the ISP’s link (for repeatable
experiments, we emulate a 30Mbps access link by throttling
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traffic at our home router). The only exception is §5.5, where
we extend the home router logic to implement CRAB after
the throttle point.

Unless otherwise specified, we compare CRAB with two
baselines: (i) ideal WFQ (implemented at the access link emu-
lated by our router), and (ii) status quo (i.e. no traffic shaping).
We also conducted experiments using HTB with bandwidth
borrowing after the bottleneck – since this produces almost
exactly the same outcome as the status quo (as discussed in
§2.2), we omit presenting those results.

Our workloads span real-world flows with a diverse set
of sender-side rate control mechanisms: (i) bulk download
flows that likely use TCP Cubic [30], (ii) YouTube video
streaming that uses BBR [11, 22] along with an adaptive
bitrate (ABR) algorithm for adapting video quality, and (iii)
web page-loads over Google Chrome that potentially use a
mix of BBR [22, 33] and Cubic [30] over QUIC [33, 39] and
TCP 9.

5.1 CRAB in action

We design synthetic scenarios to visualize CRAB’s fine-
grained reaction to changes in flow demands and/or link band-
width, using real-world flows that download large Linux im-
ages from different servers. We configure each download as a
separate flow group with different weights. Each flow individ-
ually has a demand higher than 30 Mbps as it is a backlogged
flow with no server-side bottleneck.
Testing Reallocation and Reclamation. We test a scenario
with 4 flows sharing a 30 Mbps link, with a desired sharing
ratio of 4:3:2:1 between them. We emulate dynamic flow
demands by shaping traffic at two interfaces in the home
router. The first interface throttles rates of individual flows
(to emulate flow demands limited by low sending rates or
other upstream bottlenecks). The second interface then cumu-
latively throttles all the traffic to 30 Mbps, emulating an ISP’s
access link (as mentioned before).

Figure 7a shows the flow shares when we do WFQ at the
ISP, which sets a perfect, but impractical baseline. Flow 1,
which has the lowest weight of 1, starts at 0 seconds. Because
there is no other active flow, it gets to utilize the entire link
bandwidth. Flows 2, 3, and 4 become active after every 30
seconds respectively, and at each point, the link is shared
in the proportion of active flows’ weights. At 125 seconds,
flow 4 stops, and link bandwidth is redivided between the
remaining three flows in the proportion to their weights. At
about 155 seconds, flow 3’s demand drops to 10.5 Mbps, and
its remaining share is taken up by flow 1 and flow 2. At 185
seconds, flow 2’s demand also drops to 10.5 Mbps, at which
point flow 1 gets all the remaining unused share.

Figure 7b shows how the flows share the link arbitrarily
without any shaping with the status quo.

Figure 7c shows that, on the whole, CRAB is able to imitate

9We can only guess the protocols used by different content providers
based on public knowledge.
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Figure 8: 2 flows sharing a link in 2:1 ratio with CRAB. Flow 1’s
demand and link bandwidth vary over time.

the ideal WFQ baseline very closely despite being at the other
side of the bottleneck (although there are some transient, and
inevitable, dips in link utilization).
Testing Bandwidth Estimation. In Figure 8, we evaluate
CRAB’s reallocation and reclamation, in addition to band-
width estimation due to varying link bandwidth. We have two
flows configured to share a 30Mbps link in the ratio of 2:1.
CRAB builds a spuriously low estimate of bandwidth when
flow 1 (with demand limited to 10Mbps) starts at 0 seconds.
CRAB is able to probe for more bandwidth once flow 2 (with
a demand more than 20Mbps) starts at 30s. It reallocates the
unused bandwidth of flow 1 to flow 2 as well. Flow 1’s de-
mand then increases at 60 seconds, CRAB reclaims its lent
bandwidth and the link bandwidth is correctly shared in a
ratio of 2:1 between flows 1 and 2 respectively. Then the
link bandwidth drops to 10Mbps at 90 seconds, CRAB de-
tects this change and adjusts the flows’ rates to 6.66Mbps and
3.33Mbps respectively. When bandwidth increases again to
30Mbps at 125 seconds, CRAB is able to probe for more band-
width and divide it according to the flows’ weights. Finally,
when flow 1 stops at 155 seconds, its bandwidth is reallocated
to flow 2. Appendix D presents a similar experiment, except
that instead of starting a single flow f2 at 30s with a demand of
more than 20Mbps, we start 3 new flows, each with a demand
of 10Mbps.

5.2 Video Streaming

We repeat the experiment in §2.2 with 7 different Youtube
videos of varying playtime 10, competing with bulk download.
Figure 9a reports the average video quality and link utiliza-
tion across all experiments. We record the quality of each
video over time using Youtube’s API [13]. We then calcu-
late the average video quality for each video by averaging
the video quality weighted by the amount of time played at
that quality. We calculate the average link utilization as the
sum of data received during the video playback, divided by
playback time. For CRAB and WFQ, we also try different
weight assignments between video flow and bulk downloads,
5:1, 1:1, and 1:5 respectively. Figure 9a shows how CRAB
maintains comparable video quality to WFQ for each weight
assignment setting (i.e. within [92-94]% of WFQ), but with
[15-20]% lower link utilization compared to status quo. The

10shortest video is 1 minute, while longest is 10 minutes
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Figure 9: Video streaming in presence of bulk downloads.

video quality achieved by status quo is worse than that with
CRAB even with weighted sharing of 1:5 between video and
bulk flows (this indicates that the video flow gets less than
17% of bandwidth share with the default status quo). 11. Fig-
ure 9b shows the cumulative amount of video and bulk flow
data downloaded across all videos for the experiment with a
weighted sharing of 5:1 between video and bulk download.
With CRAB and WFQ, video flow consumes almost half of
the data which translates to much higher video quality. In
comparison, with status-quo, video amounts to only 3% of
total downloaded data.

5.3 Web Browsing

In this experiment, we show how CRAB helps improve web
page load times despite background download flows. We em-
ulate a user’s browsing behavior by visiting 125 webpages
(around 300 MBs of data) in total from 4 popular web do-
mains (facebook.com, google.com, bbc.com, yahoo.com) in
different sessions of browsing using Selenium [8] 12. We sep-
arate each session by a Poisson inter-session time determined
with a mean of 60 seconds. Within each browsing session,
we separate each web page’s download by a Poisson distri-
bution with a mean of 5s to emulate a user’s page read-time.
We download two competing large files from two different
servers. We throttle the access downlink to 10 Mbps at the
router for these experiments and configure weights in the ratio
of 7:3 between web traffic and bulk downloads. To fairly com-
pare link utilization, we run the experiment for each baseline
for the same amount of time. Figure 10a shows the CDF of
page load times with CRAB, ideal WFQ, and status quo. The
median page load time with CRAB is 2× smaller than with
the status-quo and is within 15% of ideal WFQ. Figure 10b
shows that CRAB under-utilizes the link by about 13%.

5.4 Alternative way of using CRAB’s framework

We now evaluate the alternative mechanism for using CRAB’s
framework (referred to earlier in §2), where we directly throt-
tle the cumulative rate of all flows arriving at the ingress
to a value lower than the overall link capacity that CRAB

11Lower video throughput translated to lower resolution in all cases, and
we did not notice any re-buffering events.

12Selenim allows us to automate webpage loads and user clicks.
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estimates (via its throughput observation and slightly modi-
fied bandwidth probing logic), and then enforce the desired
scheduling policy on the artificial bottleneck that gets created.
To understand the trade-offs involved with this approach, we
evaluate it under two different scenarios. We emulate (and as-
sume) a static link capacity of 30Mbps, and do not implement
bandwidth estimation for the alternative approach for sim-
plicity. We also disable bandwidth estimation in the original
CRAB implementation for a fairer comparison.
(a) We first consider the scenario from §5.2, where a YouTube
video competes with bulk download on a bottleneck link with
a capacity 30Mbps. We prioritize the video flow at the receiver
without throttling the flows in one case, and after throttling
the incoming flows to a cumulative rate of 25Mbps in the
other. We compare these strategies with the status-quo (that
does not enforce user preferences) and the original CRAB
design. Figure 11a shows the results. Prioritizing the video
flow without throttling cannot enforce user preferences very
effectively (for reasons discussed in §2). However, prioritizing
the video flow after throttling the incoming traffic to a rate of
25Mbps (which is lower than the link capacity) is effective. It
results in slightly higher video quality but slightly lower link
utilization than the original CRAB design. 13

(b) We next evaluated a scenario where the 30Mbps band-
width is to be divided across three backlogged flows in the
ratio 1:2:3. We now apply weighted fair queuing at the re-
ceiver without throttling, and after throttling the incoming
traffic to 25Mbps, and compare the outcomes with original
CRAB and the status-quo (Figure 11b). Again, we observe
that the desired shares could not be effectively enforced with-
out throttling the flows to a rate lower than the link capacity.
WFQ applied after throttling at 25Mbps was able to enforce
the desired flow shares similar to the original CRAB. How-
ever, the original design achieved 19% higher link utilization

13The difference in video quality potentially stems from the difference
in scheduling policy – strict prioritization vs 5:1 weighted fair sharing with
original CRAB.
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Figure 11: Creating chokepoint by throttling to less than known

link capacity (a) helps control traffic (e.g. by using priority queues)
(b) but results in avoidable bandwidth wastage.

(which was very close to the status quo).
These results highlight that the original CRAB design

strives to achieve maximal link utilization. The link under-
utilization is transient and less notable when flow demands
are stable (as in the second scenario), and is more notable
when flow demands vary due to more frequent re-allocation
and reclamation (as in the first scenario). In contrast, the alter-
native approach of throttling the cumulative rate of incoming
flows will consistently suffer from lower link utilization by
design. The amount of link underutilization can be reduced
by reducing the gap between the throttling rate and the link
capacity, but this would also impact how effectively user pref-
erences get enforced (e.g. resulting in lower video quality for
the first scenario). This makes it difficult to correctly config-
ure the cumulative throttling rate, especially as link capacity
varies or is estimated imprecisely. Nonetheless, this alterna-
tive design effectively demonstrates the potential of using
CRAB’s framework in more than one way.

5.5 Multiple end-devices need CRAB at home-router

In this section, we show the need for CRAB at the home router
to ensure proper enforcement of bandwidth shares when there
are multiple devices actively using the Internet in the user’s
domain. We connect two machines (M1 and M2) to the home
router. M1 runs CRAB to enforce 2:1 weights between two
bulk download flows, while M2 does not run CRAB. Initially,
we just have two flows from M1 sharing the bottleneck link
in the 2:1 ratio enforced by CRAB. When the flow from M2
starts at around 40 seconds, in absence of CRAB support at
the home router, it ends up stealing M1’s bandwidth share
(as shown in Figure 12a). When CRAB at M1 throttles its
lower weight flow, the bandwidth yielded by this flow at the
access link is taken up by the flow from M2, instead of the
other higher-weighted flow at M1. 14 With CRAB enabled at
the home-router, CRAB at an individual device can correctly
control how its router-enforced bandwidth share is divided
between its flows (as shown in Figure 12b). Thus, in case
of multiple devices sharing the home Internet connection, it
is important to enable CRAB at the home router to enforce

14Note that sender side protocols to yield bandwidth [41, 48] would suffer
from a similar issue.
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Figure 12: With multiple active devices, CRAB at the home router

is required to ensure correct working of CRAB at the end-host.

bandwidth shares across different devices, and to prevent the
devices from stealing bandwidth from one another.

5.6 Impact of CRAB’s Parameters

The value of n (number of observations)× t (observation inter-
val) determines how long we spend in estimating throughput,
before making a change in assigned rates. Figure 13 shows
the effect of changing it from its default value of (5×0.2s)
to higher (10×0.3s) and lower (5×0.1s) value for the video
streaming experiment from §5.2. Higher value of n× t means
we are much slower in our reactions – we reallocate late
which improves video quality (very slightly) but at the cost
of greater link under-utilization. In contrast, a smaller value
of n× t implies quicker decisions – we have slightly better
link utilization, but video quality also slightly drops. If we
keep making observation length smaller, it would boil down
to doing instantaneous reallocation similar to bandwidth bor-
rowing with HTB (which, like status-quo, can maintain high
link utilization, but cannot enforce bandwidth shares).

We also experimented with changing CRAB’s lending head-
room parameter from its default value of 0.25Mbps to higher
(0.5Mbps) and lower (0.05Mbps) values. This had no signifi-
cant impact on CRAB’s performance – we present detailed
results in Appendix E.

5.7 Other Results

We briefly summarize some of our other results, providing
the details in the appendix:
• CRAB is quite robust to differences in RTTs and congestion
control algorithms across flows, and it scales well with the
increasing number of flow groups (Appendix C).
• CRAB has a negligible impact on packet delay and forward-
ing rates. It has a CPU utilization of 10.74% on a 2.4GHz
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8-core machine, which largely stems from the throughput
measurement module (Appendix F). This is because our cur-
rent implementation uses Scapy [16], a Python-based packet
sniffer. Using a more efficient sniffer (e.g. libtins [4]) would
reduce this overhead.

6 Related Work
There have been a number of proposals for enabling differ-
entiated services (in the form of weighted fair sharing or
prioritization) at network switches [17, 21, 25, 49, 53, 56].
However, these policies must be applied at the bottleneck,
which is controlled by the ISP and not the users. There exist
proposals that allow a user to send their preferences to the
ISP [19, 24, 27, 35, 54] which are difficult to deploy in prac-
tice. CRAB allows the user to control the access bottleneck
without seeking any support from the ISP.

There exist mechanisms for the device to control the uplink
bandwidth usage when sending data [5, 44, 45], e.g. priori-
tizing latency-sensitive uploads over file backups [14] – the
bottleneck occurs at the user device in these cases. Another
category of work allows the end user to configure their home
routers to do traffic prioritization [18, 40, 47], assuming that
the bottleneck is at the wireless link in the home network.
CRAB tackles the harder problem of controlling downlink
bandwidth usage by shaping traffic after the bottleneck (that
is likely to occur at the access link from the ISP), and naturally
helps in scenarios where the bottleneck is at the home-router.

With bottlenecks at the ISP, it can even be challenging to
do sender-side traffic prioritization. Bundler [20] solves this
problem in context of site-to-site traffic by estimating the
bottleneck rate in the ISP and enforcing that rate at the sender.
This shifts the bottleneck at the sender’s site instead of the ISP,
which lets the sender enforce its desired scheduling policies.
CRAB enforces desired bandwidth shares solely from the
receiving domain, without seeking any explicit coordination
with the senders.

Receiver-driven protocols [28, 42, 55] provide a receiver
with greater control over their downlink bandwidth, by letting
them explicitly dictate the sending rates. Some senders can
also use bandwidth-yielding protocols (e.g. [41, 48]), if they
know their flow has a relatively lower priority. However, the

onus of using these receiver driven or yielding protocols is
on the senders – a receiver can use these protocols only if
the senders also support them. CRAB allows receivers to
unilaterally control their access bandwidth shares.

7 Conclusion and Discussion
This paper presents CRAB, a system that enables end-user
to unilaterally control how their Internet access bandwidth
is shared across their incoming flows. In particular, we show
how home users can exploit CRAB to enforce their prefer-
ences and achieve better performance for their video and web
flows. Our source code is publicly available. 15 Our work
opens up several interesting future directions:
Theoretical analysis of performance. Formal characteriza-
tion of CRAB’s performance, e.g. by analyzing the upper-
bound on link utilization for effective enforcement of user-
specified shares under different scenarios, can inform future
designs for improved performance.
Other deployment modes. CRAB does not require any ex-
plicit coordination among the home router and the endpoints.
This extends CRAB’s utility to scenarios where multiple users
share a common Internet connection, e.g. in coffee shops,
enterprises, airports, etc. The domain owners can advertise
their use of CRAB at the access routers for enforcing fairness
across users (they can also use other scheduling mechanisms
at the routers [1, 15, 18] if it is known that the bottleneck is at
the downlink from the router to the end-devices). Each user
can then use CRAB at the endpoint to independently control
how their share of bandwidth is divided across their flows.
Setting Flow Weights. It might be difficult for users to set the
appropriate weight for a flow group that CRAB requires as an
input. Future work can explore how to design a more intuitive
user interface. For instance, we can auto-classify incoming
flows across broad categories (video streaming vs browsing vs
downloads, etc), and then automate weight assignments based
on coarse-grained user preferences across these categories
and learned estimates of bandwidth requirements for differ-
ent flows. Such bandwidth requirements are already known
for many standard applications, e.g. video streaming [2, 9].
CRAB can also ship with some default configurations for
popular traffic classes, which can be further customized by
users according to their needs.
Support for phones. We currently implement CRAB on a
Linux PC. We plan on porting our system to Android phones.
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Appendix
A Pseudocode for Redivision of Excess Band-

width
We first calculate the demand of each flow based on the
amount of bandwidth it lends out. Then excess is divided
based on this demand. If a flow’s demand is fulfilled with
bandwidth less than its share of excess, we can redivide this
residual excess share between other flows.

Algorithm 1 Redividing Excess Bandwidth between all flows

1: procedure REDIVIDE(excess)
2: // First we calculate demand of each flow based on

the bandwidth it lends out
3: for f in flows do
4: if f.lent_bw > 0 then
5: f.demand ← f.true_bw + f.borrowed_bw -

f.lended_bw
6: else
7: f.demand← ∞

8: f.assigned_bw← f.true_bw
9: if f.demand > f.assigned_bw then

10: f.lent_bw← 0
11: f.borrowed_bw← 0
12: // Based on the calculated demand, we divide excess

between all flows. When a flow’s demand is met, its
residual excess is again divided between other flows.

13: while excess > 0 do
14: residual_excess = 0
15: for f in flows do
16: if f.demand > f.assigned_bw then
17: excess_share ← excess × (f.weight

/weight_sum)
18: f.assigned_bw ← f.assigned_bw + ex-

cess_share

19: f.borrowed_bw ← f.borrowed_bw + ex-
cess_share

20: if f.assigned_bw > f.demand then
21: residual_excess← residual_excess +

(f.assigned_bw - f.demand)
22: f.lent_bw ← f.lent_bw +

(f.assigned_bw - f.demand)

23: excess← residual_excess

B Stability of Wifi Connection
Cellular networks are known to be highly unstable due to
factors like high mobility and handovers. Wifi connections
are relatively more stable. We evaluated this by sending IPerf
data over UDP at a fixed rate of 30Mpbs to a Linux machine
via a WiFi router. We measured the throughput over 200ms
granularity at the ingress of the Linux end-host using tcpdump.
Figure 14 shows the results. The observed throughput was
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Figure 14: Throughput of a 30 Mbps flow over Wifi measured in

200ms intervals.

largely stable with minor fluctuations around 30Mbps and
only a handful of dips.

C Robustness to Different Traffic Characteris-
tics

We now evaluate CRAB’s performance under diverse traffic
characteristics – flows with different RTTs, using different
congestion controllers, and varying the number of flow groups.
For these experiments, we generated iPerf flows with different
characteristics using a local server, which then arrived at our
receiver side setup used in our other experiments so far.

In the first experiment, we vary the RTT of flows by adding
artificial delay in packet delivery using Linux tc at the server
that generates flows. We start three backlogged flows sharing
a 30 Mbps link in a 1:2:3 ratio. We fix the delay of the first
flow (with weight 1) and the third flow (with weight 3) to 1ms
and 50ms respectively, and vary the delay of the second flow
(with weight 2) from 1ms to 500ms. We stop the third flow
after 30 seconds and continue to run the other two flows until
100 seconds. We then study the effect of different RTTs for
the first two flows as CRAB redivides the third flow’s share
between them in a 1:2 ratio. As shown in figure 15a, CRAB is
pretty robust to the difference in RTTs. The slight mismatch
in flow shares seen with an extremely high RTT difference of
200-500ms stems from the natural RTT unfairness that occa-
sionally manifests in CRAB during the bandwidth probing
phase when both flows share the bandwidth increment in a
non-isolated manner.

We use a similar setup as above for our second experiment,
except that the flows now have the same RTTs (20ms), but use
different congestion control algorithms. The third flow uses
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Figure 15: CRAB maintains weighted sharing despite different characteristics of flows.
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demand flows.

TCP Cubic and stops after 30 seconds. We vary the congestion
control algorithms used by the other two flows as shown in
figure 15b and observe how that impacts their flow shares.
We find that CRAB’s enforcement of weighted fair shares is
robust to different congestion controllers. [New] CRAB is
unaffected by the unfairness that could manifest because of
RTT and congestion controller difference because it reacts
at super-RTT time scales thus forcing underlying flows to
adhere to throttled rates.

In the last experiment, we test CRAB’s robustness as we
increase the number of flow groups from 3 to 24. In the
first run, we have three flows sharing a 60 Mbps link in a
3:2:1 ratio. In the next run, we double the number of flows
associated with each weight, and so on. Figure 15c shows the
bandwidth share received by each flow, with different colors
indicating flows with different weights. We find that CRAB
can effectively tackle a large number of flows. [new] As long
as flows are large enough to react to CRAB, any number of
flows can be handled by it. The only breaking point may
be when a flow group consists of a large number of short-
lived flows which finish before reacting to CRAB’s throttling.
However, such a case is unlikely to exist in our target scenario
of a home network.

D Bandwidth Probing with Limited Demand
Flows

Extending on our discussion in §5.1, here we evaluate the
scenario when we do not have a convenient infinite demand
flow to rely on for bandwidth probing. CRAB is still able to
quickly probe for bandwidth by alternating between different
finite demand flows for bandwidth probing. Figure 16 shows
a scenario where we initially have one flow with a demand
of 10 Mbps, at 30 seconds, 3 new flows each with a 10 Mbps
demand start. Since their cumulative demand is more than 30
Mbps, the bandwidth probing algorithm is able to estimate
link capacity by alternatively picking a flow for bandwidth
probing and dividing capacity equally between them.

E CRAB’s Sensitivity to Lent Bandwidth
Headroom

The lent bandwidth headroom ensures that a flow has some
room in the link to send at least a few packets so CRAB can
detect it to be growing and reclaim for it. When the bandwidth
of a flow is detected to be exceeding this headroom, CRAB
quickly reclaims for it. Figure 17 shows CRAB’s sensitivity
to this parameter through the video experiment discussed in
§5.2. Overall, CRAB is not very sensitive to this parameter,
but

A larger value of headroom ensures better guarantees on
early detection for reclamation, thus, slightly better video qual-
ity. However, overprovisioning may result in under-utilization,
especially if we have a much higher number of flow groups.
This effect can be avoided easily by having a cap on the col-
lective headroom of all flow groups combined. A smaller
value of headroom may not guard very well against pressure
from other flows, which may result in CRAB not being able to
detect flow growth in time and therefore slightly worse video
quality. Another hidden effect that deteriorates link utilization
in case of small headroom is spurious reclamations. Small
values of headroom are not able to mask minor fluctuations
and noise, which results in spurious reclamation, as a result,
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With CRAB No CRAB
Throughput 28.93 Mbps 28.98 Mbps

Delay 0.94 ms 0.88 ms
CPU Usage@end-host 10.74% N/A

Table 2: Overheads of CRAB

we see slight link under-utilization. Overall CRAB is not very
sensitive to this parameter.

F Overhead of CRAB
We evaluate CRAB’s overhead by measuring the throughput
and delay of a single bulk download flow with and without
CRAB. To measure throughput, we record the flow’s rate
at ifb’s egress (i.e. after shaping) with CRAB, and at eth0’s
ingress (as the raw arrival rate) without CRAB. We measure
processing delay by recording the difference between times-
tamps for when a packet arrives at the eth0 and when its
acknowledgment passes through eth0. Since CRAB’s compo-
nents are placed after the eth0 interface on the path of ingress
traffic, this calculation captures any extra delay inflicted by
CRAB. Table 2 shows that CRAB does not induce any sig-
nificant overhead (the throughput remains largely unchanged,
and the processing delay increases by only 0.06ms (i.e. 6.8%
over baseline).

We also measure the CPU utilization of all CRAB threads
during the experiment using Linux utility top. On a 2.4GHz
8-core machine, CRAB has an overall utilization of 10.34%.
Almost all of the CPU usage stems from the throughput mea-
surement thread of CRAB due to traffic sniffing. This is be-
cause Scapy, the Python-based packet sniffing library we use,
copies the entire packet even though we just need access to a
few packet header fields. The corresponding CPU overhead at
the home router, which uses tcpdump for sniffing, is 16.65%
on two cores at 1.8GHz. Writing a custom sniffer for CRAB
that copies only a few packet header fields can potentially
reduce the CPU overhead. We are working on shifting our
throughput measurement module to a faster packet sniffing
library like libtins [4].
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Abstract

Internet Service Providers use routers from multiple ven-
dors that support standardized routing protocols. Network
operators deploy new services by tuning these protocols. Un-
fortunately, while standardization is necessary for interoper-
ability, this is a slow process. As a consequence, new features
appear very slowly in routing protocols.

We propose a new implementation model for BGP, called
xBGP, that enables ISPs to innovate by easily deploying BGP
extensions in their multivendor network. We define a vendor-
neutral xBGP API which can be supported by any BGP im-
plementation and an eBPF Virtual Machine that allows ex-
ecuting extension code within these BGP implementations.
We demonstrate the feasibility of our approach by extending
both FRRouting and BIRD.

We demonstrate seven different use cases showing the ben-
efits that network operators can obtain using xBGP programs.
We propose a verification toolchain that enables operators to
compile and verify the safety properties of xBGP programs
before deploying them. Our testbed measurements show that
the performance impact of xBGP is reasonable compared to
native code.

1 Introduction

Internet Service Providers (ISP) are continuously challenged
by their users and customers to provide value-added services
that go beyond best-effort connectivity. Among others, these
new services include traffic engineering techniques to pri-
oritize some flows over others and improve network load,
fast reroute mechanisms to swiftly retrieve connectivity upon
failures, or anycast routing. In addition, ISPs are trying to
improve their internal operations in order to provide an ever
better service to their customers. This can be done by imple-
menting a monitoring system, re-architecting or tuning the
internal network.

∗Thomas Wirtgen is supported by a grant from F.R.S.-FNRS FRIA.

Almost invariably deploying these services require extend-
ing routing protocols. And among all protocols, the Border
Gateway Protocol (BGP) is probably the most used one given
its flexibility: for many network operators, BGP has become
a true “Swiss-army knife”. Originally designed to distribute
interdomain routes, BGP has been extended several times to
support different types of services [41, 55].

While extending BGP is possible, it is certainly not easy, for
two main reasons. First, ISP networks often include routers
from different vendors [17, 69]. This diversity is inherent
and required for technical, safety, and economic reasons. Un-
fortunately, this diversity means that operators can only use
the intersection of the features set across all their routers,
hindering flexibility.

Second, it can take years for even a subset of the vendors to
implement new features as these need to be first standardized
by the Internet Engineering Task Force (IETF). Many view
this as a form of ossification of the routing protocols. As
an illustration, a recent paper [79] showed that the median
delay before RFC publication of BGP extensions is 3.5 years,
and that some features required up to ten years before being
standardized.1 This is only the tip of the iceberg though: only
a small subset of the BGP extensions proposed by network
operators have been discussed and later adopted by the IETF.

Of course, this is not a new story. Frustrated by these delays
and the difficulty to innovate in networks, researchers have
argued for Software-Defined Networks (SDN) [48] for more
than a decade. Instead of relying on a myriad of distributed
protocols and features, SDN assumes that switches and routers
expose their forwarding tables through a standardized API.
This API is then used by logically centralized controllers to
“program” routers and switches.

While SDN has enabled countless new research works [21,
42], it has not been widely adopted by ISPs. One of the
main hurdles is that deploying SDN requires a major net-
work overhaul, both at the control-plane level, to deploy scal-
able and robust logically-centralized controllers, and at the

1Note that this delay ignores the time elapsed between the initial idea and
its first adoption by the working group, making the actual delay even longer.
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data-plane level, to deploy compatible network devices. Thus
far, only large cloud providers managed to perform this over-
haul [36, 39].

Of course, instead of relying on commercial routers, net-
work operators could decide to adopt open-source implemen-
tations of routing protocols [16, 23, 33, 67] running on servers
or custom hardware [3]. A network operator could for in-
stance fork a BGP implementation to add a desired feature.
Maintaining this fork requires a lot of software development
effort though. Such an approach is feasible for large cloud
providers [62] but not for ISPs. Another approach is to use
a modular routing implementation to take full control of the
protocol. The network operator is responsible for the entire
routing implementation. Unfortunately, it is too difficult to
maintain and evolve because the network operator must have a
complete understanding of the routing protocol and must have
software programming skills, which they often do not have.
To provide flexibility in the administration and automation of
their routers, router vendors have added a Python interpreter
to their operating systems [40]. However, the interpreter only
handles the administration part of the router and does not
provide an interface to add or modify protocol features. Fi-
nally, the use of active networks with centralized approaches
or descriptive configuration languages [10, 27] is not possible
in today’s Internet, as autonomous systems still use decentral-
ized protocols to establish peering links.

In this paper, we argue for much lighter weight and prac-
tical approach to network control plane programmability by
allowing the network operators to easily extend the distributed
routing protocols that they already use. Our new approach,
which we call xBGP, is inspired by the success of the ex-
tended Berkeley Packet Filter (eBPF) in Linux [26, 35] and
Windows [49]. eBPF is an in-kernel Virtual Machine (VM)
that relies on a custom instruction set. Thanks to eBPF, pro-
grammers can easily (and securely) deploy new programs that
can access a subset of the kernel functions and memory [26].
Similarly, in xBGP, different BGP implementations expose an
API and an in-protocol VM with a custom instruction set to
access and modify the intrinsic protocol functions and mem-
ory. Thanks to this API and the VM, the same code can be
executed on different implementations. Note that the instruc-
tions set and the in-protocol VM still need to be adopted and
implemented by each vendor, but this is a one-time effort,
instead of a per-feature effort.

Naturally, opening up BGP implementations to external
programs opens the door to many (research) questions: Which
API should BGP expose? How to implement this API effi-
ciently or What about the correctness and the safety of these
extensions? We answer these questions in this paper and make
four main contributions.

First, we introduce the xBGP API which defines a set of
functions that should be supported by an extensible BGP
implementation. We present this API in Section 2 and describe
how we modified two different BGP implementations, BIRD

and FRRouting, to support xBGP.
Second, we present a complete validation workflow that

enables operators to validate that their extensions correctly
terminate, do not interfere with the memory of the host imple-
mentation, produce syntactically valid BGP messages, or only
use the xBGP API functions authorized by the network op-
erator. We envision this workflow to become one element of
the qualification tests that operators already carry out before
deploying any new BGP feature in their network.

Third, we showcase the practicality of xBGP by imple-
menting eleven use cases with xBGP to: support a new BGP
attribute; introduce new selection rules; restrict the set of
paths it can compute; detect unused routes (zombies); or mon-
itor BGP operations. Each use case involves the same xBGP
bytecode running on both FRRouting and BIRD.

Fourth, we demonstrate the practicality of xBGP by measur-
ing its overhead compared to native implementations. Even
for complex extensions (re-implementing BGP Route Reflec-
tion), our benchmarks show that the overhead of xBGP is
always under 13%, a reasonable value given the flexibility
benefits.

Similarly to what OpenFlow [48] achieved, we believe that
programmable distributed routing protocols have the potential
to open up many promising avenues for research, while being
fundamentally more practical and deployable.

2 Architecture

At a high level, xBGP enables network operators to customize
or extend any compatible BGP implementation by injecting
and directly executing xBGP programs. As an illustration, we
consider how to expand a BGP implementation to support a
new BGP attribute, GeoLoc, that stores the geographic loca-
tion (i.e., longitude and latitude) of where each BGP route
was learned. Among others, this attribute can be used to adapt
router decisions, e.g., by filtering away routes learned more
than x kilometers away. Supporting such an attribute has been
discussed within the IETF but never standardized [13]. Yet,
large-scale ISPs reportedly use iBGP filters [71] to achieve
the same effect. Using iBGP filters is risky though as doing
so can lead to permanent oscillations [71].

To implement the GeoLoc extension, we need to support
several operations in a BGP implementation. (1) When a
route is received over an eBGP session, the router adds a
new attribute, Geo_Originator that contains the geographic
coordinates of the router that learns the BGP route in an
import filter. (2) If the BGP route already contains the
Geo_Originator attribute, the router needs to decode it. (3)
When exporting the route to another peer, the router can use
the Geo_Originator attribute to filter routes that are too far
away. (4) To be usable by other iBGP peers, the attribute
needs to be added to the BGP Update message.

To add this extension, we need to understand how BGP im-
plementations are designed. There are many ways to organize
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Figure 1: An xBGP compliant implementation exposes the abstract BGP data structures defined in RFC4271 through a generic
API and uses libxbgp’s Virtual Machine Manager to attach the bytecode that implements extensions to specific insertion points
(green circles). The four bytecodes in this example support a simple GeoLoc BGP attribute. For each xBGP program, we provide
the set of helper functions used to retrieve data from the host implementation.

a BGP implementation. Each implementer selects a partic-
ular software architecture and the associated data structures
based on their own requirements. However, all BGP imple-
mentations must adhere to the protocol specification [54].
This specification defines the format of the BGP messages, an
abstract BGP Finite State Machine that manages each BGP
session, and also an abstract workflow and data structures that
describe how BGP update and withdrawal messages should
be processed. This workflow is illustrated in black in Figure 1.
Starting from the left, a received BGP message is stored in
the Adj-RIB-in 2. It then passes through the import filters
that may decide to discard the message or modify attributes
such as local-pref. If the route is accepted by the import
filters, it is inserted in the Loc-RIB. The Loc-RIB contains
all the BGP routes accepted by the router. The BGP decision
process extracts from the Loc-RIB the best routes that are
placed in the RIB. These routes then pass through the export
filters before being advertised over BGP sessions.

Going back to our GeoLoc extension, we can see that it
can be added to the different parts of the BGP workflow. (1)
needs to be added to the part that parses a BGP attribute. (2)
and (3) must be designed as import and export filters respec-
tively. And (4) will be added to the serialization part of the
BGP implementation. The question now is how to add those
subcomponents to the main BGP implementation. To answer
this, we defined the insertion points depicted in Figure 1 with
the green circles on which functionalities can be added or
modified. These insertion points correspond to the major BGP
events. It is now easy to add the four components of our simple

2Some implementations do not explicitly maintain a separate
Adj-RIB-{in,out} to reduce their memory consumption and store every-
thing in the Loc-RIB. We ignore this implementation detail in this paper.

extension to the BGP implementation in their respective inser-
tion points. (1) is attached to the BGP_RECEIVE_MESSAGE 1⃝
insertion point. First, it queries the BGP neighbor’s table and
determines the type of the eBGP session. Then, it retrieves the
contents of the received BGP update in network byte order.
Finally, it attaches the new GeoLoc attribute to the route. The
second program (2) is attached to the BGP_INBOUND_FILTER
2⃝ insertion point. It retrieves the router coordinates from the

router configuration to add them to the attributes of the route.
The program (3) attached to the BGP_OUTBOUND_FILTER 4⃝
retrieves the neighbor information and the GeoLoc attribute
to check if the route can be advertised to the peer. Finally, the
fourth program (4) is attached to the BGP_ENCODE_MESSAGE
5⃝ insertion point. It uses the BGP GeoLoc attribute received

over an iBGP session decoded by the first program and sends
it to the peer.

To be able to dynamically augment the BGP implementa-
tion, the four xBGP programs are executed inside a Virtual
Machine and are attached to specific insertion points in the
BGP implementation. An xBGP program is composed of
eBPF bytecode executed by a user space virtual machine that
is included in any xBGP compliant implementation. Thanks
to this eBPF virtual machine, the same xBGP program can be
executed on the CPUs used by different router platforms.

An xBGP program is not a standalone executable that per-
forms computations autonomously. It can interact with the
underlying BGP implementation, access its data structures,
and call some of its functions. In contrast with operating sys-
tem kernels such as Linux, FreeBSD or macOS that expose
a similar POSIX interface, there is no standard API for BGP
implementations. xBGP must then propose a common API
to support several BGP implementations. If we take our ex-

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    577



tension, when the GeoLoc program has finished decoding
the Geo_Originator attribute, it must update the BGP route
stored in the BGP implementation. Thus, our extension needs
to fetch or set data from the host implementation. For this,
the BGP implementation must propose a set of functions, the
xBGP API [75], that enable the interactions between the ex-
tension and the internal data structures. For example, with a
call to the function set_attr, the extension can add a new
attribute to the BGP route being processed.

An important data structure of a BGP implementation is
its Routing Information Base (RIB). It contains the routes
selected by the BGP decision process and pushed in the For-
warding Information Base (FIB). The BGP RIB stores, for
each known destination prefix, its BGP route containing its
BGP attributes, including its AS-path and the address of the
BGP next hop. The RIB also contains information from the
intradomain routing protocol such as the cost to reach each
next hop. BGP implementations use various data structures to
store their RIB. Some implementations simply store the BGP
attributes as they were received from the wire. Others use a
specific structure for each type of attribute. To ensure that
the same xBGP program can be executed on any compliant
implementation, xBGP defines its own representation for IP
prefixes, next hops, and BGP attributes. For the latter, xBGP
simply relies on the wire format [54]. xBGP also defines a neu-
tral representation of the BGP neighbor’s table. With these
representations, xBGP programs can access the data struc-
tures of the underlying BGP implementation. When required,
xBGP converts the internal representation to its own format
before returning data to xBGP programs and vice versa.

The remaining of this section describes the composition
of the xBGP API enabling xBGP programs to interact with
BGP implementations in Section 2.1. Section 2.2 shows how
we execute an xBGP program inside the BGP implementa-
tion. We explain in Section 2.3 which challenges we faced
to make two BGP implementations, BIRD and FRRouting,
xBGP compatible.

2.1 The xBGP API

Besides some utility functions (memory management, con-
version between network and host byte orders, simple math
functions, etc.), most of the xBGP API is specific to BGP [75].

To modify internal BGP data structures, xBGP programs
rely on getters and setters to access data structures stored
on the host implementation. This ensures (i) an isolation layer
between the host and the xBGP program and (ii) a uniform
method of accessing data regardless of the BGP implemen-
tation. These functions convert the internal representation
into a universal one understood by xBGP programs. In ad-
dition, extension codes require access to the BGP internal
state (e.g., list of peers, the route attributes, the route next
hop). Hence, xBGP requires BGP implementations to provide
routines translating their internal data structures into xBGP

ones. These include getters and setters to access/modify
a BGP route including its attributes, next hop and the data that
identifies a BGP peer. We also provide functions to iterate
the RIB. These enable searching for a route other than those
provided by the insertion points, and therefore for searching
routes already installed in the BGP routing table.

Existing router OSes do not provide a common way to ac-
cess internal routing data. The xBGP API provides functions
to access IGP data, e.g., to retrieve the next hop for routes and
use them in use cases described in Section 5.

An xBGP program can deliberately send a custom BGP
message to any peer it wants. Instead of relying on an inser-
tion point to generate the message, the xBGP API contains
functions to send BGP messages allowing a program to send
an urgent message like a BGP notification because the xBGP
program detected a problem with a given peer.

To access non-standard data such as the geographic coordi-
nates of the router, an extension code may require additional
configuration. One approach is to directly include the data
inside the code of the xBGP program. However, this is not
scalable if the operator wants to deploy it on a large number
of routers. This induces a recompilation of the code for each
of its router. Instead, the xBGP API proposes to the network
operator to include a configuration data part in a structured
textual file accompanying xBGP programs called manifest.
The xBGP program uses it later to retrieve what it needs. This
extra configuration part is not directly accessible to the xBGP
program but can be accessed through a set of API functions.

Finally, xBGP programs can be executed as background
tasks 6⃝ that are called when a timer expires. These tasks are
not triggered by a specific BGP event like an insertion point
but are rather executed when a timer expires. Background
tasks are only used for processes that do not interact with the
BGP workflow. Each task controls its timer and xBGP delib-
erately restricts one timer per task to avoid timer explosions.
However, the task may ask to queue forever as long as the
BGP router is alive. This is particularly interesting for xBGP
programs that make routine maintenance for example. Each
background task is executed in a dedicated thread to allow
the original BGP implementation to run in parallel. If the
xBGP program must access or update data, the xBGP API
must be thread safe. This constraint must be respected when
implementing the xBGP API.

2.2 Executing xBGP programs

An xBGP program is a set of eBPF bytecodes, either attached
to different insertion points or executing background tasks.
Each xBGP bytecode has its own dedicated memory, includ-
ing a stack and a heap that are automatically freed after ex-
ecution. This memory isolation between extension codes is
guaranteed by the eBPF virtual machine. This ensures that
orthogonal extensions will not interfere with each other. Yet,
xBGP programs may need to keep persistent storage or to
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exchange data between the different bytecodes that compose
a program. For this, the xBGP API provides a key-value store
that is similar to the BPF maps used in the Linux kernel.

Each xBGP implementation includes userspace eBPF vir-
tual machines that are controlled by a manager. The Virtual
Machine Manager (VMM) attaches bytecode with an associ-
ated virtual machine to one specific insertion point exposed
by the host implementation. Each xBGP program includes a
manifest listing the extension codes and their insertion point.
Different extension codes can be attached to the same in-
sertion point, and the manifest defines in which order they
are executed. The manifest also lists the different xBGP API
functions that the bytecode may use.

An xBGP program can be attached at different insertion
points, i.e., specific code locations in a BGP implementation
from where the program can be called. These insertion points
correspond to specific operations that are performed during
the processing of BGP messages, enabling xBGP programs
to modify the router’s behavior. xBGP defines six generic
insertion points (green circles in Fig. 1) based on the original
definition of BGP [54]. The sixth insertion point is dedicated
for background tasks.

By default, the VMM only runs one xBGP program per
insertion point. xBGP programs must explicitly tell the host
implementation to run the next xBGP program if any through
the next() function. This mechanism avoids executing use-
less code. For example, if we attach two xBGP programs
that parse different BGP attributes into the insertion point
that processes a single BGP attribute, and the first program
successfully parses the message, there is no need to run the
second one.

2.3 Adding xBGP to BGP implementations
To demonstrate the feasibility of xBGP, we have adapted
two open-source implementations: BIRD v2.0.7 [16] and
FRRouting v7.3 [23].
Adding the xBGP API. Implementing the API induced a
total of 400 and 589 additional lines of code [78] on BIRD
and FRRouting, respectively. The difference between both is
their internal representations of the BGP data structures. The
xBGP functions that deal with BGP messages and attributes
always manipulate them in network byte order (xBGP’s neu-
tral representation), performing the translation to the storage
format used by the implementation if required. FRRouting
uses an internal representation that is different from our neu-
tral one. We thus had to implement several functions to do
the conversion between the two representations. Another dif-
ference is the handling of BGP attributes. BIRD includes a
flexible API to manage BGP attributes. xBGP simply extends
this API. FRRouting does not include such an API, so we had
to implement one to be able to manipulate BGP attributes in
BGP updates.

Integrating libxbgp. libxbgp is a portable library, im-

plemented as 432 lines of header code, which consists of two
parts: (i) the utility functions of the xBGP API; and (ii) the
VMM. The VMM is in charge of executing the right extension
code according to the state of the host implementation. This
layer acts as a multiplexer. To include xBGP operations, the
BGP implementation calls the VMM to execute the associated
extension codes. Then, the VMM proceeds as follows. It first
checks if there are attached extension bytecodes to the called
xBGP operation. If not, the VMM executes the default func-
tion provided by the implementation. Otherwise, it runs the
first extension code mentioned in the manifest. Two outcomes
are possible. First, the extension code provides a result for
the operation and the VMM returns the output to the caller.
Second, the extension code delegates the outcome to another
one by calling the special next() function. In that case, the
VMM checks whether there are remaining codes in the or-
dered queue. If there are, the VMM runs the next extension
code in its virtual machine. Otherwise, the behavior of the
xBGP operation falls back to the default function provided by
the BGP implementation. For instance, two extensions can
attach bytecode to the BGP_RECEIVE_MESSAGE operation that
processes their own dedicated BGP attribute, calling next()
once they are done.
Technical challenges. While adding the xBGP API and inte-
grating libxbgp, we encountered some interesting technical
issues. To successfully use the xBGP API, data must be avail-
able when the function is called. In some cases, data in the
host implementation was not available when the insertion
point was called to execute the extension code. For example,
in FRRouting, export filters are applied to a set of peers shar-
ing the same type of outbound policies. This set is not passed
to the code checking the outbound policies but is required to
implement the helper function that retrieves data about the
BGP peers of the router. We had to write 5 extra lines of
code to get the set of peers before calling the insertion point.
Also, some data structures were not flexible enough to fully
support the xBGP API such as the function that adds or modi-
fies a new attribute to a BGP route. However, the internals of
FRRouting do not allow adding unsupported attributes that
are not defined by any standard (e.g., ORIGINATOR_ID). We
rewrote this part of FRRouting. To address those issues, we
had to add 30 and 10 lines of code to FRRouting and BIRD
respectively.

Each API function is called within a context of execution.
This context is hidden within the extension code but visible
in the host BGP implementation. This makes it possible to
control which extension code has called the function. The con-
text is also used to retrieve variables that cannot be directly
used inside the extension code. For example, if an extension
code needs to allocate extra memory (ephemeral or not), the
ephemeral memory is also automatically freed when the ex-
tension code terminates its execution. Similarly, the context
enables helper functions to access data structures that are out
of the extension code’s scope. For instance, a dedicated helper

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    579



function enables an extension to add a new route to the RIB.
When setting an insertion point, the BGP implementation can
pass a set of arguments. While some are visible inside the ex-
tension code, others are not. The RIB function leverages such
hidden arguments to access the data structure while being
transparent to the extension code.
Limitation of xBGP. To better understand what can and
cannot be done with xBGP, we analyzed the complete list
of RFCs, which defines extensions to BGP, that have been
published since the publication of RFC4271 [54]. The RFCs
can be classified into two different types. (1) The RFCs that
modify the original definition of RFC 4271 (6 RFCs) and
(2) those that add features on top of BGP (30 RFCs). For
(1), xBGP cannot be used to implement these types of RFCs
because it requires a direct modification of the underlying
BGP implementation. For example, increasing the internal
buffer size of the BGP message size [9] is not feasible with
xBGP. For (2), xBGP can be used. However, it turns out that
our current prototype focuses only on the messages that BGP
speakers exchange once the session is established (BGP Up-
dates and BGP Withdraw). Not all session-level extensions to
BGP can be handled by xBGP. For example, our current proto-
type cannot extend the BGP Open or BGP Route-Refresh [12]
message. However, xBGP contains a generic insertion point,
DECODE_BGP_MSG, that can handle future types of BGP mes-
sages. If the underlying BGP implementation does not support
route refresh, we can implement it as an xBGP program. Mod-
ifying xBGP to allow it to support the session level could
be implemented at a later time, but xBGP cannot change the
architectural design of the underlying implementation. This
is an important limitation of our solution. For example, no
xBGP program can increase the size of the BGP transmit and
receive buffers as defined in the corresponding RFC [9]. The
internal structure of an implementation cannot be modified
on the fly by a program since the definition of the structures
is strongly integrated in the program binaries.

In addition to the limitation of the features that can be im-
plemented, xBGP focuses mainly on the internal network, we
assume that the network operator enables the necessary xBGP
programs on the relevant routers. However, if the BGP routers
decode an unknown message, it will be silently discarded and
will not harm the router but will compromise the other router’s
computation. BGP capability negotiation messages can be
exchanged to indicate whether the extension implemented by
the xBGP program is supported by both routers implied in the
BGP session. Capability support is beyond the scope of this
paper.

3 Ensuring the safety of xBGP programs

BGP implementations generally run 24/7 and never stop.
When operators deploy a new router or a new version of
a router operating system, they typically run extensive tests

to verify that the new feature will not break their network.
From an operator’s viewpoint, injecting an xBGP program is
always risky since the program will be executed within the
BGP implementation. A simple approach would consist in let-
ting the VMM monitor their execution and stop them in case
of error. This could be too late for errors that could disrupt
BGP sessions. Network operators typically need some safety
guarantees from the xBGP program. The Linux kernel copes
with a similar problem by using a custom online verifier [1]
that checks different aspects of eBPF programs before they
are injected into the kernel.
Verifying xBGP programs. xBGP also relies on verification
techniques to ensure that programs can be safely injected.
However, instead of developing a custom verifier [24], we (i)
establish a list of properties that an xBGP program should
respect to be considered as safe and (ii) we build a toolchain
embedding three existing and well-tested software verification
tools allowing the verification of our properties. Our xBGP
toolchain receives the xBGP programs as input. They consist
of C code that uses the xBGP API and a manifest provided by
the network operator containing the configuration data. This
code is by nature untrusted and must be manually augmented
with various annotations providing hints to the code verifiers,
given the specificities of each one. Such annotated extensions
can then enter the xBGP toolchain which executes in paral-
lel each verifier. The bytecode is produced only if the code
passes all of them. Once the bytecode is generated, it is added
to the integrated xBGP store. A network operator can safely
select and load xBGP programs coming from this store. We
expect that initially each ISP will have its own store. Later,
third parties or router vendors could also develop their own
stores. We consider this toolchain as trusted, i.e., we select
a particular compiler, clang, and specific verifiers, all con-
sidered as correct. Therefore, we do not need to reason about
the produced bytecode and ignore problems such as handling
maliciously formatted bytecode.
Embedded verification tools. The whole xBGP toolchain,
illustrated in Figure 2, is designed to prevent four types of
problems that a program can cause. First, if an xBGP pro-
gram enters an infinite loop, it will block the underlying BGP
implementation. We use the Terminator 2 (T2) automated
termination checker [15] to verify the termination of xBGP
programs.

The second set of possible problems is the way xBGP pro-
grams interact with the memory of the underlying BGP im-
plementation. We use CBMC [43] and SeaHorn [31] to verify
memory-related properties.

The third type of problem is related to xBGP and BGP
themselves. xBGP programs can create new BGP attributes or
messages that are sent over a BGP session. We use SeaHorn
to verify that the BGP messages emitted by xBGP programs
are fully compliant with the BGP RFCs and that their return
values respect the xBGP requirements.

Finally, operators may want to be able to impose restric-
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Figure 2: High-level view of the xBGP verification toolchain.

Property Verifier Type
Termination T2 Safety
Reads/Writes within
xBGP program’s memory space CBMC Safety

No buffer overflow, use after
free memory, invalid read, etc. CBMC Safety

All strings must be
null terminated SeaHorn Safety

Correct size/buffer combination SeaHorn Safety
RFC-compliant syntax
of BGP attributes SeaHorn BGP

Valid return value SeaHorn Safety
Checking attribute reads/writes SeaHorn BGP
Checking API function
accesses libxbgp

Safety
+ BGP

Call the next() function to
trigger the next xBGP program SeaHorn Safety

Table 1: Properties that xBGP programs must satisfy.

tions on the xBGP functions and data structures that a given
xBGP program can use. For example, a customer filter should
only be able to set a local-pref value in a chosen range and
to change nothing else. So it could never add a new BGP at-
tribute to a route it filters. These restrictions are enforced with
(i) SeaHorn that checks the validity of the arguments of the
API functions and (ii) libxbgp which restricts the available
API functions at loading time.

To be considered valid, any xBGP program must satisfy the
properties listed in Table 1. If every xBGP bytecode satisfies
this list, the router is guaranteed (i) not to crash and (ii) to
still follow the definition of the protocol. These properties
ensure the local stability of each router. Ensuring the global
stability of BGP [28–30, 46] is a problem that goes beyond
the scope of this paper.
Verification macros. Because of their diversity, the verifica-
tion tools do not offer a common way to annotate programs.
In the case of xBGP, this would mean annotating the plugin 3
times with different annotations and running the 3 tools man-
ually. For a network operator, manually using several tools
can be a long, tedious, and error-prone process. To ease the
annotation process, we define a set of multipurpose macros
PROOF_INSTS_*() abstracting the annotation syntax of the
verifiers. Those are only expanded if the corresponding veri-
fier is invoked. When the extension programs are compiled

buf [ 0 ] = a t t r i b u t e −> f l a g s ;
buf [ 1 ] = a t t r i b u t e −>code ;
buf [ 2 ] = a t t r i b u t e −> l e n g t h ;
buf [ 3 ] = a t t r i b u t e −> d a t a ;

CHECK_ORIGIN( buf ) ;

(a) Annotated Code.

a s s e r t ( buf [ 0 ] == ATTR_TRANSITIVE ) ;
a s s e r t ( buf [ 1 ] == ORIGIN_ATTR_ID ) ;
a s s e r t ( buf [ 2 ] == 1 ) ;
a s s e r t ( ( ( buf ) [ 3 ] == 0 | | \

( buf ) [ 3 ] == 1 | | \
( buf ) [ 3 ] == 2 ) ) ) ;

(b) Expanded Code (verifier).

Figure 3: Example of a verification macro that checks the
origin attribute of a BGP route. The macro can be extended
or not according to its use. (a) is the original source code and
(b) is the code viewed by a verifier.

for routers, the annotations are not expanded and thus will not
interfere with the normal BGP execution. Figure 3 shows an
example of such verification macro.

Aside from the verifier syntax abstraction, we mainly bring
two contributions. First, we define a set of macros helping
network operators to verify the properties listed in Table 1.
Network operators can use them to annotate their xBGP pro-
grams. The macros are translated to their corresponding an-
notation to the right software verifier. For example, a network
operator can use the BUF_CHECK_* macros to verify if the
BGP attributes sent to a BGP peer are formatted as stated in
the RFCs.

Second, we set up a verification toolchain that automati-
cally performs verification on the xBGP programs. It auto-
matically and transparently calls all the verification tools and
verifies the annotations contained in the source code of the
programs. If all properties are satisfied, the system stores the
verified plugins in a “plugin store”, which the programmer
or network operator can use to inject into their routers. The
routers will only accept plugins that have been verified and
signed by the plugin store.

Those macros, in conjunction with our verification
toolchain, allow a complete abstraction of the verification
process. This makes the usage of xBGP simpler for network
operators. The entire set of verification macros is defined in
Appendix B.

3.1 Proving xBGP Programs’ Termination
T2 (TERMINATOR 2) is a program analysis tool for termi-
nation [15] and temporal property [7] verification. We were
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successfully able to prove the termination of every xBGP
program that implements the use cases defined in this pa-
per. Table 3 reports the total time taken by the verification
toolchain to verify all the properties defined for the xBGP pro-
grams, including the termination checks. However, to check
the termination we had to slightly modify the source code
since some specific features of the C language were not sup-
ported by the prover. First, when using fixed-width integer
types (e.g., uint8_t), T2 was not able to generate the proof of
termination. We had to convert those types to their primitive
type. Second, all the loops of the program must be explicitly
bounded. For example, if the xBGP program needs to parse a
BGP attribute, we must explicitly bound it to 4096 iterations,
the maximum size of a BGP message [54]. Third, T2 does not
handle bit shift operations. To solve this issue, we encapsu-
lated the bit shift computation in a non-deterministic function.
This is a function that is not defined in the source code of
the xBGP program but simply tells T2 that it returns an arbi-
trary integer value that T2 can handle. Such non-deterministic
function is also considered to terminate by T2.

3.2 Preventing Memory and C Errors

C is a permissive language and programmers can easily make
mistakes in their programs while handling memory. A bug in
an xBGP program that causes a buffer overflow or leads to
using freed memory could crash the underlying BGP imple-
mentation. An earlier prototype automatically instrumented
the eBPF code to verify these properties online [79]. The
verification was made at runtime by adding memory check
instructions to the xBGP bytecode. However, this had a per-
formance impact. Our new xBGP toolchain uses the CBMC
bounded model checker [43] to verify the absence of sim-
ple memory-related issues and SeaHorn [31] to detect more
complex issues. That being said, the online verification of the
memory bounds remains in xBGP and the operator can enable
it or not at xBGP bytecode load time.

CBMC is a C Bounded Model Checker that uses loop
unwinding methods. It requires that loops are strictly
bounded [43] which implies that the code of xBGP programs
must be adapted. It automatically annotates code, generates a
formula and proves it via an integrated SAT solver. It can spot
common C programming errors [14]. However, more com-
plex properties cannot be checked automatically. For example,
xBGP programs can log data to syslog. The functions used
for that take a string as arguments. Nevertheless, C strings
are not safe by design. We must ensure that each string is
correctly null-terminated to prevent buffer overflows. Another
example is the alteration of BGP attributes. An xBGP pro-
gram needs to call an API function that takes as arguments a
pair <buffer, length>. Those two values must correlate: if
the actual buffer length is shorter than the announced length,
the host implementation is vulnerable to a buffer overflow.
We use SeaHorn [31] to prove properties written directly in

the code as assertions.
We provide a set of C macros that operators call in the

xBGP programs they verify. The first one is verified by search-
ing for a null byte within the string. For the second one, we
verify before each API call if the length passed to the func-
tion matches the buffer length. This is achieved by inserting
custom annotations in the xBGP programs and passing them
to SeaHorn.

3.3 Ensuring BGP and xBGP Compliance
xBGP programs can (i) send new BGP messages or (ii) mod-
ify the internal representation of BGP routes. If such a pro-
gram sends a message deviating from the standardized BGP
syntax [54], it could disrupt BGP sessions and have a huge
impact [47]. For (i), we verify that the syntax of the BGP
message generated by an xBGP program conforms to the
BGP RFCs. For (ii), we check that the modification is cor-
rectly formatted. A corrupted BGP route accessed outside
the xBGP program could result in a crash of the xBGP im-
plementation. For this, the code is annotated with assertions
representing BGP invariants that are checked by SeaHorn.
We also created a set of C macros verifying that standard
attributes comply with their definitions (correct flags, size,
etc.). For non-standard attributes, we check that they respect
a TLV format. For BGP messages, we check that the buffer
containing the message conforms to the BGP syntax [54].

In addition, xBGP programs also have to comply to xBGP
requirements. Some insertion points require a “communica-
tion channel” with libxbgp to change the behavior of the host
BGP implementation. This is achieved by using the return
values of the executed bytecode. Therefore, bytecodes cannot
deviate from predefined values. For example, an xBGP filter
returns a specific value to tell the host to reject the current
route. This property is verified with SeaHorn by considering
the xBGP program as a function called inside a “fake” main.
The return value is then retrieved and verified using a custom
assertion.

3.4 Enforcing Operator-Imposed Restrictions
Thanks to the manifest, the operator can list the xBGP API
functions and the data structures that each xBGP program can
use. Imagine a filter that only checks the validity of the route
without modifying any data related to this route. To decrease
the risk of introducing bugs in xBGP programs, the operator
can restrict the set of API functions the program can call. In
this example, the filter should have a read-only view, and thus
should not call any function altering BGP data structures.

To settle this, we implemented a permission manager inside
libxbgp that verifies, at load time, the functions that a given
xBGP program calls according to its manifest. Just before
being loaded, libxbgp checks the xBGP bytecode to look for
unauthorized API function calls.
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Network operators use BGP communities [20, 64] to en-
able their customer to activate specific features such as set-
ting local-pref, AS-path prepending, or selective advertise-
ments on a per-route basis. With xBGP they could provide
even more advanced services. Imagine you are a network
provider that proposes to attach filters developed by its clients
to their eBGP sessions. You define a set of BGP attributes
the client can modify such as MED, local-pref, etc. When
they use communities, operators establish policies on the at-
tributes which can be modified in a BGP route. For example,
they define ranges of possible values for the local-pref
attribute [20]. To modify an attribute for a route, an xBGP
program calls the set_attr API function. When the xBGP
toolchain processes such a program, SeaHorn verifies if the
arguments of the API functions respect the policies defined in
the manifest, i.e., if both the argument to change and its new
value are legitimate. This is done by adding assertions in the
source code of the xBGP program supplied by the customer.

4 Overhead of the current xBGP prototype

Using xBGP in BGP implementations brings flexibility for a
network operator since they can use a simple abstraction to
program their router. However, this flexibility has a price in
terms of performance. To evaluate the overhead of libxbgp,
we consider three different features that are already imple-
mented in both native FRRouting and Bird to have a fair
comparison with xBGP. The first is a simple filter adding
an arbitrary MED value to all exported routes. The second
provides support for extended communities [59]. The third
is a complete implementation of Route Reflection [4]. While
we expect operators to mostly develop simple plugins such
as the first two, the Route Reflection extension demonstrates
the of flexibility xBGP by covering the whole BGP workflow
described in Section 2. Furthermore, since Route Reflection
is supported by both FRRouting and BIRD, this extension en-
ables us to compare the overhead of an xBGP implementation
with native ones.

To evaluate the performance impact of xBGP, we use the
simple network described in Figure 4. We measure the delay
between the first BGP update sent by the Upstream router
and the last update received by the Downstream one. This re-
flects the time needed for the Device under Test (DuT) router
to process the routes sent by the Upstream router. The Up-
stream and Downstream routers are running an unmodified
implementation of BIRD v2.0.8 while the DuT router is run-
ning the xBGP version of BIRD or FRRouting according to
the test. The DuT router is running an Intel® Xeon® X3440
@2.53GHz with 16 GB of RAM, Linux kernel v5.15.29 and
Debian 11.

The Upstream router sends a full routing table from a recent
RIPE RIS snapshot (June 3, 2021, at 4:15 PM) containing
873k IPv4 routes and 120k IPv6 routes. We consider multiple
executions of the BGP daemon located in the DuT router.

Upstream DuT Downstream

Figure 4: Simple network used for xBGP evaluations.

Use Case Processing Time
xFRR xBIRD

No xBGP program +1.05% +1.6%
Filter Set MED +6.67% +2.59%

Extended
Communities +5.93% -0.67%

Route Reflection +12.97% +7.43%

Table 2: Performance impact of running xBGP programs to
xBIRD and xFRR.

Table 2 shows the relative performance impact of running
the extensions with xBGP programs compared to their na-
tive implementation in both BIRD and FRRouting. For each
xBGP compatible implementation, we run 10 times the xBGP
programs and compute the convergence time. The conver-
gence time is the time between the first BGP update message
is received from Upstream to DuT and the last BGP update
message sent from router DuT to Downstream.

Before even loading any xBGP extensions, bringing sup-
port of xBGP in a BGP implementation involves an initial
overhead. More specifically, the host implementation must
first construct the argument to be passed to the xBGP program,
then request execution of the corresponding insertion point,
and finally execute the xBGP termination routine. These addi-
tional steps increase the total number of instructions to be ex-
ecuted compared to the native non-xBGP implementation. To
quantify the cost that libxbgp takes in BIRD and FRRouting,
we ran both implementations of xBIRD and xFRR without
plugins and compared them to their non-xBGP compatible
versions. Making both implementations of xBGP compatible
adds a cost in the convergence time of 1% and 1.6% in FRR
and BIRD respectively.

We now consider the MED filter (one insertion point) and
the extended communities (two insertion points) extensions.
When implemented as xBGP programs, these slightly increase
the convergence time compared to their native version. The
Just-In-Time compiler used inside the virtual machine does
not optimize as efficiently as the one producing native code.
In particular, computation-intensive bytecode involving addi-
tions, subtractions, and multiplications take 50% more time
to run than native code. This overhead is even worse when
considering division and modulo operations.

Yet, we observe a higher convergence time increase for
FRRouting than BIRD. By analyzing the execution of each
xBGP bytecode with a code profiler, we identified two main
reasons for this difference. First, to communicate with the
host implementation, the xBGP program must pass through
a dedicated xBGP API. For security reasons and because of
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the internal mechanism of libxbgp, the data of the host im-
plementation are first translated into a neutral representation,
then copied into a dedicated memory area, accessible in writ-
ing and reading by the bytecode. Translation and copying play
an important role in the execution of a plugin but are needed
to run the same xBGP program in several BGP implementa-
tion. BIRD internally uses data structures that are closer to the
xBGP neutral representation than the FRRouting ones, hence
involving less translation overhead. Second, FRRouting and
BIRD have different internal architectures. The interactions
between the libxbgp API and the BGP implementations are
different. FRRouting is less flexible as its implementation
is not designed to be quickly extended with new functional-
ities. While in BIRD, most of the insertion points map to a
specific place, in FRRouting some insertions points must be
repeated at different code places, involving up to four times
more xBGP program calls than BIRD.

We now consider the Route Reflection extension covering
the whole BGP workflow. Supporting this feature requires a
list of all iBGP client peers. Routers’ implementations use
their dedicated CLI syntax to define all their iBGP client
peers. libxbgp does not have access to this CLI configura-
tion since it is implementation-dependent. Instead, it relies
on its configuration data within the manifest that can be ac-
cessed at any time by the xBGP program. On average, the
BIRD’s convergence time is 7.5% slower than the native
code while FRRouting’s one is 13% slower. The previous
elements still hold to explain the difference between BIRD
and FRRouting. In particular, there are more calls to xBGP
programs in FRRouting due to its code architecture than in
BIRD (BGP_ENCODE_MESSAGE is called 4 times more), and
the translation time to convert data structures is non-negligible
in FRRouting (up to 40% overhead for the import filter). Still,
the performance overhead of xBGP remains in acceptable
bounds.

5 Use Cases

Section 2 presented the GeoTLV feature to demonstrate that
xBGP programs can create new attributes that influences the
router. Section 4 presented the MED filter, extended commu-
nities, and route reflectors to make a performance comparison.
This section presents other use cases, which are not imple-
mented natively in FRRouting and BIRD, that illustrate the
advantages of xBGP for various classes of problems that the
operator wants to solve. It is true that the features of this sec-
tion can be implemented in any BGP implementation without
xBGP. However, feature support depends on the pace of im-
plementation by all vendors. Thanks to the xBGP design, an
operator can quickly design its features and introduce them
into the network before they are implemented by the vendor.
xBGP is the first step to bring extensibility to the network.
The first use case defines an xBGP program (Section 5.1)
to influence the decision process and the import and export

Use Case C
LoC

eBPF
Insts

Total
Verif

Time(s)
Geo TLV (§2) 388 1340 664
MED Filter (§4) 55 149 79
Extended Communities (§4) 196 322 86
Route Reflection (§4) 509 3853 27
Route Selection (§5.1) 62 148 27
Zombie Detection (§5.2) 1071 5697 277
Decision Monitor (§5.3) 306 437 29
Propagation Time (§5.4) 560 805 73
Valley Free (§A.1) 143 960 182
Prefix Origin (§A.2) 150 661 57
IGP Data (§A.3) 36 149 3

Table 3: Verification of the xBGP programs supporting our
use cases.

filters from the BGP client point of view. The second use
case detects zombie routes (Section 5.2). These are routes
that are installed in the routing table but are no longer reach-
able. Third, operators always try to understand the state of
their network to improve it as much as possible. We present
two use cases (Section 5.3 and 5.4), where BGP is monitored
using communities. Due to space limitations, we detail three
other extensions in appendix. The fifth use case is related to
route filtering in data-centers (Section A.1). It demonstrates
that xBGP can provide a programmable interface to design
complex import and export filters. Our sixth xBGP program
(Section A.2) gives another example of a special filter that
checks the origin of a route. Finally, our seventh use case (Sec-
tion A.3) shows that an xBGP compatible implementation can
leverage IGP information to make routing decisions.

Table 3 reports the size of the xBGP bytecode, the number
of lines of code and the time taken to validate every xBGP
program according to the properties defined in Section 3.

5.1 Customer Selecting Routes

A BGP router only selects one route for each prefix even
though it learns multiple routes. As a result, it will only send
one route to each BGP neighbor, which decreases the path
diversity. Consider Figure 5 to illustrate the situation. AS1, a
multihomed stub network having peering links with Transit
1 and AS2. We are interested in the propagation of the routes
to the destination network depicted in gray. To maximize path
diversity in AS1, it should learn the purple path from AS2
to leverage the two different transits. However, AS1 cannot
influence the decision process of AS2’s routers.

Enabling the dissemination of multiple routes can bring
several benefits such as load-balancing [45], avoiding route
oscillation [29] and faster local recovery upon a network fail-
ure [61]. With xBGP it becomes possible to influence the
border router to announce the route the client prefers. To de-
sign such an xBGP program, all edge routers must enclose
their BGP client to one Virtual Routing and Forwarding table
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Transit 1
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Figure 5: Path Diversity in a Network.

(VRF) [70]. All the routes learned from all neighbors will
be exported to the main BGP-VPN RIB’s router and then
exported to the VRF of each client so that they can have a
full view of the routes. Since all clients are in their respective
VRFs, the BGP decision process is different for each of them
and can therefore be influenced by an xBGP program that
decides which route to advertise.

We designed a simple xBGP program that randomly se-
lects one of the available routes in the VPN RIB thanks to
the xBGP API function get_vrf. It demonstrates that xBGP
allows the operator to create a customized and more powerful
route selection compared to the traditional router CLI. Ac-
cessing the VPN RIB through a simple router configuration
is something that cannot be done with traditional BGP imple-
mentation. Furthermore, an xBGP program has access to the
entire BGP route and the internal data structure of the BGP
router. xBGP therefore provides greater flexibility compared
to the classical CLI.

We were successfully able to check the termination with
T2, the C errors with CBMC, its compliance to the xBGP
return values. We also verified that the program does not use
API functions altering the BGP internal state.

5.2 Detecting BGP Zombies

When a route becomes unavailable, a BGP router sends a with-
draw message to all its peers. Because of software bugs [22],
it may happen that one of these BGP peers fails to process
such a withdraw message. As a result, the route is still con-
sidered reachable by the failed router. This is an operational
problem because the withdrawal is not propagated, and part
of the network still believes that the route is available. If pack-
ets still follow this zombie route, they will be black holed.
Measurements indicate that these zombie routes are common
and affect many ASes [50].

To detect zombie routes, we designed an xBGP program
that is executed periodically. It uses the timestamp of the
arrival of a route in the RIB to detect the routes that are
older than x days. Our threshold is arbitrarily fixed to a day.
Our xBGP program is configured to be executed during the
maintenance window. It parses the entire BGP RIB thanks to
the API functions *_rib_iterator. If a route is older than
the configured threshold, it is flagged as a possible zombie.

To confirm the status of the route, the router needs to request
it again from the peer that announced it. This could be done
with standardized mechanisms such as Graceful Restart [58]
or Route Refresh [12, 51]. However, those two approaches
require the remote router to announce again its entire BGP
routing table. For the sake of performance, we decided to only
ask the remote peer to reannounce the routes flagged by the
xBGP program. We introduce a new type of BGP message
called BGP Refresh. It contains a list of prefixes that the
router wants to confirm. The peer receiving the BGP Refresh
message will announce a withdraw or an update message if
the routes are not available anymore or still in its BGP routing
table respectively. xBGP allows sending BGP messages via
the schedule_bgp_message API function.

It is difficult with a traditional BGP implementation to de-
tect such a zombie route. Indeed, there is no mechanism to
analyze and perform an action according to the state of the
BGP routing table. To include this feature, the network opera-
tor must convince each router vendor to add this feature into
its implementation. This use case demonstrates that xBGP can
outperform the current configuration method that is proposed
in classical BGP implementation.

This xBGP program successfully passes the T2 and CBMC
verifications. As it manages BGP messages, we verified their
compliance to the RFC. We also checked that the size of the
buffers announced to the API function matches their real size.
This program xBGP is an example of functionality that cannot
be performed with the traditional router CLI while the router
is running.

5.3 Monitoring the BGP Routing Decision

Currently, if a network operator would like to debug its BGP
routers, he only has monitoring information from the routers
it directly controls. This is due to the fact that the traditional
BGP specification only provides the exchange of local routing
information but does not provide any abstraction to send mon-
itoring information about the routing process. Yet, a support
of a dedicated monitoring channel has been proposed [60]
but this is still not implemented on all vendor’s routers. In a
nutshell, a BGP router can ask its neighbor to give different
metrics such as its number of reachable prefixes, its ADJ-
RIB-IN, its current state, etc. This shows that many network
operators need to monitor the BGP session to enable better
control of routing information in the network. Some router
vendors actually provide commands to retrieve the local state
of a router. However, the information is restricted to the router
view only and does not include the status of routers that are
outside the operator’s management scope. Having statistics
from other routers could bring many benefits such as the se-
lection of a better route. More specifically, if the BGP router
sends its best routes with the step at which routes have been
decided, the remote BGP router can learn much information
about the route diversity in a network. If the routes are al-
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ways decided at the very end of the BGP decision process, it
indicates a lack of diversity in the remote network. On the
contrary, if the routes are decided early in the process such
when the AS_PATH is shorter than the previous best route,
it can indicate a higher level of diversity. Thanks to this in-
formation, the BGP router can adapt its behavior to prefer a
path with more diversity to be more resilient to a router or
link failure.

We leverage xBGP to instrument the BGP implementation
to retrieve at which step of the BGP decision process the
route has been chosen. Each time it runs, an xBGP program
retrieves the reason of the decision in the process. It can be
retrieved through the arguments passed to the xBGP program.
To inform other BGP routers, this information is added as a
BGP community when sent to other BGP speakers. This is
done by the API function set_attr_to_route. This way,
other routers can parse and use this information to adapt their
routing strategies. This xBGP program also collects statistics
about the other steps of the BGP decision. Each time a route
is selected, the xBGP program increments an internal counter.
It repeats the operation for each decision step. When a route is
sent to any peer, these statistics are attached as a community.
The BGP router receiving the statistics can have a broader
view of the current routing table of its peer. If all the routes
have been decided by the BGP tiebreaker that compares the IP
address of the router that sends the route then it shows a lack
of path diversity. The network operator could then attribute a
lower preference to the route advertised by the remote router.

This xBGP program successfully passes all the verifiers.
Since it handles the BGP community attribute, we verified if
the format is respected according to the corresponding RFC.

Since this information cannot be retrieved with traditional
router CLI, this new approach could enable more fine-grained
routing decisions. Indeed, this new type of active monitoring
cannot be achieved with traditional monitoring tools such as
BMP, SNMP, etc. as these later tools do not modify the BGP
message they sent to the BGP neighbor. Network operators
have thus at their disposal new information from outside their
network.

5.4 Measuring BGP Route Propagation Times

For mission critical systems, the convergence time of a rout-
ing protocol is an important metric to know. It helps to better
understand what could be the cause of a slow convergence.
Discussions with network operators indicated that commer-
cial router vendors provide undocumented CLI commands
to access profiling points. However, this profiling informa-
tion is local to each router. It could be useful to exchange
such information within an entire network. This could open
new opportunities to better understand the current state of
the network. One example of such monitoring is the time
taken by a BGP route to traverse an AS. To support such
monitoring information, BGP must be augmented to add in

each route its arrival time at each AS border router. Our xBGP
program defines a new non-transitive BGP attribute, called
RECEIVED_TIME. It adds this attribute when a route is re-
ceived over an eBGP session (thanks to the set_attr xBGP
API function family). It traverses the AS with the BGP route
until it reaches an edge router. The RECEIVED_TIME attribute
is removed when the associated route is sent over an eBGP
session and the border router computes the difference between
its current NTP time and the one of the attribute. As for the
previous use case, exchanging such monitoring information
is not currently feasible with traditional routers. These two
use cases show that xBGP can perform a new type of active
monitoring by exposing the internal data of the BGP imple-
mentation itself to inform the other neighbor of the current
BGP routing state.

6 Related Work

Protocol programmability. In the late nineties active net-
works were proposed as a solution to bring innovation back
inside the network that was perceived as being ossified [65].
Most of the work in this area focused on the possibility of
placing bytecode inside network layer packets. PLAN [66],
ANTS [73] and router plugins [19] are examples. In the con-
trol plane, researchers built upon this idea to propose new
solutions such as the 4D architecture [25], the Routing Con-
trol Platform that centralizes routing [11] or Metarouting [27]
that proposed to open the definition of routing protocols using
a declarative language. While these previous works propose
configuration languages or centralized approaches to deal
with network programmability, xBGP relies on an existing
decentralized control plane protocol on which an operator can
add its new functionality to locally influence the routing.

Bringing flexibility to an implementation of a network
protocol has been studied in the literature. Researchers have
proposed using extension codes to extend transport protocols
like STP [52], QUIC [18] and the FRRouting implementation
of OSPF and BGP [80]. However, the architecture of these
pluginized approaches is close to the internal architecture
of a single protocol implementation and does not offer the
flexibility to pluginize different implementations of the same
protocol. xBGP goes one important step further by enabling
very different implementations to execute the same xBGP
program. xBGP tries to determine what all implementations
of a protocol have in common to try to find a common usable
interface.

To ease the automation and the configuration of their de-
vices, routers vendors added scripting languages that enable
the network operator to execute recurrent tasks [6]. However,
this acts as a simple shell that cannot be used to extend the
router implementation. Other vendors integrated the python
language into their router OS [40] to perform automation task
more easily, such as configuring the router or executing a
monitoring routine when a particular event occurs.
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Reducing the BGP implementation to its minimum has
been studied with CoreBGP [74]. However, it only manages
the basic BGP Finite State Machine on which plugins written
in the Go language are inserted. The remainder of the BGP
logic such as sending BGP messages or managing the routing
table is passed to the plugins. CoreBGP plugins react to an
FSM events while xBGP programs react to protocol events
defined by the insertion points depicted in Figure 1.

XORP [33, 34] was introduced to propose an open-source
software router platform. This solution has been designed to
allow researchers to easily develop their own extensions to a
routing protocol. Other open-source routing stacks have been
developed such as Quagga [2], FRRouting [23] or BIRD [16].
While these open-source stacks allow modifying the source
code of the routing software, xBGP goes one step further by
introducing a simple API to interact with the routing soft-
ware. There is no need to look directly in the code of the
implementation to understand how to integrate an extension.
Anyone who wants to add their own extension will interact
with the router through xBGP. Throughout this paper, we
demonstrated that an xBGP extension code written only once
can be successfully executed by two open-source routing
stacks, FRRouting and BIRD.

Virtual Machines. libxbgp is based on a user-space im-
plementation of the kernel eBPF VM [53]. In recent years,
Linux kernel developers have integrated a virtual machine
called eBPF [63] which enables programs to inject executable
bytecode at specific locations inside the kernel. It was initially
targeted at monitoring kernel operations [35], but also for
fast packet processing [35]. Researchers have used eBPF to
support networking programming with IPv6 Segment Rout-
ing [83] and extend TCP [68]. Other frameworks could have
been used such as WebAssembly [32] or lua [38] that is widely
used in industrial systems. Using another type of VM can be
studied to measure its performance and its relevance to rout-
ing protocols.

Verification tools. The PDS (Plugin Distribution Sys-
tem) [57] provides secure verification and distribution of
extension code for Pluginized QUIC [18]. It allows the au-
tomation of different types of verification for several extension
codes at the same time. Our xBGP toolchain includes more
verifiers and checks more properties. While the PDS uses a
Merkel tree to secure the distribution of plugins, the xBGP
toolchain simply keeps them in a store that is used by the
network operator.

7 Conclusion

We presented xBGP, a new paradigm that enables network
operators to innovate in routing protocols. xBGP allows them
to write their extensions or modifications in the form of an
xBGP program that can be executed inside the protocol im-
plementation. This programmability could help network op-
erators innovate with existing distributed routing protocols

as Software Defined Networking lead to the development of
programmable switches. Our solution has been proposed for
BGP but could also be adapted to support other routing proto-
cols. We further introduced the xBGP toolchain that allows
operators to annotate xBGP programs to verify their safety. It
checks if the xBGP program meets the local properties of the
router such as the termination, the memory constraints and if
the xBGP program meets the definition of BGP. If it passes
the verification step, the xBGP program can be safely added
to the BGP implementation and is guaranteed not to corrupt
the router. Finally, we demonstrated xBGP’s capabilities by
proposing several use cases that have been implemented with
our solution. Among them, xBGP enables the operator to add
new attributes to a BGP route, implementing complex filters,
allowing a client to influence the BGP decision process and
executing background tasks.

Future Directions. We see two directions to improve
xBGP. The first would be to look at how to structure an exist-
ing BGP implementation to support xBGP more efficiently.
The second is related to the virtual machine used. eBPF was
the most mature virtual machine during the development of
xBGP. However, other virtual machines such as WebAssem-
bly seem more promising and start to perform well. It might
be interesting to see the advantages of using them in the
context of xBGP.

Software artifacts
To encourage other researchers to reproduce and extend our re-
sults we provide the entire source code of libxbgp [78] com-
posed of 3506 LoC, the eBPF virtual machine we use (2236
LoC), the two versions of FRRouting [77] (+2675 LoC) and
BIRD [76] (+2083 LoC) xBGP compatible, the whole xBGP
programs (15 programs) we developed on top of xBGP [81],
the experimental scripts we use to evaluate the impact of
the performance with our approach (853 LoC) [78] and our
verification toolchain based on the PDS [56]. We will also
provide the set of annotation to verify xBGP programs (1121
LoC) [82].
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A Additional use cases

This section describes some additional use cases for xBGP.

A.1 BGP in data centers
Although BGP was designed as an interdomain routing proto-
col, it is now widely used as an intradomain routing protocol
in data centers [44]. This is mainly because BGP scales better
since it does not rely on flooding in contrast with OSPF or
IS-IS. Another benefit of BGP is its ability to support a wide
range of configuration knobs and policies. However, BGP suf-
fers from several problems that forces the network operators
to tweak their BGP configurations [44]. These tweaks make
BGP configurations complex and more difficult to analyze
and validate [5]. To illustrate this complexity, let us consider
the data center shown in Fig. 6. Routers S1 and S2 are the
Spine routers, L10 . . .L13 the leaf routers, and T 20 . . . the top-
of-the rack routers. In such a data center, there is no direct
connection between the routers at the same level in the hier-
archy. Data center operators usually want to avoid paths that
include a valley (e.g. L10 → S1 → L11 → S2). To achieve
this, they usually run eBGP between routers, but configure
the same AS number on S1 and S2 (even if these routers are
not connected). Similarly, L10 and L11 (resp. L12 and L13)
use the same AS number. With this configuration, when S2
receives a BGP update with an AS-Path through S1, it recog-
nizes its AS number and rejects the route. This automatically
blocks paths that include a valley and also helps to prevent
path hunting.

Unfortunately, using the same AS number on separate
routers can cause problems. First, operators can no longer
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Figure 6: A simple data center.

look at the AS Paths to troubleshoot routing problems since
different routers use the same AS number. Second, by pro-
hibiting valley-free paths, the operator implicitly agrees to
partition the network when multiple failures occur. Con-
sider again Figure 6. If both links L10− S1 and L13− S2
fail, then the only possible path between L10 and L13 is
L10 → S2 → L12 → S1 → L13. If the same AS number is
used on S1 and S2, this path will never be advertised.

With xBGP, a network operator can use different AS num-
bers for their routers and implement specialized filters on the
spine and leaf routers. For example, if S1 and S2 are both con-
nected to transit providers and can reach the same prefixes,
then L10 should never reach S2 via S1 and L11. However, this
path should remain valid if the final destination is a prefix
attached to below R13.

To implement such a filter, we load a manifest containing
every eBGP session from a router of level i to a router of level
i+1 in a pair having the following form: (ASli,ASl(i+1)). For
each route, the filter checks each consecutive pair of the AS-
Path. If a pair of this manifest is included in the AS-Path, the
filter rejects the route since it is not valley-free.

This xBGP program successfully passes T2 and CBMC
checks. SeaHorn confirms its xBGP compliance relative to its
use of the API functions and the return values.

A.2 Validating BGP Prefix Origins
The interdomain routing system is regularly affected by dis-
ruptions caused by invalid BGP advertisements originated
from ISPs. Examples include the AS7007 incident in 1997,
the announcement of a more specific prefix covering the
YouTube DNS servers by Pakistan Telecom in 2008, or BGP
prefixes leaked by Google in 2017 that disrupted connectivity
in parts of Asia. These problems and many similar ones were
caused by configuration errors.

To illustrate the flexibility of xBGP, we consider a RPKI-
based route origin [37] validation variant. The network op-
erator includes in the configuration data of the manifest all
prefixes it knows the origin. We assume the operator has them-
self validated the ROA signatures before generating the file.
This file is used by the xBGP program each time a BGP route
is received by a peer to check if the origin AS of the route
matches with the one contained in the file.

To evaluate the performance of our prefix origin validation,

we use the same testbed as in Section 4 excepted that we use
eBGP sessions for links L1 and L2. Our DuT does not imple-
ment the RPKI-Rtr protocol [8, 72] but loads configuration
data that considers 75% of the injected prefixes as valid. For
this test, our extension code checks the validity of the origin
of each prefix but does not discard the invalid ones.

Table 2 compares our extension codes running on BIRD
and FRRouting to their native implementations without any
prefix validation. We do not compare our solution with the
RPKI-Rtr protocol since we do not totally implement the
RPKI protocol. We only check the origin of the route. The
difference in execution between the two implementations is
also explained by the difference in the internal representation
of the data structures used.

The termination and absence of C errors were proved with
T2 and CBMC. SeaHorn also confirms that the xBGP program
does not write any data in the memory of the host implemen-
tation and its compliance on the return values.

A.3 Filtering Routes Based on IGP Costs

Since the xBGP API provides access to the data structures
maintained by a BGP implementation, network operators can
leverage it to implement new filters. As a simple example,
consider an ISP having a worldwide presence that wants to
announce to its peers the routes that it learned in the same
continent as the advertising BGP. This policy can be im-
plemented by tagging routes with BGP communities on all
ingress routers and then filtering them on export. While being
frequently used [20], this solution is imperfect. Consider an
ISP having two transatlantic links terminated in London, UK,
and Amsterdam in The Netherlands. This ISP has a strong
presence in Europe and two links connect the UK to other
European countries. If these two links fail, packets between
Germany and London will need to go through Amsterdam, the
USA, and then back to the UK. When such a failure occurs,
the ISP does not want to advertise the routes learned in the
UK to its European peers. With BGP communities, it would
continue to advertise these routes after the failure.

Using the xBGP API, the operator could implement this
policy as follows. First, he configures the IGP cost of the
transatlantic links at a high value, say 1000 to discourage
their utilization. Second, he implements a simple export filter
that checks the IGP cost of the next-hop before announcing
a route. The complete source code of such a filter is shown
in Listing 1. It is attached to the BGP_OUTBOUND_FILTER 4⃝
insertion point. If the IGP cost to the BGP next hop distance
is acceptable, the function calls the special function next().
This informs the VMM to execute the next bytecode attached
to the insertion point. If the extension code is the last to
be executed, the insertion point proposes to fall back to the
native code. To reject the route, the extension code returns the
special value FILTER_REJECT to the host implementation.

For this xBGP program, we used SeaHorn to ensure return
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Flag Enables
PROVERS Verification macros.
PROVERS_ARGS next() call verification macros.
PROVERS_T2 T2 related macros.
PROVERS_CBMC CBMC related macros.
PROVERS_SEAHORN SeaHorn related macros.

Table 4: Verification flags.

Macro Code only provided to
PROOF_INSTS_SEAHORN SeaHorn.
PROOF_INSTS_CBMC CBMC.
PROOF_INSTS_T2 T2.

Table 5: Macro allowing to provide pieces of code for a spe-
cific verifier.

values were meaningful to libxbgp. T2 and CBMC are also
used to check the termination and the absence of any C errors.
We also verify that the xBGP program has only a read-access
to the host implementation.
u i n t 6 4 _ t e x p o r t _ i g p ( b p f _ f u l l _ a r g s _ t * a r g s UNUSED) {

s t r u c t u b p f _ n e x t h o p * nex thop = g e t _ n e x t h o p (NULL ) ;
s t r u c t u b p f _ p e e r _ i n f o * p e e r = g e t _ p e e r _ i n f o ( ) ;
i f ( peer −> p e e r _ t y p e != EBGP_SESSION ) {

n e x t ( ) ; / / Do n o t f i l t e r on iBGP s e s s i o n s
} i f ( nexthop −> i g p _ m e t r i c <= MAX_METRIC) {

n e x t ( ) ; / / t h e r o u t e i s a c c e p t e d by t h i s f i l t e r ;
} / / n e x t f i l t e r w i l l d e c i d e t o e x p o r t r o u t e
re turn FILTER_REJECT ;

}

Listing 1: An export filter rejecting BGP routes having a too
large IGP nexthop metric.

B Verification macros

This appendix provides in Tables 5, 6, and 7 exhaustive lists
of our custom-made verification macros. Those are enabled
at compile time with different flags described in Table 4.

Macro prefix Attribute name/macro suffix Check
BUF_CHECK_* LENGTH The correct formatting

ORIGIN of the attribute which
ASPATH is stored in a buffer.
NEXTHOP
MED
LOCAL_PREF
ATOMIC_AGGR
AGGREGATOR
COMMUNITY
ORIGINATOR
CLUSTER_LIST
EXTENDED_COMMUNITIES
AS4_PATH
AS4_AGGREGATOR
AIGP
LARGE_COMMUNITY

CHECK_* LENGTH The correct formatting
ORIGIN of the attribute which
ASPATH is stored in a
NEXTHOP path_attribute
MED structure.
LOCAL_PREF
ATOMIC_AGGR
AGGREGATOR
COMMUNITY
ORIGINATOR
CLUSTER_LIST
EXTENDED_COMMUNITIES
AS4_PATH
AS4_AGGREGATOR
AIGP
LARGE_COMMUNITY

CHECK_IN_BOUNDS_* LOCAL_PREF The given attribute
MED lies in the range

specified by the
operator.

CHECK_* ARG The next() function is
ARG_CODE called if the xBGP
OUT program cannot parse
RET_VAL_FILTER the current attribute.

Table 6: BGP attributes verification macros used by SeaHorn.

Macro prefix Target Check
CHECK_* BUFFER The given buffer respects

the specified size.
STRING The given string is null-byte terminated.
COPY The copied buffer is unchanged.

Table 7: Memory check macros used by SeaHorn.
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Abstract
Machine learning models are increasingly being trained
across multiple GPUs and servers. In this setting, data is trans-
ferred between GPUs using communication collectives such
as ALLTOALL and ALLREDUCE, which can become a signifi-
cant bottleneck in training large models. Thus, it is important
to use efficient algorithms for collective communication. We
develop TACCL, a tool that enables algorithm designers to
guide a synthesizer into automatically generating algorithms
for a given hardware configuration and communication collec-
tive. TACCL uses a novel communication sketch abstraction
to get crucial information from the designer to significantly
reduce the search space and guide the synthesizer towards
better algorithms. TACCL also uses a novel encoding of the
problem that allows it to scale beyond single-node topologies.
We use TACCL to synthesize algorithms for three collectives
and two hardware topologies: DGX-2 and NDv2. We demon-
strate that the algorithms synthesized by TACCL outperform
the Nvidia Collective Communication Library (NCCL) by up
to 6.7⇥. We also show that TACCL can speed up end-to-end
training of Transformer-XL and BERT models by 11%–2.3⇥
for different batch sizes.

1 Introduction

Machine-learning models have been dramatically increas-
ing in size over the past few years. For example, the lan-
guage model MT-NLG has 530 billion parameters [31] and
the Switch-C mixture-of-experts model has 1.6 trillion pa-
rameters [18]. Model sizes are expected to further grow to
increase model accuracy and perform more complex tasks.
These models are too large for the resources of a single GPU
and have to be distributed across multiple servers, each with
several GPUs, using different parallelism strategies like data,
model, pipeline, and expert parallelism [18, 27, 43] for train-
ing and inference. Intermediate data and parameters of the
model at each GPU are accumulated, shuffled, and transferred
over the network between other GPUs for distributed machine
learning, depending on the type of parallelism strategy used.

⇤Work was partially done during an internship at Microsoft Research.

The inter-GPU communication bottleneck. Recent work
has shown that GPU idle time spent waiting for network com-
munication can be significant in practice [2, 19, 26, 28]. For
instance, BERT [15] and DeepLight [14] spent 11% and 63%
of time, respectively, with GPUs idle on a 100 Gbps Ethernet
cluster of P100 GPUs [2]. Newer generations of faster GPUs
will only make this problem worse. This inefficient use of
GPUs shows that there is significant model performance to
be gained by optimizing inter-GPU communication.
Collective communication primitives and algorithms. Ef-
ficient communication between GPUs is the key to enabling
fast distributed ML training and inference. Modern GPU
systems use message passing interface (MPI)-based collec-
tive communication primitives, such as ALLREDUCE, ALL-
GATHER, and ALLTOALL to perform inter-GPU communica-
tion (Figure 2 in §2). Collective algorithms implement collec-
tive communication primitives. They route data along various
paths in the network and schedule the necessary computation
(e.g., a sum in ALLREDUCE) while optimizing for latency
and bandwidth characteristics of each link in the network. For
example, a common collective algorithm for ALLGATHER
(all GPUs gather data from all GPUs) is a Ring algorithm,
in which all GPUs are logically arranged in a ring and each
GPU receives data from its predecessor in the ring and sends
a previously received data to its successor. Inefficiencies in
collective communication algorithms can cause poor network
utilization, causing GPUs to remain idle until inter-GPU trans-
fers complete [53], and thus reducing the overall efficiency of
distributed training and inference.
Challenges in designing GPU communication algorithms.
Designing algorithms for efficient collective communication
on GPU topologies is challenging. First, these algorithms have
to strike the right balance between latency and bandwidth op-
timality. For instance, the commonly used Ring algorithm for
ALLREDUCE is not efficient for small input sizes as it has a
high latency. Second, GPU communication algorithms have
to manage the heterogeneity of connectivity in the underlying
topology. For instance, GPUs within a machine (also referred
to as a node) are usually connected using fast NVLinks [38]
(up to 300 GBps aggregate bidirectional bandwidth per GPU)
while GPUs across nodes are connected using slow Infini-
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Figure 1: TACCL’s novel synthesizer takes as input a communication sketch, profiled topology, and target collective along
with synthesizer hyperparameters to generate an algorithm for the collective. The synthesized algorithm is implemented on the
hardware cluster using TACCL’s backend.

Band [36] links (12.5-25 GBps per NIC). Moreover, these
topologies vary significantly between vendors. And finally,
searching over the entire space of routing and scheduling algo-
rithms to find optimal ones for communication collectives is
computationally prohibitive. In fact, previous approaches that
synthesize collective communication algorithms are limited
to single-node topologies [9] or 8 GPUs at most [51].
Managing scale for automated algorithm design. Our
goal is to automatically obtain efficient algorithms for a given
hardware configuration and communication collective. We
encode the problem of finding optimal algorithms for com-
munication collectives into a mixed integer linear program
(MILP) with the goal of minimizing the overall execution
time. Unfortunately, this problem is NP-hard; state-of-the-
art commercial solvers like Gurobi [20] can spend several
days exploring the search space without finding an optimal
algorithm. In this work, we propose a human-in-the-loop ap-
proach that incorporates high-level inputs of an algorithm
designer to efficiently synthesize collective communication
algorithms for heterogeneous GPU topologies. We argue that
it is easy for algorithm designers to provide a few simple
inputs that constrain the search space of algorithms which
allows synthesis engines to scale to large GPU topologies.
Communication sketches as user input. It is crucial that
the input required from algorithm designers is simple and
intuitive. For this, we introduce a new abstraction: communi-
cation sketches (§3). Inspired by the technique of program
sketching [47] from program synthesis, in which developers
supply a partially specified program with holes that capture
the high level structure of the desired program, communica-
tion sketches allow algorithm designers to provide high-level
intuitions that constrain the search space of algorithms. A syn-
thesis engine fills in the remaining details such as routing and
scheduling of the final collective communication algorithm,
analogous to how a constraint solver in program synthesis
searches the reduced space to fill the holes.
Our solution. We develop TACCL (Topology Aware Col-
lective Communication Library), a system that synthesizes
communication algorithms for a given topology and a tar-
get collective communication primitive. Algorithm designers
can use communication sketches to guide TACCL into syn-
thesizing efficient algorithms for a large range of hardware

topologies. We develop a novel encoding of the problem in
TACCL’s synthesizer to scale beyond single-node topologies.
Figure 1 shows an overview of TACCL’s design.
Synthesizing algorithms from communication sketches.
TACCL’s synthesis approach builds on the solver based syn-
thesis approach in SCCL [9], where the space of possible algo-
rithms is directly encoded in a satisfiability modulo-theories
(SMT) solver. SCCL does not scale to the sizes of clusters
used by modern machine learning workloads. We present a
novel mixed integer linear programming (MILP) encoding
of the collective algorithm synthesis problem that improves
scalability by first solving a bandwidth-relaxed version of the
problem to decide on routing, followed by ordering heuris-
tics and a second bandwidth-constrained problem to find a
valid scheduling (§5). In addition to improving scalability,
TACCL’s MILP formulation allows modeling of heteroge-
neous links with different per-message overhead characteris-
tics. This overcomes the limitation in SCCL [9] that prevents
it from faithfully targeting distributed GPU clusters.
Results. We use TACCL to synthesize efficient algorithms
for a range of collectives like ALLGATHER, ALLTOALL, and
ALLREDUCE, and for different hardware backends like Azure
NDv2 [6] and Nvidia DGX-2 [35] (§7). We compare TACCL
to the state-of-the-art Nvidia Collective Communication Li-
brary (NCCL). TACCL synthesized an ALLGATHER algo-
rithm for two Nvidia DGX-2 nodes (32 GPUs). This algorithm
is up-to 6.7⇥ faster than NCCL for small-to-moderate input
sizes. For large input sizes on the same hardware, TACCL
synthesized a different ALLGATHER algorithm that nearly
saturates the inter-node bandwidth and is up-to 25% faster
than NCCL. TACCL synthesized an ALLTOALL algorithm
for two Azure NDv2 nodes (16 GPUs) that is up-to 66%
faster than NCCL. Finally, we replaced NCCL with TACCL
using only a two-line code change in PyTorch and found that
TACCL achieves a speed-up of 17% in end-to-end training of
a mixture-of-experts model that uses ALLTOALL and ALLRE-
DUCE, and a speed-up of 11% - 2⇥ in end-to-end training
of a Transformer-XL model distributed over 16 GPUs for
varying batch sizes. TACCL’s codebase is open-source and is
actively in use by researchers at universities and practitioners
at Microsoft for Azure’s GPU virtual machines. 1

1https://github.com/microsoft/taccl
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2 Background and Motivation

Collective communication in distributed ML workloads.
Multi-GPU ML workloads typically communicate using MPI-
style collectives like ALLGATHER, ALLTOALL, and ALLRE-
DUCE shown in Figure 2. These primitives capture the applica-
tion’s intent behind the communication, thus allowing collec-
tive communication libraries to optimize for specific hardware
configurations. In ALLGATHER, every GPU receives the data
buffers of all other GPUs (left diagram in Figure 2). In ALL-
TOALL, every GPU receives different parts, or chunks, of the
data buffers present on all GPUs. This effectively transposes
the data chunk from buffer index to GPU index as can be
seen in center diagram in Figure 2. In ALLREDUCE, every
GPU ends up with a data buffer that has the results of per-
forming a point-wise computation (e.g., sum in right diagram
in Figure 2) over the same data index of all GPUs.

The parallelism strategy for the distributed ML workload
determines which collective communication primitive is used.
Data parallelism and some tensor model parallelisms [43]
make use of the ALLREDUCE collective to aggregate gradi-
ents and intermediate data respectively from multiple GPUs.
Expert parallelism [18, 27] and common deep learning rec-
ommendation models (DLRM) [32] make use of the ALL-
TOALL collective to shuffle intermediate data between experts
and embedding lookup data between GPUs respectively. DL-
RMs [32] also make use of the ALLGATHER collective and
another REDUCESCATTER collective to perform embedding
lookups from embedding tables sharded over multiple GPUs.
Existing approaches to collective algorithms. Collective
algorithms must be designed considering the target input sizes
and the heterogeneity of the target topology. However, most
collective communication libraries used for distributed ML
today, including the state-of-the-art NCCL, use pre-defined
templates of collective algorithms superimposed onto a tar-
get topology. For example, for collectives like ALLGATHER
and REDUCESCATTER, NCCL identifies rings in the target
topology and uses the Ring algorithm. For n GPUs, this algo-
rithm requires n�1 link transfer steps per data chunk and is
not ideal for smaller data sizes where link transfer latencies
dominate. Further, this algorithm treats the slow inter-node
and fast intra-node links similarly, scheduling equal number
of data transfers across both. The communication is thus bot-
tlenecked on the slower inter-node links, when it could have
benefitted by sending more node-local data (i.e. data of GPUs
local to the node) over the faster intra-node links instead.

For the ALLTOALL collective, NCCL implements the col-
lective algorithm as peer-to-peer data transfers between all
pairs of GPUs. This algorithm is topology-agnostic and often
inefficient. For the ALLREDUCE collective, NCCL chooses
between two algorithms — Double-Binary-Tree [34] and
Ring. This decision is made according to the communica-
tion input size and number of nodes, but might not be most
accurate, as it is based on hardcoded latency and bandwidth

profiling done previously by Nvidia on their machines.

Designing efficient collective algorithms requires careful
analysis of the topology and its performance with different
buffer sizes. Recent work [9, 51] has shown that synthesis
is a promising approach for generating collective algorithms
for different topologies and to achieve bandwidth and latency
optimality. However, scaling these approaches to multi-node
(i.e. multi-machine) distributed GPU topologies has been a
challenge. We measured the synthesis time for ALLGATHER
and ALLTOALL collectives on topologies of two Azure NDv2
nodes and two Nvidia DGX2 nodes (Figure 5) using SCCL [9,
30]. We modified the codebase to include both topologies
and attempted to synthesize the collectives with a 24-hour
time limit set for each synthesis query. Given a 24-hour time
limit, SCCL’s pareto-optimal solver strategy did not finish
synthesis for any combination of collective and topology. The
only algorithm that SCCL could synthesize within the time
limit was a latency optimal algorithm for ALLGATHER on
two NDv2 nodes.

Low-effort inputs from algorithm designers. The search
space of possible algorithms to implement a collective is
intractably large and cannot be explored via brute-force. De-
ciding whether or not to route data chunks from n GPUs over
l links in a topology has O(2n⇥l) combinations. As we scale
to multi-node topologies, n as well as l will also scale, increas-
ing the exponent quadratically. The search space explodes
further if we consider the problem of ordering data sends at
each link along with deciding routing for the data. We ar-
gue that high-level inputs from a human algorithm designer
help reduce the search space to make algorithm synthesis
more tractable. In the most extreme case, the designer would
hand-write the entire algorithm. However, handcrafting data
routing and scheduling over links to implement a collective
is complex and requires many design choices. Instead, de-
signers only provide input in the form of a communication
sketch around which TACCL synthesizes an algorithm. Our
goal is to ensure that providing inputs is a low-effort activ-
ity, but can discard large parts of the search space to achieve
improvements in running-time of the synthesis engine.

Synthesis technique. TACCL synthesizes a collective al-
gorithm by deciding the route that each data chunk in the
collective should take in the topology as well as the ordering
of chunks at every link. Even with communication sketches
which reduces the search space for the synthesizer, this deci-
sion problem is NP-hard and the complexity increases expo-
nentially with number of GPUs. To make the problem more
tractable, we first relax the synthesis problem to solve just
the routing of all data chunks and then heuristically order
chunks sent over the same links according to bandwidth con-
straints. TACCL’s synthesizer design along with communi-
cation sketches help TACCL synthesize efficient collectives
for multi-node topologies.
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Figure 2: The initial and final data buffers on four GPUs participating in different collectives.

3 Communication Sketches

This paper proposes a new form of sketching [47] as an ef-
fective tool for users to communicate interesting aspects of
collective communication algorithms to synthesis backends.
Sketching approaches must strike a balance between allow-
ing users to omit implementation details while still providing
enough direction for the synthesis to scale. In our experience,
routing is an aspect of collective communication that we often
have intuitions about, while reasoning about scheduling tends
to be tedious and better left to synthesis. Moreover, proper-
ties about scheduling are routing dependent since the order
of operations is only relevant when routes intersect, which
makes them harder to express. Meanwhile, interesting proper-
ties about routing are expressible globally, e.g., “never send
over the InfiniBand NIC from this GPU”. Therefore, we ask
the algorithm designer (user) for four low-effort inputs as a
part of the communication sketch:
• Specify the logical topology as a subset of the actual

physical topology that the algorithm will operate on. This
constrains the routes chosen by the communication algo-
rithm and alleviates over-subscription of low-bandwidth
links. For example, the outgoing links of all but one GPU
can be removed in the logical topology to force all data
going to remote GPUs to be relayed through one GPU.

• The logical topology abstracts away switches (e.g.,
NVSwitches, IBSwitches) in the GPU network. Users can
annotate switches in the topology for the synthesizer to
use certain switch-hyperedge policies, enabling it to apply
synthesis policies that help algorithms avoid contention.

• Provide algorithm symmetry based on the symmetries in
the topology and the collective.

• Specify the expected input size of the data, which is used
as a part of the synthesis engine’s built-in cost model.

We explain all parts of the communication sketch and provide
an example sketch written for TACCL in Appendix A.

3.1 Logical Topology
The core of TACCL’s communication sketch is a logical
topology consisting of a subset of the physical topology af-
ter excluding links that the user prefers TACCL to avoid. A
logical topology has as many nodes as the physical topology
and inherits the cost model produced by TACCL’s profiler

for the physical topology. Logical topologies omit NICs and
switches and use switch-hyperedges (Section 3.2), abstracting
them away into links between GPUs. The reason is two-fold:
TACCL runtime is embedded in NCCL runtime and NCCL
has no direct control over NIC or switch use, and it allows
TACCL to reason over a smaller graph thus enhancing scala-
bility. Section 3.2 discusses implications of this abstraction.

Example 3.1 (Sketching inside an NDv2). Consider the phys-
ical topology of an Azure NDv2, given by the union of Fig-
ure 5a and Figure 5b. While NCCL is able to communicate
over both the NVLink and PCIe connections, the bandwidth
offered by the NVLinks is much higher than that of PCIe,
and thus it is reasonable to set the logical topology to just the
NVLink subgraph in Figure 5a.

Example 3.2 (Distributed sketching for NDv2 clusters). It is
essential to use PCIe connectivity for distributed collective
communication with multiple NDv2 systems since the NIC
is connected to GPUs over PCIe (Figure 5b). Due to lack of
GPUDirect RDMA [1] on these systems, all communication
over PCIe must pass through host memory. Therefore, care
must be taken in choosing which links to use, as the PCIe
links between PCIe switches and the CPU are oversubscribed.
Obtaining maximum throughput communication requires a
logical topology that avoids conflicting flows on the oversub-
scribed PCIe links. To build a logical topology for a cluster of
NDv2 systems, a pair of receiver and sender GPUs is selected
for each NDv2 such that the selected GPUs and the NIC are
connected to the same PCIe switch.

3.2 Switch-Hyperedges
In a switched fabric with full bisectional-bandwidth, like the
NVSwitch or IBSwitch fabrics in DGX-2 and NDv2 systems,
nodes can simultaneously communicate at the full bandwidth
of their ingress or egress links. However, as the number of
connections through a switch, originating from a single GPU
or NIC increases, the resulting queuing delays increase the
latency. Figure 4 plots the accumulated ingress/egress band-
width of exchanging varying volume of data (up-to 200-400
MB) for different number of connections over NVSwitches in
a DGX2 node (left) and over IBSwitches among four DGX2
nodes (right). In both cases, the bandwidth drops as the num-
ber of connections increases despite the volume of data re-
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Figure 3: Effects of switch-hyperedge policies.

maining constant. However, for small input sizes, the differ-
ence for different number of connections is not significant.
TACCL’s logical topology does not model switches and does
not capture the effect of number of connections.

TACCL incorporates the effect of multiple connections
using switch-hyperedges in the synthesizer to control the num-
ber of connections between GPUs and switches. A switch-
hyperedge replaces a switch with a set of direct links in the
logical topology for the entire runtime of an algorithm. The
synthesizer still has the freedom to select which direct links
are imposed. To control the number of direct links for each
switch-hyperedge, TACCL provides three policies for a user:
(1) maximize the number of links, (2) minimize the number
of links, and (3) freely choose any number of links. These
policies are enforced by adding the number of Connections
to the objective function (see Appendix B.1 for details).

Example 3.3 (Sketching for congestion). Figure 3a shows
a physical topology of three GPUs connected by a switch,
where each GPU can communicate with any other GPU.

Figure 3b shows a logical topology with a switch-
hyperedge that TACCL may choose with maximizing number
of connections policy. This is desirable for small data sizes
that result in low likelihood of congestion at the switch with
large number of connections as shown in Figure 4.

In Figure 3c TACCL has minimized the number of connec-
tions, effectively resulting in a Ring topology. This is desir-
able for larger data sizes, as restricting the number of logical
connections limits the congestion in the switch (Figure 4).

3.3 Algorithm Symmetry
Many collective communication algorithms are symmetric
in a variety of ways. For example, ring algorithms follow a

ring symmetry or in hierarchical algorithms, the local phases
inside all machines are symmetric to each other. Inspired by
this, TACCL offers a generic way to enforce algorithms to
be symmetric.

The user may enforce a symmetry by supplying an auto-
morphism of the logical topology and collective, i.e., a permu-
tation of the ranks and chunks that maintains the structure of
the topology and the collective pre- and post-conditions, and a
partition of the ranks such that the automorphism maps each
subset of ranks to some subset of the partition. TACCL will
then restrict synthesis to algorithms with the same symmetry
for all chunk transfers.

Example 3.4. Consider a cluster of two NDv2 systems and
the task of synthesizing an ALLGATHER. A hierarchical sym-
metry may be specified with an automorphism composed of a
the permutation [8, . . . ,15,0, . . . ,7] for both chunks and ranks,
and a partition {{0, . . . ,7},{8, . . . ,15}}. Now if an algorithm
performs a send of chunk 0 from rank 0 to rank 1, then it must
also include a send of chunk 8 from rank 8 to rank 9. However,
sends between GPUs in different NDv2s, e.g., between 0 and
8, are not affected by the symmetry.

Since the internal topologies of NDv2 systems are identical,
enforcing this symmetry is reasonable and helps TACCL
scale to larger distributed topologies. Meanwhile, TACCL
still has the freedom to synthesize the top-level algorithm and
connect the systems to each other as it best can.

4 Physical Topologies of GPU systems

ML engineers use a variety of multi-GPU systems to meet
the scaling challenges posed by growing ML models. Before
users can effectively sketch algorithms for TACCL to synthe-
size, they must understand the physical topology of the target
multi-GPU system. However, the performance characteristics
of their heterogeneous links are sparsely documented and for
some cloud offerings [5] even the topology is not given. To
address this, TACCL includes a physical topology profiler
to measure performance characteristics of links (§4.1) and
to disambiguate the topology of some multi-GPU systems
(§4.2). This section also serves as a concrete introduction into
two target systems: Azure NDv2 and Nvidia DGX-2.

4.1 a-b Cost Model and Link Profiling
In the well-known a-b [21] cost model, a is the latency of a
link and b is the inverse of its bandwidth. The cost of sending
a chunk of size s along a link is a+b · s. TACCL’s synthe-
sizer adopts the a-b cost model for simplicity of encoding and
tractability, but TACCL’s communication sketches expose
features that provide users additional control to avoid exces-
sive concurrency and congestion (see Section 3), which are
not modeled by the a-b cost model. a and b are affected by
both the interconnect hardware and the software stack running
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Figure 4: Multi-connection with varying number of GPU neighbors and data volume.
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Figure 5: Aspects of physical topologies in various GPU systems.

the collective algorithm (for example software thread fences).
TACCL’s topology profiler measures and infers the a and b
costs of different types of links in a GPU system.

Modern GPU systems, e.g., Azure NDv2 (Figure 5a)
and Nvidia DGX-2 (Figure 5c), have the following types
of interconnects: (1) Peripheral Component Interconnect
Express (PCIe), (2) NVLink [38], (3) Infiniband (IB)
NICs [36]. A PCIe bus connects GPUs to CPUs with lim-
ited shared bandwidth (PCIe Gen3 offers ⇡ 13 GBps). PCIe
connections often form a hierarchy with PCIe switches (Fig-
ure 5b). NVLink [38], however, is a GPU to GPU intra-node
connection with dedicated bandwidth. NVLinks are either
directly connected to other GPUs (NDv2 in Figure 5a) or they
are connected to other GPUs via NVSwitches [39] (DGX2 in
Figure 5c). NVSwitches enable fully-connected GPU-GPU
communication through NVLinks. IB is an inter-node inter-
connect which allows GPUs to communicate with GPUs in
other nodes like in the Azure NDv2 (Figure 5b). IB NICs are
usually connected to PCIe switches and GPUs may communi-
cate directly with the NICs through Remote Direct Memory
Access (RDMA) or indirectly via host memory.

The profiler empirically derives the a and b parameters of
different links in the network by performing peer-to-peer data
transfers between GPUs. We send n chunks one after another
on a link and measure the time to transfer. As per the a�b
cost model, the time to transfer is n · (a+b · s). We then send
n chunks all at once on the link and attribute that time to be
a+n ·b · s. Using several measurements of time to transfer,
we solve for a and b. Table 1 shows the a and b values for

Azure NDv2 Nvidia DGX-2
Link a (us) b (us/MB) a (us) b (us/MB)
NVLink 0.7 46 0.7 8
InfiniBand 1.7 106 1.7 106

Table 1: Experimentally obtained a and b costs for Azure
NDv2 and Nvidia DGX-2 nodes.

NDv2 and DGX-2 systems. Using these values, we expect that
for transfers between two Azure NDv2 nodes over InfiniBand
(IB), a sending two 32 KB chunks together as a single 64 KB
chunk will be 17% faster as compared to sending two 32 KB
chunks one after the other. However, chunks sent together can
only be forwarded once the last chunk is received. Based on
the a-b values, TACCL’s synthesizer determines if and when
to send chunks together on a link.

The a-b cost model causes TACCL’s synthesizer to for-
mulate an MILP formulation as opposed to an LP since an
algorithm has to be expressed in terms of discrete chunks.

4.2 Inferring Multi-GPU Topologies
For Azure NDv2 systems the physical topology was not
fully documented: while the NVLink topology (Figure 5a)
is known to match that of Nvidia DGX1, we did not know
how GPUs and the one 12.5 GBps Infiniband NIC were con-
nected with PCIe. PCIe peer-to-peer communication (and thus
GPUDirect RDMA [1]) is not enabled on these machines,
meaning that all communication happens through buffers in
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CPU memory over potentially shared PCIe links. Further, vir-
tualization obscures the true PCIe topology (all 8 GPUs and
the NIC appear directly connected to one CPU) and NUMA
node and GPU IDs are not assigned consistently from VM
to VM. This means that, without additional information, soft-
ware cannot avoid contention over shared PCIe links, creating
interference and high variance in performance.

To determine the PCIe topology, TACCL’s profiler sends
bandwidth and latency probes between the two CPUs, be-
tween pairs of GPUs, and between CPUs and the NIC. It
answers the following questions:
• Which CPU is nearest to the NIC? We answer this using

the latency of loopback operations between the NIC and
each CPU.

• Which GPUs share a PCIe switch? We find all pairs of
GPUs that get low bandwidth in a simultaneous copy to
the CPU, indicating contention.

• Which GPUs share a PCIe switch with the NIC? We find
which GPUs get low GPU to CPU bandwidth while the
CPU is doing a loopback with the NIC. The CPU in this
case is the one that is closer to the NIC.

With this profiling information we were able to deduce the
PCIe topology (Figure 5b). Each CPU has two PCIe switches
connecting to two GPUs each, and the Infiniband NIC is
connected to one of these switches. Additionally, by running
the profiler on every new NDv2 VM TACCL is able to select
one of the NVLink topology’s four automorphisms and set
the CUDA_VISIBLE_DEVICES environment variable such that
the NIC is always placed close to GPU 0.

5 TACCL Synthesizer

Once the user has written a communication sketch, they are
ready to call TACCL’s synthesizer. This section describes
the synthesis process TACCL uses, as well as additional
hyperparameters available to the user.

5.1 Problem Formulation
GPUs participating in a communication collective partition
their initial data into C equal chunks where C is a hyperpa-
rameter selected by the user. TACCL’s synthesizer routes and
schedules these chunks. Given a communication sketch and a
collective, the synthesizer decides chunk transfer schedules
across every link in the network, such that each chunk reaches
its destination GPUs as specified by the collective.

TACCL encodes this problem as a mixed integer linear pro-
gram (MILP) with binary and continuous decision variables.
The encoding has a continuous variable called start_time for
every chunk and GPU to indicate when a chunk is available at
a GPU. A binary variable is_sent for all chunk and link pairs
denotes if a chunk is sent over a link. Another continuous
variable send_time indicates when a chunk is sent over a link.

The encoding has bandwidth and correctness constraints to
ensure the correctness of a chunk transfer schedule. The ob-
jective of the MILP is to minimize time which is a continuous
variable indicating the maximum time among all chunks that
must reach their destination GPUs. Details of these variables
and constraints are in Appendix B.

Additionally, TACCL’s synthesizer also decides if it should
merge some chunks and transfer them contiguously as one
large buffer over a link. Sending n chunks contiguously in one
send instruction over a link requires paying only one a latency
cost whereas sending n chunks one after the other requires
paying n⇥a latency costs. Note that this does not change the
b bandwidth cost. However, sending n chunks separately over
a link enables TACCL to order them such that subsequent
dependent sends from the destination of the link could be
scheduled earlier. TACCL’s synthesizer navigates this trade-
off to minimize the time. TACCL uses this feature only for IB
transfers due to their high a cost and ignores it for NVLinks
due to their lower latency.

MILP problems in general are NP-hard. Luckily, there are
solvers such as Gurobi [20] that apply heuristics to solve
MILPs in a feasible way. However, this requires careful con-
sideration regarding the number of variables and constraints
in the formulation. In TACCL’s formulation, transferring
chunks over a link cannot overlap and an ordering among
them is required. Therefore, potentially a binary decision is
needed for every pair of chunks that may traverse a link. If we
assume there are C chunks for a collective problem, there are
O(C2) such decisions per link. Moreover, as the number of
nodes increase, the number of links increase linearly (larger
topology) and the number of chunks for a collective increases
linearly (ALLGATHER) or even quadratically (ALLTOALL).
This large set of variables and constraints leads to infeasible
solver time and memory requirements.

To solve this problem, we divide the synthesis into three
parts. First, the synthesizer solves an optimization problem
to determine the path used by every chunk without fixing any
ordering among chunks, then it heuristically orders the chunks
over every link, and finally, it solves another optimization
problem to determine chunk contiguity. Complete formal
descriptions of each step are in Appendix B.
Step 1: Routing solves a MILP for finding the path of each
chunk independent of other chunks, allowing chunks sent over
a link to overlap. The objective of this MILP is to minimize
the time, which we constrain to be the maximum of two sets
of variables. (1) for each link, the number of chunks that tra-
verse that link multiplied by the transfer time of a chunk over
that link. (2) for the path of each chunk, the summation of
transfer times of the chunk along every link in the path. Note
that this is only a lower bound on the time since we do not
consider link contention or chunk ordering. TACCL also con-
strains each chunk’s path to be via GPU ranks that are on the
shortest paths from their sources to their destinations using
the links the user decided to include in the logical topology. If
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the communication sketch specifies an algorithm symmetry,
TACCL adds the constraints for the symmetric sends. Replac-
ing switches with switch-hyperedges is also applied in this
step. For each switch-hyperedge, a user-provided policy on
the number of unique connections to/form a switch is applied
(see Section 5.2).

TACCL uses Gurobi [20] to solve this MILP and the so-
lution gives every chunk a start_time for each GPU along
its path. Clearly this step solves chunk routing, but only par-
tially solves the chunk scheduling and contiguity problem
and requires follow-up steps (explained next) to account for
ordering the chunks sent over a link as well as minimizing a
costs of sends. However, by using this technique, TACCL’s
synthesizer is able to reduce binary variables needed from
O(C2) to O(C) per link.
Step 2: Heuristic Ordering decides the chunk ordering sent
on each link based on a heuristic. Note that this step is not an
MILP and solely solved by a greedy algorithm. Regardless
of when each chunk becomes available at a GPU, this step as-
signs a total order on the chunks sent over a link l = (src,dst).
This is decided by two heuristic functions. (1) chunks which
need to traverse the longest path from src to their final GPU,
have higher priority. (2) In case there is tie in (1), chunks
which have traversed the shortest path from their initial GPU
to src, have higher priority. This ordering will be used in Step
3 to assign the final schedules.
Step 3: Contiguity and Exact Scheduling solves an MILP
problem to decide which chunks to send contiguously and
gives the exact schedule. The path to be taken by chunks and
their ordering over links have already been determined by the
previous steps which are added as constraints to this MILP.
The start_time and send_time variables are reassigned in this
step by considering both the a and b costs for each transfer.
In this step, the synthesizer allows either sending one chunk
at a time or sending multiple chunks contiguously. This offers
a trade-off between (1) sending the chunks that are available
at the same time for a link according to the ordering in step
2 so that the subsequent sends can be scheduled earlier or
(2) sending the chunks contiguously in one send instruction
to save the latency cost. The objective of this MILP is to
minimize the total time by enforcing all constraints which in
TACCL solved by Gurobi [20]. The solution gives the exact
schedule for each chunk. The details of these constraints and
their formulation are in Appendix B.

5.2 Synthesizer Hyperparameters
TACCL’s synthesizer has some additional parameters that
control the synthesis process. These are provided by the user
to the synthesizer (see Figure 1) through the communication
sketch. Details of each parameter is described in Appendix A.
Buffer Size. TACCL needs the size of input/output buffers
of a collective for the a-b cost model. In ML workloads the
input/output buffer size is a known fixed value.

Chunk Partitioning. The data buffer at each GPU at the start
of the collective can be partitioned into multiple equal chunks.
Each chunk is considered as an atomic scheduling unit by the
synthesizer and different chunks of the same data buffer can
be routed over different links. The semantics of a collective
forces a minimum number of chunks such as ALLTOALL
which needs at least as many chunks as the number of GPU
for each buffer. On one hand, using the minimum number
of chunks is often times ideal for finding latency-optimal
algorithms. On the other hand, providing a higher number of
chunks allows the synthesizer to better utilize the links that
might be idle otherwise which is better for finding bandwidth-
optimal algorithms.

Switch-Hyperedge Policy. TACCL can enforce policies for
the number of connections established over a set of links
in a switch-hyperedge by counting links utilized for data
transfer and setting this count as a part of the MILP objective.
The uc-max policy will maximize the number of connections,
which performs best for small data sizes, while uc-min will
minimize the number of connections, which works well when
the data size is large and congestion is a concern.

5.3 Synthesizing combining collectives
TACCL synthesizes combining collectives (i.e., collectives
that combine chunks like REDUCESCATTER and ALLRE-
DUCE) by utilizing synthesis of non-combining collectives,
similar to the technique used by SCCL [9]. REDUCESCATTER
can be implemented as an “inverse” of ALLGATHER— a send
from a source GPU in ALLGATHER is instead received and
reduced on the source GPU. However, simply inverting the
sends does not work — a GPU may simultaneous send on
different links in an ALLGATHER, but it cannot reduce all re-
ceives together in the inverse case. We thus order the inverse
sends using heuristic ordering followed by contiguity encod-
ing in order to synthesize REDUCESCATTER. ALLREDUCE
is synthesized directly by concatenating REDUCESCATTER
with an ALLGATHER algorithm.

6 Backend

The synthesizer described above generates an abstract algo-
rithm that specifies the order in which the nodes communicate
the various chunks. The goal of the backend is to implement
this abstract algorithm. To do so, we extend NCCL [37] with
an interpreter which we call TACCL runtime. While any
communication algorithm can be trivially implemented using
NCCL’s point-to-point sends and receives, TACCL runtime
enables us to execute the entire algorithm in a single kernel
launch, eliminating multiple launch overheads. In addition,
by reusing NCCL transport mechanisms, TACCL runtime is
able to support all of NCCL’s communication backends such
as IB, Ethernet, NVLink, and PCIe.
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6.1 TACCL runtime
The input to TACCL runtime2 is a TACCL-EF program,
which is an XML format for representing collective algo-
rithms. TACCL-EF programs operate on three buffers: input,
output and scratch. For each buffer, the program specifies the
number of chunks it will be sliced into such that all chunks
are equal size. Every step of the algorithm is expressed in
terms of these chunks.

The program is divided into a set of GPU programs made
up of threadblocks. Each threadblock is made up of a se-
ries of steps that are executed sequentially, with each step
specifying an instruction and operands as indices into the
input/output/scratch buffers. The current instruction set in-
cludes sends, receives (with optional reduction), and local
copies. To simplify the implementation of TACCL runtime,
each threadblock can send to and receive from at most one
GPU. Additionally, threadblocks within a GPU can synchro-
nize by indicating that one step depends on another step,
which will cause the interpreter to wait until the dependency
has completed before executing the dependent step.

The TACCL runtime extends NCCL and it is backward
compatible with its API. Therefore, integrating TACCL run-
time into machine learning frameworks such as PyTorch is a
single line change wherein that change swaps the third-party
NCCL library for TACCL runtime. This allows TACCL to
dynamically swap in collective algorithms generated for any
training/inference workload using torch.distributed.

6.2 Lowering to TACCL runtime
To target TACCL-EF, abstract algorithms are lowered to the
executable format. The sets of sends operating on abstract
chunks that comprise the steps of the algorithm are trans-
formed into pairs of send and receive operations operating
on concrete buffer indices. Furthermore, these operations are
placed sequentially into threadblocks and any necessary de-
pendencies recorded between them.
Buffer allocation. Input and output buffers are preallocated
by the user and passed to the collective. Scratch buffers are
allocated by the TACCL runtime per TACCL-EF. Chunks
are indices in the input, output and scratch buffers. For chunks
that are common for both the input and the output buffers (e.g.
as in ALLGATHER) a local copy from input to the output
buffer is performed at the end.
Instruction generation. The operations of the abstract algo-
rithm are split into two instructions for the sender and receiver
GPU, and chunks are translated into buffer references and in-
dices according to the buffer allocation.
Dependency insertion. TACCL transforms a synthesized
algorithm into the asynchronous execution model of TACCL-
EF and dependencies for each buffer index are inserted to

2Link to code: https://github.com/microsoft/msccl

ensure that the data dependencies present in the abstract algo-
rithm are honored.
Threadblock allocation. Instructions are grouped such that
all of them are either sending to at most one GPU and/or re-
ceiving from at most another GPU (possibly different). Order
of the instructions inside a group should follow the order of
the abstract algorithm. TACCL allocates a threadblock for
each group of instructions.
Instances. NCCL and consequently TACCL runtime cannot
saturate the bandwidth of a link in a topology using a single
threadblock. Thus, TACCL generates multiple instances of
the algorithm to maximize the performance. This is done by
subdividing each chunk into n subchunks that follow the same
path as the parent chunk. All groups of instructions and their
threadblocks are duplicated n times and executed in parallel.
§7.2 explores the performance implications of choices of n.

7 Evaluation

We evaluate algorithms obtained with TACCL for ALL-
GATHER, ALLTOALL, and ALLREDUCE collectives on a clus-
ter of 32 GPUs comprised of two Nvidia DGX-2 nodes or up-
to four Azure NDv2 nodes. To compare performances, algo-
rithm bandwidth [33] measurement is used which is calculated
by input buffer size divided by execution time. We synthesize
TACCL algorithms by exploring different communication
sketches and compare them against the popular Nvidia Collec-
tive Communication Library (NCCL) (v.2.8.4-1). This section
analyzes how different communication sketches impact the
performance of the algorithms synthesized by TACCL. In par-
ticular, we perform ablation studies by varying the inter-node
connections in the logical topology, changing synthesizer hy-
perparameters, and changing the number of instances used
when lowering to TACCL-EF. To evaluate how TACCL’s
speedups translate to end-to-end performance, we use algo-
rithms generated by TACCL in two large language models,
Transformer-XL and BERT. Finally, we discuss the synthesis
time required by TACCL to generate these algorithms.

We believe our focus on up to 32 GPUs covers a large
section of important use cases: in an internal cluster of DGX-
2 nodes at Microsoft, the sum of GPUs in jobs of at most 32
was 93.7% of all jobs in the second half of 2021.

7.1 Standalone Experiments
All our communication sketches for DGX-2 and NDv2 use a
hierarchical symmetry like the one in Example 3.4.

7.1.1 ALLGATHER

ALLGATHER on DGX-2. Figure 6(i) shows the algorithm
bandwidth for TACCL’s synthesized algorithms on two DGX-
2 nodes for each output buffer size and plots it against that of
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Figure 6: ALLGATHER comparisons of NCCL to TACCL’s
best algorithm at each buffer size.

NCCL. We show the speedup of TACCL’s algorithms over
NCCL on the right Y-axis of the plot. We used two different
sketches for this topology which will be explained next.

A DGX-2 node has 16 V100 GPUs (Figure 5c) where each
pair of GPUs share a PCIe switch with a NIC. This makes
it natural to assign one GPU in a pair to be a receiver and
the other to be a sender by eliminating outgoing and incom-
ing links, respectively, in the logical topology. We design a
sketch (dgx2-sk-1) that uses this logical topology, sets chunk
size to 2MB, uses two chunk partitions for each buffer, and
the sets switch-hyperedge policy to uc-min. With this sketch,
TACCL synthesizes an ALLGATHER algorithm for two DGX-
2 nodes. This algorithm almost saturates the inter-node band-
width during the entire run of the algorithm and provides a
20%�25% speedup over NCCL for large buffer sizes in the
256MB - 1GB range.

Next, we design a sketch (dgx2-sk-2) for smaller sizes.
This sketch allows both GPUs in a pair to utilize the shared
NIC. However, local GPU i on each node is only allowed to
send/receive to/from local GPU i on the other node. Since
the IB is shared, we double the b cost for each IB transfer
to 2 ⇤bIB cost. In this sketch, chunk size is set to 1KB and
the switch-hyperedge policy is uc-max. Using this sketch
TACCL synthesizes an algorithm that is 4.9⇥�6.7⇥ faster
than NCCL in the 1KB - 1MB range, and 10%�3.8⇥ faster
than NCCL in the 2MB - 64MB range. On inspecting this al-
gorithm, we found that TACCL’s synthesized algorithm over-
laps inter-node sends with intra-node all-pair ALLGATHER
of node-local data chunks followed by an intra-node all-pair
ALLGATHER of the node-external chunks received over IB.

Figure 6(i) shows the algorithm bandwidth and the speedup
over NCCL baseline for the best of these two sketches for
each output buffer size.

Figure 7: ALLTOALL comparisons of NCCL to TACCL’s
best algorithm at each buffer size.

ALLGATHER on NDv2. The sketch we used, ndv2-sk-1, uses
the logical topology discussed in Example 3.2, in which a
sender and a receiver GPU were dedicated such that they are
on the same PCIe switch as the NIC. We use a single instance
when lowering algorithms into TACCL-EF for data sizes
1MB and below, and use 8 instances for larger data sizes.
Figure 6(ii) compares the synthesized algorithms to NCCL
on two Azure NDv2 nodes. TACCL’s synthesized algorithms
are 12%� 35% faster than NCCL for buffer sizes of 1KB
- 1MB, and 61%� 3.4⇥ faster than NCCL for sizes larger
than 1MB. These algorithms better saturate the inter-node
bandwidth thanks to the dedicated send/receiver GPUs.

We similarly synthesize ALLGATHER algorithms for four
NDv2 nodes and present the results in Figure 11(i) in Ap-
pendix C. These algorithms are 10%�2.2⇥ faster than NCCL
depending on buffer size.

7.1.2 ALLTOALL

ALLTOALL on DGX-2. We explore the synthesis of ALL-
TOALL algorithms by reusing the dgx2-sk-2 communication
sketch designed in the previous section. Figure 7(i) compares
the resulting algorithm on two DGX-2 nodes. The synthe-
sized algorithm using this sketch performs up-to 15% faster
than NCCL for batch sizes of 2MB and larger. For this sketch,
TACCL’s synthesizer coalesces chunks sent in inter-node
transfer in this algorithm, which reduces the latency of trans-
fers over IB. TACCL also uses a communication sketch with
chunk size set as 1KB and a logical topology where GPUs
have links to all other GPUs connected via the NIC (dgx2-sk-
3). This algorithm is up-to 55% faster than NCCL for small
buffer sizes ranging from 1KB to 16KB.
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Figure 8: ALLREDUCE comparisons of NCCL to TACCL’s
best algorithm at each buffer size.

ALLTOALL on NDv2. Figure 7(ii) shows a comparison of
TACCL’s best algorithms for ALLTOALL on two Azure NDv2
nodes against NCCL. We reuse the communication sketch
ndv2-sk-1 and set the chunk size to 1MB. The generated
algorithms run 53%�66% faster than NCCL for buffer sizes
between 16MB - 1GB We explore another sketch (ndv2-sk-2)
with a logical topology in which all GPUs in a node are fully-
connected to all the GPUs in the other node and set chunk
size as 1KB. The algorithm generated by TACCL using this
sketch performs up-to 12% faster than NCCL for buffer sizes
from 1KB to 128KB.

For four NDv2 nodes, TACCL’s synthesized algorithms
uses communication sketch ndv2-sk-1 and they are up-to 46%
faster than NCCL for buffer size greater than 1MB, as shown
in Figure 11(ii) in Appendix C.

7.1.3 ALLREDUCE

ALLREDUCE on DGX-2. As discussed in Section 5.3,
TACCL composes REDUCESCATTER with ALLGATHER to
implement ALLREDUCE and an algorithm for REDUCESCAT-
TER can be constructed by inverting an ALLGATHER algo-
rithm. Figure 8(i) shows the performance of TACCL al-
gorithms on two DGX-2 nodes. The ALLREDUCE synthe-
sized from the ALLGATHER using dgx2-sk-2 is 49%�6.4⇥
faster than NCCL for buffer sizes ranging from 1KB - 4MB.
TACCL’s generated algorithms by using other communica-
tion sketches like dgx2-sk-1 are 2%�37% faster than NCCL
for buffer sizes ranging from 16MB - 256MB. For buffer
sizes of 512MB and greater, our algorithms are at most 9%
slower than NCCL. This is because NCCL uses the more
optimized fused communication instructions (such as receive-
reduce-copy-send) in its ALLREDUCE communication which

are unavailable in TACCL’s lowering. We leave these such
further optimizations for future work.
ALLREDUCE on NDv2. These algorithms are based on the
ALLGATHER synthesized from the ndv2-sk-1 sketch and use
two versions with 1 and 8 instances. Figure 8(ii) compares
them to NCCL on two NDv2 nodes. The single instance
TACCL algorithm outperforms NCCL’s ALLREDUCE by up
to 28% for buffer sizes of up to 1MB, while the 8 instance
algorithm outperforms NCCL by 28%�2.7⇥ for larger sizes.

On 4 NDv2 nodes, as shown in Figure 11(iii) in Ap-
pendix C, the TACCL algorithms are up to 34% faster than
NCCL for small buffer sizes and 1.9⇥�2.1⇥ faster than
NCCL for larger buffer sizes.

7.2 Impact of Varying Synthesizer Inputs
In this section, we explore modifications to communication
sketches, as well as the synthesizer hyperparameters and the
instances for the lowering, in order to understand their impact
on the performance of the synthesized algorithms. Our aim is
to demonstrate that the controls offered by TACCL have in-
tuitive effects on the resulting algorithms, which is necessary
for effectively communicating user intuition to TACCL.

We present our analysis for the ALLGATHER collective on
two Nvidia DGX-2 nodes. Unless mentioned otherwise, we
use the following communication sketch as the baseline: same
logical topology as dgx2-sk-1, chunk size set to 1MB, data
partitioning set to 1, and the switch-hyperedge policy set to
uc-max.
Changing logical topology. We create a logical topology
with a dedicated sender and receiver GPU similar to dgx-sk-
1 except we allow a sender to be connected to n different
receivers in the other node. Figure 9a shows the algorithm
bandwidth of ALLGATHER obtained by varying n, the number
of IB connections per GPU, for a fixed chunk size of 1KB,
32KB, and 1MB. For a 1KB chunk size, we found the algo-
rithm that uses 8 IB connections per NIC performs better
than algorithms using fewer connections. As the chunk size
increases to 32KB and 1MB, the optimal number of IB con-
nections per NIC reduces to 4 and 1, respectively. The benefits
of link sharing shrink as the chunk size increases and b-cost
starts dominating over the a-cost.
Changing transfer cost using chunk size. We analyze the
sensitivity of TACCL’s synthesizer to the data size provided
in the communication sketch when its algorithms are applied
on a communication using a different data size. Figure 9b
shows the performance of ALLGATHER algorithm for three
different chunk sizes (1KB, 32KB, and 1MB). Algorithms
generally perform well for a range of data sizes close to what
they have been synthesized for. We recommend trying a small
set of nearby sizes to ensure the best performance.
Changing data partitioning. Figure 9c shows the algorithm
bandwidth of algorithms generated by partitioning data on
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(a) Logical topology (b) Chunk size

(c) Data partition (d) Switch-hyperedge strategies (e) Runtime instances

Figure 9: Algorithm bandwidth of ALLGATHER algorithms on DGX-2 by varying different inputs to TACCL

each GPU into a single or two chunks. We set the switch-
hyperedge policy to uc-min and fix number of instances to
8. At a large buffer size of 1GB, the algorithm generated for
two data chunks utilizes bandwidth better as compared to the
algorithm generated for a single data chunk per GPU.

Changing switch-hyperedge policy. Figure 9d shows the
algorithm bandwidth for algorithms generated and evaluated
for 1KB, 32KB, and 1MB chunks. The algorithm bandwidth is
displayed in log-scale. We vary the switch-hyperedge policy
between uc-max and uc-min. For smaller buffer sizes, the
uc-max configuration performs better than uc-min, whereas
for larger buffer sizes, uc-min performs better than uc-max.

Changing number of instances. Figure 9e shows algorithm
bandwidth with instances ranging from 1 to 8. The switch-
hyperedge policy for these algorithms is set to uc-min. In-
creasing the number of instances improves bandwidth utiliza-
tion — multiple threadblocks seem to be needed to keep the
six NVLinks in a V100 busy. However, a larger number of
threadblocks also increases latency, which we suspect is due
to unfavorable scheduling of synchronization related mem-
ory operations onto the NVLinks at the start of each send.
Since latency cost dominates for small buffer sizes, using a
large number of instances only increases the latency cost. As
the buffer size increases, the bandwidth improvements due to
more instances become predominant. Since switch-hyperedge
policy and number of instances have a similar relation with
chunk sizes, we always run uc-max algorithms with a single
instance and uc-min algorithms with 8 instances.

(a) Transformer-XL

(b) BERT

Figure 10: Training throughput using TACCL’s collective
algorithms on Transformer-XL and BERT compared against
NCCL on 2 and 4 Azure NDv2 nodes. Speedup over NCCL
is mentioned on top of the bars.

7.3 End-to-End Training.

We evaluate TACCL on distributed training of two large lan-
guage models, Transformer-XL [4, 13] and BERT [3, 15], on
two (and four) Azure NDv2 nodes, i.e. 16 (and 32) GPUs.
Transformer-XL uses data parallelism and whereas BERT
uses model parallelism. The typical transfer sizes for ALLRE-
DUCE in Transformer-XL is in the 20 - 40MB range, and
for BERT it is about 2MB. Both models communicate with
torch.distributed and, as explained in Section 6, using
TACCL algorithms in them is quite straightforward.

We lower the algorithm synthesized by the synthesizer
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AllGather
Sketch Time(s)

dgx2-sk-1 35.8
dgx2-sk-2 11.3
ndv2-sk-1 2.6

AlltoAll
Sketch Time(s)

dgx2-sk-2 92.5
ndv2-sk-1 1809.8
ndv2-sk-2 8.4

AllReduce
Sketch Time(s)

dgx2-sk-1 6.1
dgx2-sk-2 127.8
ndv2-sk-1 0.3

Table 2: Synthesis time for TACCL algorithms for different
collectives using different communication sketches.

into TACCL-EF with 1 and 8 instances, and show the per-
formance of both against NCCL. Figure 10a and Figure 10b
show the training throughput obtained by using TACCL’s
collective algorithms for communication instead of NCCL for
Transformer-XL and BERT respectively for different batch
sizes. TACCL speeds up training of Transformer-XL by
11%� 1.94⇥ on 2 nodes and by 2%� 1.44⇥ on 4 nodes.
The speedup for BERT is 12% � 2.36⇥ on 2 nodes and
7%�1.74⇥ on 4 nodes. Depending on the memory available
per GPU and on how the batch size affects model accuracy,
any of these batch sizes might be chosen for use in practice.

We also use algorithms synthesized by TACCL for ALL-
TOALL and ALLREDUCE collectives for training an inter-
nal Microsoft’s mixture-of-experts workload on two NDv2
nodes. The ALLTOALL and ALLREDUCE sizes required for
this model are ⇡ 6MB and ⇡ 256MB, respectively. TACCL
improves the end-to-end throughput of this model by 17%.

7.4 Synthesis Time
Table 2 shows the total time it takes for TACCL to synthe-
size algorithms for different collectives using some of the
communication sketches mentioned in Section 7.1. In most
cases synthesis takes from seconds to a few minutes, making
it amenable to a human-in-the-loop approach. When synthe-
sizing an ALLTOALL collective using some communication
sketches, TACCL’s contiguity encoding may take more time
in proving the optimality of a feasible solution. We put a time
limit of 30 minutes on the contiguity encoding in these cases.
The contiguity encoding for sketch ndv2-sk-1 reaches this
timeout, but a feasible solution was already found in 4min
14s. We have also been able to synthesize an ALLGATHER
for 80 GPUs (10 NDv2 nodes) in under 8 minutes.

8 Related Work

The MPI standard provides a set of collective communication
algorithms that enable efficient distributed computations of
interconnected nodes [16]. The HPC community has focused
on the efficient implementation of these MPI collective al-
gorithms [40, 50] and demonstrated how to build optimized
algorithms for specific interconnects, like mesh, hypercube, or
fat-tree [7,8,41]. In contrast to TACCL, these prior works as-
sume homogeneous interconnects and are often only focused
on bandwidth optimality. Hybrid algorithms [7, 10] combine

bandwidth- and latency-optimal algorithms based on input
sizes, but only qfor mesh networks.

NCCL [37] is a GPU implementation of a subset of the
standard MPI collectives, optimized for NVLINK and Infini-
band interconnects. While NCCL uses the topology of GPU
connections and NIC placement along with buffer size to de-
cide between two main types of communication algorithms —
Ring and Tree, it is agnostic to the exact performance profile
of the links, and thus (as we show) is often multiple times
slower than TACCL’s topology aware collectives.

Recent works like SCCL [9], Blink [51], and Plink [29] spe-
cialize algorithms for the underlying topology. SCCL solves
an integer programming encoding based on discrete-time val-
ues in the form of steps and rounds of the algorithm in order to
achieve the pareto-frontier of latency- and bandwidth-optimal
algorithms. SCCL is able to synthesize a novel pareto-optimal
ALLGATHER algorithm for an Nvidia DGX1 node, but its re-
strictive formulation constrains it to only only synthesize
algorithms for single-node topologies. TACCL on the other
hand synthesizes collective algorithms for multi-node topolo-
gies. Blink uses a heuristic spanning-tree packing algorithm
to maximize bandwidth utilization within a node and a hier-
archical approach across. Blink has good performance over
NCCL in the case when NCCL cannot create rings spanning
all GPUs inside a node. TACCL, on the other hand, outper-
forms NCCL when using the entire node of GPUs. Plink
constructs a logical topology based on bandwidth and latency
probes of the physical topology to avoid oversubscribed and
congested links and searches for a reasonable clustering of
nodes for a two-level hierarchical reduction strategy. Plink
builds that hierarchical reduction from known primitives and
does not search over the space of possible algorithms.

There are also hierarchical approaches to implement col-
lectives [12, 29, 42, 51]. For example, Horovod [42] imple-
ments an ALLREDUCE by a local ReduceScatter, a global
ALLREDUCE, and then a local ALLGATHER. These meth-
ods do not search over possible algorithms, but instead pick
from a known set of decompositions. Concurrent to our work,
Ningning et al. [52] use syntax guided synthesis to combine
base MPI primitives among a subset of nodes to hierarchi-
cally generate larger MPI primitives for the entire network. In
contrast, TACCL uses a fine grained approach for algorithm
synthesis while using communication sketches for scalabil-
ity. Combining these two complementary approaches is an
interesting opportunity for future work.

Program sketching [24, 47, 49] is a popular technique that
has been applied to a variety of problems from synthesizing
stencil computations [48], converting hand drawings to im-
ages [17] to social media recommendations [11]. Our work
builds on this body of work to use sketching to effectively
search a large space of communication algorithms.

Lastly, network flow problems have used linear program-
ming to solve routing and scheduling problems for traffic
engineering [22, 23, 25,44,46] and topology engineering [45].

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    605



These techniques, however, cannot be used for generating col-
lective algorithms since communication collectives do not fol-
low all flow properties. Non-source GPUs in a collective can
send the same chunk over different links in parallel while hav-
ing received that chunk only once, which violates an important
flow-conservation property used extensively in network flow
problem literature. TACCL on the other hand makes use of
communication sketches and an encoding relaxation tech-
nique to solve a continuous-time integer linear programming
that faithfully models communication collectives.

9 Conclusion and Future Work

TACCL is a topology and input-size aware collective commu-
nication library for multi-node distributed machine learning
training and inference. TACCL uses user-provided commu-
nication sketches to guide synthesis of collective algorithms.
Using a three-step technique of relaxed routing, heuristic or-
dering, and contiguity and exact scheduling, TACCL gener-
ates efficient collectives for multi-node topologies. We also
make some brief observations about TACCL below:

Scalability. TACCL can synthesize algorithms for large-
scale nodes - we have been able to synthesize an ALLGATHER
algorithm for 8 Azure NDv2 nodes using TACCL in under
5 minutes. As compared to NCCL, this algorithm has up-
to 1.7⇥ higher algorithm bandwidth for different data sizes.
We also evaluated TACCL’s synthesis for 8 Nvidia DGX-2
nodes (128 GPUs) and found a solution in around 11 hours.
While TACCL scales to multi-node topologies, the synthesis
technique is still based on solving an NP-hard problem that
grows exponentially with a quadratic power with scale. As
a future work, we would like to scale TACCL further by
hierarchically composing synthesized algorithms.

Generality across different topologies. Apart from hier-
archical topologies like Nvidia DGX-2 and Azure NDv2,
TACCL can also be applied to non-hierarchical topologies
like a 2D-Torus. We were able to synthesize an ALLGATHER
algorithm for a 2D 6⇥8 Torus using TACCL. We made use of
the symmetry attribute in communication sketches to explore
synthesis for this topology. However, the amount of explo-
ration we can do with different communication sketches may
be more limited in these cases than for hierarchical topologies.

Exploring communication sketches. Communication
sketches have proven effective in narrowing the search space
of algorithms. Interestingly, different communication sketches
can optimize different ranges of input sizes. Communication
sketches reflect the intuition of developers, and by intelli-
gently exploring the space of communication sketches we can
obtain a range of collective algorithms with different perfor-
mance characteristics. Learning an automated controller for
exploring communication sketches is an interesting direction
for collective algorithm synthesis in the future.

To conclude, TACCL uses the abstraction of communica-
tion sketches and a novel problem formulation to generate
efficient algorithms for collectives like ALLGATHER, ALL-
TOALL, and ALLREDUCE. The algorithms thus generated are
up-to 6.7⇥ faster than the state-of-the-art NCCL and result
in 11%�2.4⇥ faster end-to-end training time.
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Appendix

A Communication Sketch Input

TACCL adopts a user-in-the-loop approach where algorithm
designers provide a communication sketch to guide communi-
cation algorithm synthesis by TACCL. TACCL’s synthesizer
takes in a profiled topology provided by TACCL profiler
along with a communication sketch provided by a human-
in-the-loop. A communication sketch comprises of a logical
topology, switch-hyperedge strategy, symmetry information,
input size, and other hyperparameters. Listing 1 gives an ex-
ample of how users can provide a communication sketch input
to the TACCL synthesizer. Here, we show an example of the
communication sketch dgx2-sk-1 used in the evaluation to
synthesize an ALLGATHER algorithm for 2 Nvidia DGX-2
nodes (each node has 16 GPUs and 8 NICs, every two GPUs
in the node share a NIC).

The sketch annotates the NVSwitch in each node and sets
a uc-min switch-hyperedge strategy. Further, the inter-node
sketch fixes the sender and receiver GPUs in a node for inter-
node data transfers. In our example, the odd-numbered GPUs
sharing a NIC are chosen as senders and the even-numbered
GPUs are chosen as receivers for inter-node communication.
The user also annotates how the inter-node relay GPUs would
split the inter-node bandwidth using a beta_split attribute.
Since only a single GPU per NIC is chosen in our example to
perform inter-node send and similarly receive, the bandwidth
is not split. Optionally, the user can also map chunks to sender
GPUs so that only mapped GPUs are used for inter-node trans-
fers for the chunk. The chunk_to_relay_map attribute defines
the parameters for the mapping function. The communication
sketch also allows users to play with rotational symmetry for
data routing. Given a symmetry offset and a group size, a
chunk transfer over a link is set to be equivalent to a rota-
tionally symmetric chunk over a rotationally symmetric link.
In our example of the symmetry_offset attribute, using [2,16]
fixes an intra-node symmetry with an offset of two, and using
[16,32] fixes a symmetric data transfer pattern between the
two DGX-2 nodes. Hyperparameters like input data partition-
ing and input size can also be provided via the communication
sketch.

Listing 1: Example sketch dgx2-sk-1 for ALLGATHER

{
// sketch for intra-node policy
"intranode_sketch": {

"strategy": "switch",

"switches":
[[0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15]],

"switch_hyperedge_strategy": ["uc-min"]
},

// sketch for communication policy between any
two nodes

"internode_sketch": {
"strategy": "relay",
"internode_conn": {"1" : [0], "3" : [2], "5"

: [4], "7" : [6], "9" : [8], "11" :
[10], "13" : [12], "15" : [14]}, // "i":
[j1, j2] implies GPU i in a node will
only send data to GPU j1 and j2 of
another node

"beta_split": {"1": 1, "3": 1, "5": 1, "7" :
1, "9" : 1, "11" : 1, "13" : 1, "15" :
1}, // "i": n implies inter-node sends
from a GPU i of a node will use 1/n-th
of the inter-node bandwidth

"chunk_to_relay_map": [2,1] // maps chunk to
a sender relay GPU. [r1,r2] means chunk
c will be send to another node via GPU
(rp//r1)*r1 + r2, where rp is the
precondition GPU for chunk c

},

// enforces rotational symmetry.
// [(o,g), ..]: o is the rotational offset and

g is the group size for the rotational
symmetry.

// : eg. send(c,src,r) == send( (c + o)%g, (src
+ o)%g, (r + o)%g)

"symmetry_offsets": [[2, 16], [16, 32]],

"hyperparameters": {
"input_chunkup": 2, // Data at each GPU is

partitioned into 2 chunks that can be
independently routed

"input_size": "1M"
}

}

B TACCL Synthesizer in Detail

As explained in Section 5, TACCL’s synthesizer has rout-
ing, heuristic ordering, and contiguity and exact scheduling
stages. We provide a detailed description of each of these
stages in this section. We first formally introduce some terms
that we will use later. Let C denote the set of chunks that
are required to be routed in the algorithm for collective coll.
Let R denote the set of GPU ranks involved in coll. Let
coll.precondition and coll.postcondition denote the precon-
dition and post-condition of the collective respectively.The
tuple (c,r) 2 coll.precondition,c 2 C ,r 2 R , if chunk c is
present at rank r at the start of the collective. Similarly, the

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    609



(c,r) 2 coll.postcondition if chunk c has to be present at rank
r at the end of the collective. Further, let L denote the set of
links, such that (r1,r2) 2 L ,r1 2 R ,r2 2 R if there exists
a link from rank r1 to rank r2 in the logical topology deter-
mined by the topology and communication sketch. Let S send

r
denote the set of switched destinations for rank r, such that
dst 2 S send

r if link (r,dst) is a part of a switch-hyperedge. Sim-
ilarly, S recv

r denotes the set of switched sources for rank r, such
that src 2 S recv

r if link (src,r) is a part of a switch-hyperedge.
a(r1,r2), b(r1,r2) are the alpha and beta costs respectively
of the link (r1,r2) 2 L . The term lat(r1,r2) is the sum of
a(r1,r2) and b(r1,r2) cost of the link, which denotes the
total transfer cost of a single chunk over link (r1,r2). Table 3
lists the variables that the TACCL’s synthesizer solves for.
We will describe each variable in detail in this section.

B.1 Routing
The main aim of the routing stage is to give us the path
that every chunk takes in the collective. Our objective is to
minimize the time (denoted by continuous variable time) it
takes to reach the post-condition of the collective.

Minimize time (1)

The time taken for the collective algorithm is the latest time
at which a chunk becomes available on a rank that is in the
post-condition of the collective. We use a continuous variable
start[c,r] to denote the time that chunk c becomes available
on rank r, and end up with the following constraints for time

time � start[c,r] 8(c,r) 2 coll.postcondition (2)

For chunks on ranks that belong to the collective’s precon-
dition, we set the start time to zero.

start[c,r] = 0 8(c,r) 2 coll.precondition (3)

We also add correctness constraints in our formulation for
routing - chunks are sent from a GPU rank only after they
have been received on that rank. We introduce a continuous
variable send[c,src,r] to denote the time of sending chunk c
from rank src to rank r and add the following constraint to
our formulation:

send[c,src,r]� start[c,src] 8c 2 C 8(src,r) 2 L (4)

We use a binary variable is_sent[c,src,r] to indicate if
chunk c is sent over the link (src,r) in our algorithm. We
note that the routing stage does not strictly respect bandwidth
constraints of any link - the generated solution may send two
chunks simultaneously over a link at the time cost of one
chunk. The chunk start time on a rank will be determined
only by the chunk send time on the source, independent of
other chunk transfers on the link (eq. 5). LHS!RHS in the

equation signifies an indicator constraint, i.e., if LHS is 1,
RHS will hold.

is_sent[c,src,r]!start[c,r] = send[c,src,r]+ lat(src,r)
8c 2 C 8(src,r) 2 L

(5)

Instead of bandwidth constraints, this encoding uses relaxed
bandwidth constraints. They are expressed by aggregating
the link transfer time of all chunks sent over a link and using
it to to lower bound the total time of the algorithm (eq. 6). For
switched connections, the total time is lower bounded by the
sum of link transfer times of all chunks sent over all switched
outgoing links from a source, and also by the sum of link
transfer times for chunks received from all incoming links to
a destination (eq. 7 and eq. 8).

time � Â
c2C

(lat(src,r)⇤ is_sent[c,src,r]) 8(src,r) 2 L

(6)

time � Â
c2C

Â
dst2S send

r

(lat(r,dst)⇤ is_sent[c,r,dst]) 8r 2 Ssend

(7)

time � Â
c2C

Â
src2S recv

r

(lat(src,r)⇤ is_sent[c,src,r]) 8r 2 Srecv

(8)

Based on the communication sketch, we also add con-
straints for uc-max and uc-min strategies for switch-
hyperedges to maximize and minimize the number of links
utilized in a switch respectively. We introduce a new binary
variable is_util[src,r] for links (src,r) that are a part of a
switch-hyperedge. This variable is 1 if any chunk is sent over
link (src,r), and 0 otherwise.(eq. 9 and eq. 10). According to
the switch-hyperedge strategy, we add this variable, weighted
with a small constant g, to the objective function (eq. 11). g is
negative for uc-max and positive for uc-min.

is_util[src,r]>= is_sent[c,src,r] 8c 2 C8(src,r) 2 L
(9)

is_util[src,r]<= Â
8c2C

is_sent[c,src,r] 8(src,r) 2 L (10)

Minimize time+ g⇥ ( Â
(src,r):switched links

is_util[src,r])

(11)

We also add symmetry constraints according to the symme-
try offsets provided by user in the communication sketch. For
a chunk c and link (src,r), we identify a rotationally symmet-
ric chunk ĉ and link ( ˆsrc, r̂) and add the following constraints:

start[c,r] = start[ĉ, r̂] (12)
send[c,src,r] = send[ĉ, ˆsrc, r̂] (13)

is_sent[c,src,r] = is_sent[ĉ, ˆsrc, r̂] (14)
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MILP Variables Explanation
Routing
time time spent in the collective algorithm
start[c,r] time at which chunk c becomes available at GPU r
send[c,src,r] time at which chunk c is sent from GPU src to GPU r
is_sent[c,src,r] indicates if chunk c is sent from GPU src to GPU r
is_util[src,r] indicates if any chunk is sent from GPU src to GPU r

Contiguity
is_together[c,o,r] indicates if chunks c and o are sent to GPU r together

from the same source, thus sharing the bandwidth and
reducing the latency cost of transfer

Table 3: Variables used in TACCL’s MILP formulation. Vari-
ables with prefix is_ are binary variables and others are con-
tinuous variables.

Further, for chunks that start on one node and have a final
destination on another node, we add inter-node transfer con-
straints which specify that at least one inter-node link will be
used to transfer that chunk.

Â
(r1,r2)2L :r12node1,r22node2

is_sent[c,r1,r2]� 1 (15)

B.2 Ordering Heuristics
We start the heuristic ordering by determining the paths each
chunk takes using the solution of the path encoding. We then
consider the first link in every path as a candidate for schedul-
ing a chunk transfer. Using heuristics like chunk-with-shortest-
path-until-now-first and chunk-with-longest-path-from-now-
first, we select a path (and thus a chunk) which should be
scheduled in this round. We keep a running estimate of link
time, which is the earliest time at which a chunk can be sched-
uled over the link. We also keep a running estimate of chunk
time, which is the earliest time at which the next link transfer
can be scheduled for a chunk. At the start, the link time for ev-
ery link is 0 and the chunk time for every chunk is 0. When a
path is chosen in the first round, the chunk associated with the
path is scheduled to traverse the first link in the path. The link
time of that link increases by link latency and chunk time of
that chunk increases by link latency. The link candidate from
the selected path is also updated to be the next link in the path.
For the next rounds, we decide which path’s candidate link to
schedule next using the tracked link and chunk times along
with the scheduling heuristics. This keeps going until we have
scheduled a data transfer over all the links in all the paths.
We find that the best heuristics differ for architectures with
NVLinks and those with NVSwitches, in terms of whether to
start selecting links to schedule in the same order as the paths
or in the opposite order of the paths. The heuristic ordering
has the following three outputs:

• chunk_order(r1,r2), an ordered list of chunks trans-
ferred along each link (r1,r2). If chunk c1 is present

before chunk c2 in chunk_order(r1,r2), it denotes that
c1 is scheduled to be sent before c2 over link (r1,r2).

• switch_send_order(r), an ordering on the chunks sent
from a switch source r to any of the switch destinations
dsts. If (c1,dst1) is present before tuple (c2,dst2) in
switch_send_order(r), it means that a send of c1 over
link (r,dst1) should be scheduled before a send of chunk
c2 over link (r,dst2).

• switch_recv_order(r), an ordering on the chunks re-
ceived on a switch destination r from any of the
switch sources srcs. If (c1,src1) is present before tu-
ple (c2,src2) in switch_recv_order(r), it means that a
receive of c1 over link (src1,r) should be scheduled be-
fore a receive of chunk c2 over link (src2,r).

B.3 Contiguity and Exact Scheduling
Finally, we describe the formulation for the contiguity and
exact scheduling stage. Given the link and switch ordering
from the heuristic ordering stage, the aim of this stage is
to find the sweet spot in the trade-off between lower link
latency by sending multiple data chunks contiguously as a
big data chunk and reduced pipelining benefits due to the big
data-chunk transfer. We provide the main set of constraints
in our formulation below, leaving out other less important
constraints.

Our objective is still to minimize the time of the collective
and constraints eq. 1-eq. 4 must still hold in this formulation.
We add a new binary variable is_together(c1,c2,r) for all
chunks c1 and c2 that are sent over the same link to rank r.
If is_together(c1,c2,r) is 1, chunks c1 and c2 are sent as a
single data-chunk over a link to rank r.

is_together[c,o,r]!send[c,src,r] = send[o,src,r]
8c,o 2 chunk_order(src,r) 8(src,r) 2 L

(16)

The transfer time of a data chunk c along a link (src,r) will
be determined by all other data chunks that it has to travel
together with:

lat[c,src,r] =a(src,r)+b(src,r)⇤
( Â

o2chunk_order(src,r)
is_together[c,o,r])

8c 2 chunk_order(src,r) 8(src,r) 2 L
(17)

start[c,r] =send[c,src,r]+ lat[c,src,r]
8c 2 chunk_order(src,r) 8(src,r) 2 (L)

(18)

We also add strict bandwidth constraints for this formu-
lation, allowing only one data chunk per link transfer time
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if the data chunks are not sent contiguously over the link.
Let pos(c,src,r) determine the position of chunk c in the
chunk_order(src,r), then

¬is_together[c,o,r]!send[o,src,r]�send[c,src,r]
+lat[c,src,r] 8c 2 chunk_order(src,r)

8o 2 chunk_order(src,r)
if pos(o,src,r)� pos(c,src,r) 8(src,r) 2 L

(19)

Similarly, we add bandwidth constraints for switch, allow-
ing a source to send data to only one switched destination at
a time, and a receiver to receive data from only one switched
sender at a time. Let sw� pos� send(c,r,dst) determine the
position of tuple (c,dst) in the switch_send_order(r), and
let sw� pos� recv(c,src,r) determine the position of tuple
(c,src) in the switch_recv_order(r), then,

send[o,r,dsto]�send[c,r,dstc]+ lat[c,r,dstc]
8(c,dstc) 2 switch_send_order(r)
8(o,dsto) 2 switch_send_order(r)

if sw-pos-send(o,r,dsto)� sw-pos-send(c,r,dstc)

8r 2 S send

(20)

send[o,srco,r]�send[c,srcc,r]+ lat[c,srcc,r]
8(c,srcc) 2 switch_recv_order(r)
8(o,srco) 2 switch_recv_order(r)

if sw-pos-recv(o,srco,r)� sw-pos-recv(c,srcc,r)
8r 2 S recv

(21)

C Standalone Experiments on Four Azure
NDv2 Nodes

Figure 11 shows additional algorithm bandwidth and the
speedup over NCCL graphs of TACCL for ALLGATHER,
ALLTOALL, and ALLREDUCE on 4-node NDv2 cluster. We
synthesize all collectives using the ndv2-sk-1 communication
sketch (see Section 7.1 for details), and lower them using 1
or 8 instances. We plot the best of the two algorithms over
different buffer sizes.

TACCL’s ALLGATHER algorithms are 10%�2.2⇥ faster
than NCCL across all buffer sizes. For ALLTOALL, the ndv2-
sk-1 sketch is most effective for large buffer sizes, and helps
generate algorithms that are up-to 46% faster than NCCL for
buffer size greater than 1MB. TACCL ALLREDUCE algo-
rithms are up-to 34% faster than NCCL for small buffer sizes
and 1.9⇥�2.1⇥ faster than NCCL for larger buffer sizes.

Figure 11: Algorithm bandwidth of TACCL algorithms compared
against NCCL (left Y-axis) and their speedup over NCCL (right
Y-axis) for ALLGATHER, ALLTOALL, and ALLREDUCE collectives
on four NDv2 nodes.
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Abstract
We have witnessed a rapid growth of programmable switch
applications, ranging from monitoring to security and offload-
ing. Meanwhile, to safeguard the diverse network behaviors,
researchers have developed formal verification techniques
for high assurance. As a recent advance, network devices
have become runtime programmable, supporting live program
changes via partial reconfiguration. However, computing a
runtime update plan that provides safety guarantees is a chal-
lenging task. FlexPlan is a tool that identifies step-by-step
runtime update plans using program synthesis, guaranteeing
that each transition state is correct with regard to a user speci-
fication and feasible within switch memory constraints. It de-
velops novel, domain-specific techniques for this task, which
scale to large, real-world programs with sizable changes.

1 Introduction
Programmable switches accelerate the velocity of change and
facilitate innovation [11, 12, 14]. The community’s ideal is
to develop and deploy new features quickly in the network,
without upgrading switch hardware. This has led to two syn-
ergistic lines of pursuit. On one hand, researchers have seized
this opportunity to develop a slew of switch applications, such
as monitoring [24,48], security [31,54,55,58], advanced rout-
ing [25, 33, 41], and offloading [27, 28]. On the other hand, to
mitigate the potential risks of frequent changes, formal ver-
ification of switch programs promises to eliminate network
bugs and provide high assurance [13, 18, 38, 51]. Combined,
the two lines of work pave the way toward a featureful and
reliable network infrastructure.

As of late, network programmability is at a new inflection
point. Whereas traditional P4 programmable switches [10]
require offline procedures for program updates (e.g., draining
user traffic, reflashing the data plane with a new program, and
undraining traffic), runtime programmable switches [4, 19, 52,
53] increase the benefits of programmability even further by
supporting live program changes. Upon an update request
(e.g., due to tenant requirements or infrastructure upgrades),
the switch program is modified online to effect the change, by
incrementally adding and removing match/action tables in a
running program based on the “delta” [19, 53]. Compared to
the approach of recompiling the changed program and reflash-
ing the data plane from scratch, runtime updates enable rapid
deployment of new features. Runtime programmability has
become available in a variety of targets [19, 52, 53], including
commercial off-the-shelf switch ASICs [3, 5, 9].

However, runtime programmability introduces another

layer of correctness concerns. It is known that live net-
work updates come with risks—they result in intermediate
states with different behaviors from the initial and final net-
works [29, 44, 45]. Even in a traditional network, updates
must be carefully staged to ensure that the transition is free of
error [36]. This risk and the challenges it raises are only mag-
nified in programmable switch updates. A step-by-step update
to a deployed P4 program, while the switch is in use, could
expose partial and potentially unsafe program snapshots to
user traffic. For instance, if not careful, an old ACL table may
have been removed before the updated ACL is installed, lead-
ing to a transient program snapshot without access control.
Although we could attempt to make all changes in a single
step and avoid intermediate states, in practice, this is only
feasible for minuscule updates. The “delta” corresponding to
the update needs to be prepared in the switch scratch memory
before activated [6, 53]; thus, this leads to a resource utiliza-
tion peak that may exceed the available memory. A large delta
often needs to be broken down into smaller steps, where each
step prepares and applies only a fraction of the change [53].

To safeguard runtime network updates, we must again rely
on formal reasoning techniques. Existing work in runtime
programmability either asks the user to prescribe step-by-
step updates [19] or employs algorithms that do not provide
semantic guarantees [53]; thus, they do not offer the same
level of assurance. Existing verification work, on the other
hand, focuses on certifying the correctness of a single P4
program [18, 38, 51], but cannot help identify a correct-by-
construction sequence for program transition. Thus, these
verification techniques cannot guarantee the correctness of
intermediate program snapshots during a transition, and bugs
could be unwittingly introduced into the network. We believe
that customizing program synthesis techniques to this new
problem domain will bear much fruit. If we can formally
synthesize a safe (i.e., conforming to a specification) and
feasible (i.e., within switch resource limits) transition plan,
then we can be confident about its effect on the network.

We develop such a tool called FlexPlan. It takes in a P4
program with annotated changes and a user specification, and
produces such a transition plan. FlexPlan draws inspirations
from a powerful approach to program synthesis—CEGIS, or
counterexample-guided inductive synthesis [47]—and devel-
ops a variety of domain-specific techniques for our problem
at hand. At a high level, the CEGIS algorithm navigates the
search space by iterating between a “proposal” phase, which
suggests potentially correct programs (e.g., transition plans),
and a “verification” phase, which proves or disproves the
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proposals. The verification phase also produces counterex-
amples (i.e., packets) upon failure, which are learned by the
next proposal to guide the search. CEGIS has found success
in many synthesis problems [17] and more recently, in net-
working [13, 22, 59]. However, runtime programmable switch
updates raise distinct challenges that require novel designs.

The first challenge stems from the fact that FlexPlan needs
to synthesize not just one single program but a sequence of
program snapshots; further, each snapshot must successively
modify the previous one safely and stay within the resource
constraints. To cast this into a CEGIS framework, we de-
velop two concise encodings that articulate the essence of
this synthesis. A version sketch is derived from the switch
program with annotated changes, adding version variables at
change sites to represent the change progress. This building
block provides a uniform representation for any intermediate
program state that could appear in the transition. Further, a se-
quence sketch concatenates multiple version sketches, while
constraining them to modify each other and make progress
toward the final program. The synthesis target, therefore, is
correct assignments to the version variables across snapshots—
these are the program “holes” in the verbiage of the program
sketching [47] synthesis framework.

The scalability bottlenecks of this synthesis represent the
second challenge. Existing verification efforts are already
challenged by the large SMT formulas produced by complex
switch programs [38, 50, 51], but FlexPlan needs to reason
about stacks of these formulas in each proposal/verification
phase. To accelerate the synthesis, we develop two domain-
specific techniques to shrink the problem sizes whenever
possible—to as close as that of single program snapshots.
Snapshot learning extracts insights about the synthesis from
a single snapshot, and generalizes that knowledge to all sub-
sequent snapshots. Snapshot verification shatters a proposed
transition sequence into individual snapshots for divide-and-
conquer. We arrange these techniques carefully to ensure that
reasoning about the safety of a sequence from snapshot-based
properties still produces a sound analysis.

Finally, we also leverage a unique property in the FlexPlan
synthesis problem—its diagnosability—to perform introspec-
tion into the synthesis process. For a traditional CEGIS prob-
lem, the synthesis tool cannot know beforehand whether or
not a correct solution exists. FlexPlan, however, can check
the initial and final programs against the safety specification
to see whether or not some safe transitions exist. If both pro-
grams are correct, then a safe transition must exist; a safe
transition may not be feasible, however, due to resource con-
straints. To check feasibility, FlexPlan incrementally grows
the transition sequence length—so that each step in the transi-
tion sequence makes smaller and smaller changes to approach
feasibility—while performing another introspection to decide
when to stop trying longer sequences. Finally, when FlexPlan
concludes that no safe transition is feasible under the current
switch headroom, it introspects on how much resource release

is needed for feasibility, as another assistance to the operator.
We prototype FlexPlan [2] and show that it scales to real-

world switch programs and sizable changes, and supports a
rich set of safety properties including but going beyond those
in existing work [53]. With FlexPlan, operaters can synthesize
transition plans quickly and automatically (e.g., within a few
minutes for sizable changes to switch.p4), while being assured
of the correctness of the transition process.

2 Motivation
Analogues of our motivation can be found in existing work
on OpenFlow network updates, summarized as follows: Net-
work changes are a constant [23], but they often come with
risks [36] due to intermediate states during transition [21, 45].
Rigorous approaches are needed to safeguard against transient
disruption [44] to satisfy security requirements and stringent
service-level objectives [16]. Ensuring transactional updates
at each step [44], and formally guaranteeing the correctness
of an update plan [39] is essential. These arguments hold true
still, and are further amplified, for P4 programmable networks.

2.1 Runtime programmable switch updates
Programmable switches enable new network features to be
quickly developed in-the-field [24,27,28,35,48,56]; however,
in earlier designs, deploying new features to the switch was
an intrusive process. To update the switch program (e.g., add,
remove, or modify a feature), the traditional approach was to
completely recompile the changed program and reflash the
data plane [60]. This results in device disruption, so program
updates had to be conducted offline—user traffic is drained
from the device and diverted elsewhere in the network, after
which the switch is re-imaged, and finally, reactivated again.

Recognizing its cumbersomeness and risk for downtime,
researchers and practitioners have made a concerted effort
toward runtime programmability [4, 19, 52, 53, 57]. That is,
switch programs are updated using partial reconfiguration
without taking down the device for maintenance. Since P4
programs have modular table boundaries, runtime reconfigu-
rations on specific match/action tables and their control flow
logic need not disrupt other parts of the program. A feature
update can be decomposed into a series of table and branch
changes to transform a deployed program to a desired state.

Runtime programmability is not just an academic ideal.
In response to the perennial call for both “feature veloc-
ity and cloud availability” [16], major switch vendors have
embraced this trend with ASIC support. Nvidia’s Spectrum
switches [53] and Broadcom’s Trident [9] and Jericho [3]
switches are commercially available off-the-shelf, and aca-
demic prototypes [19, 52] are also exploring this design. Use
cases of runtime programmable switches include real-time
security defense [53], multi-tenancy [52], adaptive teleme-
try [19], where live switch updates afford higher flexibility
not found in earlier programmable switches.
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2.2 A motivating example
We will consider a simple example to illustrate the flexibility
of runtime switch updates as well as the challenges they raise.
The following program snippet uses @add and @del annota-
tions to demarcate change boundaries in a control block:

1 /* Ex1: ipv4_ipv6 */
2 control ingress {
3 apply {
4 if (ipv4.isValid()) {
5 @del acl_v4.apply();
6 @add nat_acl_v4.apply();
7 } else if (ipv6.isValid()) {
8 @del acl_v6.apply();
9 @add nat_acl_v6.apply();

10 }
11 @add stats.apply();
12 }}

We remove two older versions of ACL tables for both IPv4
and IPv6 (Lines 5+8), and add two new tables that perform
both NAT and ACL (Lines 6+9); we also add a statistics table
for monitoring (Line 11). Since P4 is a target-independent
language, operators can specify a desired change with such
annotations without worrying about hardware details. Indeed,
the mechanisms for implementing a live update depend upon
the underlying switch platforms [19, 53]:

• FlexCore [53] relies on pointer swaps to achieve transac-
tions, adding and removing a group of tables atomically.
In our example above, we can first add nat_acl_v4,
nat_acl_v6, and stats to scratch memory, and then
use a transaction to make them visible to network traffic,
while deleting the two older tables acl_v4 and acl_v6.

• rP4 [19] also adds and removes MA tables leveraging
scratch memory, but it relies on temporarily pausing traf-
fic to achieve transactional effects. Before making the up-
date, packets are paused and stored in a front buffer, and
the respective tables are modified to effect the change.
Buffered packets are then let out into the pipeline.

The careful reader may have noticed that this update appears
to have completed within a single transaction, so no interme-
diate states are exposed. However, this is because we have yet
to consider the resource constraints of the switch hardware.
Switches have severe memory capacity bottlenecks, and they
are easily packed to the brim with large MA tables [32, 53].
Thus, this logically simple update may be physically infeasi-
ble if the switch memory has high utilization.

The potentially infeasible operation is preparing the three
new tables (nat_acl_v4, nat_acl_v6, and stats) in scratch
memory before their old counterparts have been deleted. As-
sume without loss of generality that every MA table has the
same size (say, of U, one unit of table entries), then the net re-
source increase after the change is only U. However, preparing
the transaction causes a resource peak of 5×U, which might
exceed the available switch headroom. One workaround is to

ensure that the switch always has a low utilization [6], but this
is obviously undesirable. Thus, recent work [53] proposes to
break a larger update into multiple smaller batches to reduce
the resource peak. For instance, if we first add nat_acl_v4
and delete acl_v4 in a transaction, it only requires 3×U head-
room; the second transaction adds nat_acl_v6 and deletes
acl_v6, also within 3×U headroom; a final transaction adds
the stats table, again within 3×U headroom. As tradeoff,
after the first transaction, IPv4 traffic is processed with new ta-
bles for NAT and ACL, whereas IPv6 traffic is still processed
with the old, and it only encounters new tables after the sec-
ond transaction; further, the statistics table is only applied
after the third transaction completes. Nevertheless, this may
still be a reasonable sacrifice in order to achieve a feasible
update, as long as the intermediate states are “well-behaved.”

2.3 Computing a safe and feasible transition
It is far from clear, however, how to conjure up a transition
plan for a desired change. rP4 [19] relies on the user to supply
this plan, and FlexCore [53] algorithms only analyze whether
changes are “reachable” to each other in the table graph. Nei-
ther represents a formal approach that can provide semantic
guarantees on the transitional behavior. In general, the notion
of correctness is scenario-specific and should be encoded in
a user specification in a granular manner, going beyond the
three fixed definitions in FlexCore [53], summarized below:

• Program consistency: Only one-step updates without
intermediate states are allowed.

• Element consistency: Intermediate states are acceptable
as long as reachable regions (e.g., changes that eventually
reach the same table) are changed together atomically.

• Execution consistency: Reachable tables can be changed
independently as long as no packets will mix them.

This cannot, for instance, capture user intention on “traffic
classes” (e.g., IPv4 vs. IPv6); nor can it support more gran-
ular correctness definitions (e.g., for any intermediate state,
packets must go through an ACL table, or packets must be
sent to the same outgoing port). For some cases, the three
fixed consistency definitions conflate into the same. For the
above change, execution and element consistency will find
the same plan as program consistency, because all changes
eventually reach the stats table, forcing a 5×U peak despite
the desire to relax the requirements for a feasible update.

2.4 FlexPlan: A program synthesis perspective
We believe that a principled solution should instead rest upon
a firmer foundation, grounded in formal synthesis. Such a
solution would satisfy three key goals:

• Automated: Beyond expressing a desired property, hu-
man reasoning is not required to identify a plan.

• Completeness: If a safe and feasible transition exists, we
will guarantee to find it.
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Figure 1: FlexPlan and its key techniques.

• Soundness: Once we output a transition, it is guaranteed
to be safe and feasible.

The FlexPlan approach. We formulate this problem as
follows. Given a P4 program p with a set of change annota-
tions A, a safety specification φ, and resource headroom δ,
identify a transition sequence {p1→ p2→ ··· → pt}, where
pi’s are the intermediate program snapshots, and at the end
of the sequence, all changes in A have been applied. Further,
we require that a) each pi satisfies φ, and b) each transition
step pi→pi+1 makes positive progress and stays within the
resource headroom, initialized to δ. Our synthesis relies on
a CEGIS approach (cf. [46, 47] for more background): In
each iteration, the proposal phase generates a candidate tran-
sition sequence that satisfies φ and δ on the current set of
counterexamples (that is, packets), which is initialized to the
empty set. The verification phase will try to extract a new
counterexample packet that causes violation, which will be
consumed by the proposal phase in the next iteration, and so
on. This continues until no counterexample packets can be
generated—in which case we have a correct sequence—or
until no candidate sequences can be generated—in which case
no update plan exists. Figure 1 illustrates the workflow of
FlexPlan, with several key milestones in Sections 3 and 4.

3 Specifying Safe Updates
Users provide a P4 program with annotated changes, as well
as a specification to constrain intermediate states.

Update annotations. FlexPlan provides three intuitive an-
notation primitives for users to express a desired update: @add,
@del, and @mod. A source P4 program can be annotated with
these primitives, where each annotation site captures a set of
changes. In Section 2.2, we have already provided an anno-
tated program in this syntax, and here we used another exam-
ple to describe several other aspects of the annotations.

1 /* Ex2: acl_ecmp_flowlet */
2 control ingress {
3 apply {
4 //modify acl into nat_acl
5 if (ipv4.isValid()) {
6 @mod acl.apply(), nat_acl.apply();
7 }
8 //add ECMP, delete flowlet switching
9 @del { if (ipv6.isValid()) flowlet.apply(); }

10 @add ecmp.apply();
11 }}

First, the syntax is similar to “P4 annotations” [7] in the
P4 language standard. Our annotations target the common
intersection of the reconfiguration primitives in existing
work [19,53]—an annotation may specify individual table up-
dates (e.g., Line 10) or a code block update (e.g., tables with
their control flow, as in Line 9). The hardware mechanisms
are abstracted away from the annotations, but are assumed
to provide atomicity for each change annotation, as in recent
switches [19, 53]. The @mod primitive achieves similar effects
as @del+@add, but @mod must complete in a single atomic
step whereas the latter could occur in two separate steps. The
entire update finishes when all annotations have been applied.

Specification language. Specifying resource constraints
is as simple as providing a number δ that denotes the current
switch headroom. Thus, our specification language focuses
on the consistency properties, which constrain the relation
between a program snapshot and the initial and final pro-
grams. FlexPlan refines the fixed consistency levels in existing
work [53] in two ways: (1) a consistency property may refer to
specific traffic classes, and (2) new consistency levels can be
programmatically defined. Consider the following examples.

S1: Execution consistency for IPv4 traffic that hits ACL.
Any IPv4 packet that hits the acl table must not mix old and
new code blocks in any intermediate state. However, two IPv4
packets traversing different execution paths in the program do
not need to use the same program version—e.g., TCP traffic
may be processed by old code blocks, but UDP traffic by the
new. We do not constrain the behaviors of other traffic classes.

1 specification {
2 // create new ghost variables for the program
3 // these are used for verification only
4 ghost bit<1> sawOld = false;
5 ghost bit<1> sawNew = false;
6 ghost bit<1> acl_hit = false;
7 // update ghost state when tables are applied
8 @old => { sawOld = true; }
9 @new => { sawNew = true; }

10 @hit('acl') => { acl_hit = true; }
11 // define: no path mixes old and new nodes
12 // $cur: the current/transitional program state
13 execution_consistency_ipv4 = {
14 $cur.in.ipv4.isValid() & $cur.eg.acl_hit =>
15 !($cur.eg.sawOld && $cur.eg.sawNew);
16 }
17 assert execution_consistency_ipv4;
18 }

Lines 4-6 define “ghost variables” that track meta-level prop-
erties of a program execution—specifically, whether a packet
has encountered an old code block, a new block, or the ACL
table, respectively. Lines 8-10 describe how ghost variables
should be updated for an execution: whenever a packet trig-
gers an old code block, a new block, or a table named acl,
assign the respective ghost variable to be true. Lines 13-17
are the consistency assertion, where $cur represents a packet
traversing the current program snapshot. If such a packet con-
tains a valid IPv4 header when it arrives at the ingress, and
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if it has hit the ACL table before it exits the egress, then we
assert that it should not be processed by a mix of code blocks.

S2: Field consistency for egress_spec. We define a new
consistency level that only constrains the processing outcomes
of specific header fields. The following example specifies
that any intermediate states should preserve the processing
outcome for the packet’s egress port—i.e., a packet should
either go to the same port as the old program or as the new one.
The $new and $old variables denote two packets traversing
the old and new programs, respectively.

1 specification {
2 // preserve processing outcome of egress_spec
3 field_consistency_espec = {
4 $cur.in == $old.in == $new.in =>
5 ($cur.eg.espec == $new.eg.espec ||
6 $cur.eg.espec == $old.eg.espec);
7 }
8 assert field_consistency_espec;
9 }

S3: Program consistency for TCP traffic: We require that
TCP packets must not encounter any intermediate state. The
all_old assertion states that if at the ingress a packet carries
a valid TCP header, then at the egress it must only have been
processed by old tables. Analogously, the all_new assertion
states the opposite. Their disjunction implies that TCP traffic
will only be processed by one version of the program. The
primary difference between this specification and S1 is that
execution consistency only constrains the behaviors of each
individual packet, whereas program consistency constrains
the behaviors across all packets of a certain kind (e.g., TCP).

1 specification {
2 // same ghost variables as before
3 ghost bit<1> sawOld = false;
4 ghost bit<1> sawNew = false;
5 @old => { sawOld = true; }
6 @new => { sawNew = true; }
7 // define whether all packets use the old program
8 all_old = {
9 $cur.in.tcp.isValid => !$cur.eg.sawNew;

10 }
11 // define whether all packets use the new program
12 all_new = {
13 $cur.in.tcp.isValid => !$cur.eg.sawOld;
14 }
15 // all packets use old program or all use new
16 assert all_old || all_new;
17 }

These granular consistency levels require program seman-
tic analysis and cannot be captured by fixed definitions [53].
We describe several more examples in Appendix 9.1 and sum-
marize them in Table 1. Figure 2 presents the grammar of the
specification language. Like existing work [18, 50, 51], the
specifications are eventually translated into assertions in the
source P4 program. Appendix 9.2 shows one such translation.

spec ::= specification{stmt∗} Specification
stmt ::= gvar∗ Ghost vars

| instr∗ Instrumentation
| property∗ Property
| assert∗ Assertion

gvar ::= ghost bit < n > gv Ghost vars
gexpr ::= $cur | $old | $new Network version

| gexpr. f ield Field dereference
| gexpr+gexpr Addition
| ... Other expr

instr ::= label => assignment∗ Ghost update
assignment ::= gv = gexpr Assignment
label ::= @new |@old |@hit Annotation
property ::= name = {gexpr∗} Consistency
assert ::= assert name Assertion

Figure 2: FlexPlan specification language grammar.

Specifications LoC
S1. Execution consistency for IPv4 [53] 13
S2. Field consistency for egress_spec 8
S3. Program consistency for TCP [53] 13
S4. Element consistency for ACL [53] 15
S5. Table consistency for ECMP 10
S6. VLAN table access [51] 8
S7. Correct TTL decrement [51] 6

Table 1: FlexPlan supports granular consistency specifications
that go beyond existing work [53] (e.g., S1-S5). Although
our primary focus is consistency, FlexPlan can also support
general program snapshot correctness (e.g., S6-S7) guarantees
addressed by existing verification work [18, 51].

4 Update Plan Synthesis
Next, we describe how FlexPlan synthesizes an update plan
from the annotated program and specification. We denote
these inputs as ⟨p[A],φ,δ⟩, where p[A] is an annotated P4 pro-
gram with a set of change sites A = {a1, · · · ,ak}, and φ and δ

are the safety and resource constraints, respectively. FlexPlan
outputs an update sequence s = {pold = p1 → p2 → ··· →
pt = pnew}, where two special states pold and pnew represent
the initial and final programs, respectively. We ask that each
intermediate state pi must be safe (i.e., satisfying φ) and each
transition from pi→ pi+1 is feasible (i.e., the resource spike
for this transition stays within δi, as computed from the initial
headroom δ after applying transitions before pi). If no such
s can be found, FlexPlan outputs diagnostic information on
whether the safety or feasibility constraints have caused the
failure, and in the latter case, it analyzes how much resource
release would enable a feasible synthesis.

4.1 Synthesizing a program sequence
Our CEGIS formulation uses program sketching [47], a clas-
sic framework for synthesis. This formulation views the syn-
thesis task as filling “holes” in an incomplete program (i.e.,
a “sketch”), and it has been successfully applied to network
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1 control ingress {
2 apply {
3 /* annotation site 1: acl->nat_acl */
4 if(ipv4.isValid()) {
5 if (! vsk.v1) { // @mod
6 acl.apply();
7 } else {
8 nat_acl.apply();
9 }

10 }
11 /* annotation site 2: delete flowlet */
12 if(! vsk.v2) { // @del
13 if (ipv6.isValid())
14 flowlet.apply();
15 }
16 /* annotation site 3: add ecmp */
17 if(vsk.v3) { // @add
18 ecmp.apply();
19 }
20 }}

Figure 3: A version sketch that is derived from the
acl_ecmp_flowlet example in Section 3. Version variables
vsk.v are the sketch holes. The safety specification will also
be instrumented into the version sketch (cf. Appendix 9.2)

programs [13, 22]. However, the objective in FlexPlan differs
from existing work as it must identify a correct sequence of
program snapshots that successively build upon each other
toward the final program. To cast this into the CEGIS frame-
work, we develop two novel encodings: a version sketch to
represent any valid program snapshot during transition, and a
sequence sketch to string together multiple version sketches
and constrain them to make progress toward our final state.

4.1.1 Version sketch: Encoding program snapshots

The version sketch is a uniform and expressive encoding
that can capture any transitional program snapshots derived
from p[A]. As its name suggests, it introduces a “version vari-
able” vi at the annotation site ai ∈ A. The annotation is then
substituted with two version control branches guarded by
vi. Without loss of generality, consider ai={@mod si → ti},
a modification from si to ti. It will be transformed into if
(vi) then {ti} else {si}, or simply ite(vi, ti,si). That is,
a version sketch with vi turned on encodes a program snapshot
where annotation ai has been applied; on the other hand, a ver-
sion sketch with vi turned off represents a snapshot where the
change ai is yet to be applied. The @add and @del annotations
are handled analogously, with one of the branches control-
ling an empty statement: ite(vi, ti,noop) for adding ti and
ite(vi,noop,si) for deleting si. Across all annotation sites,
by turning version variables on or off, the resulting snapshot
seamlessly reflects any combination of applied changes.

Figure 3 shows the version sketch for acl_ecmp_flowlet,
where version variables are added to the input program as
instrumentations. From this instrumented program, FlexPlan
derives an SMT formula, where ξ represents the unchanged
components without annotations, and the i-th ite formula

represents annotation ai. Constraining the version sketch with
the safety specification would give an SMT encoding:

vsk(ξ,
k∧

i=0

ite(vi, ti,si)) ∧ φ

FlexPlan obtains SMT formulas in a similar way as existing
work [18]. φ is instrumented into the version sketch. Then,
FlexPlan converts all statements into static single assignment
form and SMT formulas. It then computes the weakest pre-
conditions based on the control flow logic.

The version sketch is expressive enough to encode any in-
termediate snapshot and constrain its safety with φ. However,
it cannot capture the resource constraint δ, because it is a
sequence property defined over a series of snapshots and their
relations. As a version sketch only represents an individual
snapshot, it cannot easily reason about end-to-end feasibility
for a snapshot sequence. By itself, it only enables an awkward
workaround—start with an empty version sketch, synthesize
a safe snapshot as its immediate next step, and iterate based
on the new snapshot. More concretely, one could ask that the
next snapshot must fill more holes than the current one, while
staying safe with respect to φ and within the current headroom
δ. This would result in a new snapshot where a subset (but
likely not all) of version variables have been turned on. This
serves as the new “initial” state for another synthesis, until
the final state has been reached. However, this results in a
difficult search process, as it can only be guided with some
greedy heuristics—e.g., maximizing the progress for each
step by filling as many holes as possible, or minimizing the
resource spike for each step while ensuring some progress. Ei-
ther way, the lack of a global view could corner the search into
a difficult or infeasible state (e.g., no more headroom), where
it must backtrack and probe again in the very large search
space—all possible permutations of change annotations, to-
gether with all possible combinations of adjacent changes in
each permutation. This greedy synthesis also cannot easily
conclude that no feasible solution exists.

4.1.2 Zooming in on resource constraints

Thus, resource constraints must be encoded explicitly to en-
able a cross-snapshot, end-to-end synthesis. Recall that δ

denotes the initial switch headroom, which is obtained by sub-
tracting the total table sizes of pold from the overall switch
memory. From there, each transition from one snapshot vsk to
the next vsk′ adds and removes some tables—thus, we must
keep track of the changes to δ and two metrics “spike” and
“release” at each transition. Consider the version variable v1 in
Figure 3, which modifies an acl table (2Mb) into a nat_acl
table (3Mb). To achieve atomicity, this is done by first adding
nat_acl in switch memory, resulting in a transient resource
spike of 3Mb, and then deleting acl and freeing 2Mb in the
same transaction. We record this as add1= 3 and del1= 2 for
turning on v1. Thus, across all vi we define the spike:

vsk′.spike = ∑
i

ite(vsk′.vi∧¬vsk.vi, addi, 0)
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That is, if the transition from vsk to vsk′ has turned on vi,
then the transient resource spike increases by addi; otherwise,
if vi is not changed in this step, it does not contribute to the
spike. We can therefore define the resource release after the
transaction completes and the spike comes down:

vsk′.rel = ∑
i

ite(vsk′.vi∧¬vsk.vi, deli - addi, 0)

In our example, the net release is del1-add1 =−1. This re-
flects in the overall headroom update to δ after this step:

vsk′.headroom = vsk.headroom + vsk′.rel

The feasibility constraint can therefore be stated as
vsk.headroom ≥ vsk′.spike for any two adjacent snap-
shots, across the entire transition sequence from pold to pnew.

4.1.3 Sequence sketch: Encoding a transition plan

Based on the above resource constraint analysis, we develop a
sequence sketch encoding that enables an end-to-end CEGIS.
A sequence sketch ssk is the conjunction of t version sketches
{vsk1,vsk2, · · · ,vskt} as well as their sequential relations to
each other. vsk1 and vskt encode the initial and final pro-
grams, respectively, and other states represent the transitions.

∀i ¬vsk1.vi ; initial program pold

∀i vskt.vi ; final program pnew

∀ j (∀i vsk j−1.vi =⇒ vsk j.vi) ; progress
∀ j SpikeAndHeadroom(vsk j−1, vsk j) ; feasibility

That is, all version variables in the initial sketch are turned off,
equating it to pold ; all variables in the final sketch are turned
on, resulting in pnew. A later sketch in the sequence must
monotonically advance the version variables to make progress
toward the final state. Furthermore, each transition’s spike
must be feasible within its current headroom (Section 4.1.2).

Sequence synthesis. This encoding enables an end-to-end
CEGIS by filling the ssk holes (i.e., all v variables in all
version sketches vsk) in a way that satisfies φ for all snapshots
and δ across all adjacent snapshots. The sketch holes are
H ∈ Bk×t , a two-dimensional matrix of binary variables.

Hk×t =


vsk1.v1 vsk1.v2 · · · vsk1.vk
vsk2.v1 vsk2.v2 · · · vsk2.vk

...
...

...
...

vskt .v1 vskt .v2 · · · vskt .vk


In this matrix, k is the number of annotations, and t is the
number of transitional states; and we will synthesize all holes
in an end-to-end CEGIS, as shown in Figure 4. The proposal
phase (Lines 7-11) identifies a potentially correct program
(i.e., values in H) by solving for H that exhibits correct be-
haviors on all counterexamples collected so far (Line 9). The
verification phase strengthens the check to test against the
full specification (Lines 12-17). If no further violations are

1: function SEQUENCECEGIS(ssk, φ, δ)
2: for t = 1..k do //Iteratively increase seq length � Opt-Diag
3: ssk.H← RAND(Bk×t ) //Init w/ random H
4: ce_set← /0 //No counterexample so far
5: // Next, enter main CEGIS loop � Opt-SnapL
6: while ¬ Timeout do
7: // Proposal: Identify candidate H=h
8: ssk.H← SYMBOLIC(Xk×t )
9: {ssk.H := h}← SMTSOLVE(ssk, φ, δ, ce_set)

10: if ssk.H == /0 then // No solution exists, t++
11: break
12: // Verification: Verify H=h
13: ce← SMTVERIFY(ssk.H, φ, δ) � Opt-SnapV
14: if ce ̸= /0 then // Obtain counterexample
15: ce_set← ce_set ∪ {ce}
16: else // Verifies, solution found!
17: return ssk.H

Figure 4: The end-to-end CEGIS algorithm on the sequence
sketch. Later subsections will further develop three optimiza-
tion techniques, labeled as ‘Opt-’, to scale this analysis.

found, we have obtained a correct solution; otherwise, coun-
terexamples are added to ce_set and we continue with a
new proposal. The power of CEGIS lies in the fact that with
more counterexamples, SMT solvers learn from violations
and eliminate entire classes of proposals in the search. Notice
also that at Line 2, we iteratively deepen the search based
on the sequence sketch length, so it does not need to reason
about a larger problem instance unless absolutely necessary.

In the acl_ecmp_flowlet example (Figure 3), suppose
that we require program consistency for IPv4 and that the
current headroom is 1Mb. A correct ssk could give a two-
step transition denoted by:

H3×3 =

F F F
F T F
T T T


The first transition deletes flowlet (3Mb) for IPv6 traffic.
This causes a resource spike of 0Mb and a release of 3Mb; and
the headroom becomes 4Mb after this transaction. Next, the
second transition modifies acl (2Mb) into nat_acl (3Mb)
and adds ecmp (1Mb) for IPv4 traffic, which causes a resource
spike of 4Mb and a release of -2Mb.

4.2 Accelerating the CEGIS loop
We have now obtained a sequence CEGIS algorithm that
is guaranteed to be sound (i.e., a synthesized transition is
correct) and complete (i.e., if a correct transition exists, it will
be found); it also produces the shortest transition due to the
iterative deepening search. (More discussions in Section 4.4)
However, in terms of performance, this algorithm has a series
of scalability bottlenecks. A traditional CEGIS problem only
has to reason about SMT formulas generated from a single
program, but FlexPlan produces formulas many times larger as
they are derived from program sequences. Thus, we develop
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two domain-specific optimizations to accelerate the proposal
and verification phases, respectively, based upon a divide-and-
conquer approach. Our observation is that, for specific CEGIS
steps, we can avoid reasoning about ssk directly but instead
reason about its comprising vsk instances individually. Since
SMT algorithms tend to grow exponentially with the formula
size, dividing a large instance (i.e., ssk) into many smaller
ones (i.e., vsk) and reasoning about the smaller formulas
individually is more efficient than reasoning about the larger
instance in a single shot.

Snapshot learning and generalization. We extract in-
sights from a single snapshot before entering the main CEGIS
loop (Line 5, ‘Opt-SnapL’; Figure 4). This algorithm learns
what a “bad” snapshot might look like, and then generalizes
the knowledge for the entire sequence. We observe that, if a
snapshot vsk violates the safety property φ, then no matter
where this snapshot appears in the transition sequence ssk, it
still constitute a violation. Thus, there is much to learn from
an individual vsk before we have to stitch many such snap-
shots together. Stated in another way, resource constraints
δ force us to perform end-to-end reasoning in general, but
the safety aspect of the reasoning is still decomposable to
individual snapshots.

This is achieved by operating a loop that extracts as many
unsat cores as possible (within timeout threshold) from a
single snapshot vsk, but only asserting safety properties φ

and ignoring resource concerns δ. Each iteration produces
one counterexample that witnesses a specific violation for
any snapshot in the sequence. For instance, a counterexample
might say that {v1(T), v2(T), v3(F)} violates IPv4 execution
consistency, so this snapshot should never appear anywhere
in the sequence. After producing many counterexamples, we
aggregate and feed such knowledge into the main CEGIS loop,
so that the proposal phase will not err in the same way on
the larger sequence sketches. Further, for efficiency, FlexPlan
distills counterexamples into “minimum unsatisfiable cores”
(unsat cores) [20], which is a subset of assignments to vsk.v
as the root cause. In our running example, the unsat core
{v1(T), v3(F)} articulates the essence of the violation—the
two IPv4 related blocks are not updated together. The main
CEGIS loop ingests this condensed knowledge, avoiding the
larger formulas from full-blown counterexamples.

Snapshot verification. The ‘Opt-SnapV’ optimization re-
duces the task of verifying a proposed ssk against φ into
smaller tasks of verifying each individual vsk in it. The in-
tuition still stems from the fact that φ can be reasoned per
snapshot, whereas δ is a sequential property and needs to be
synthesized end-to-end. The proposal phase (Line 9; Figure 4)
must already ensure end-to-end feasibility in its proposal; so
a subsequent verification may only fail due to violation of φ.
Thus, when verifying ssk, we check individual vsk snapshots
separately. If any snapshot produces a violation, its counterex-
ample is used in the next round of synthesis.

Figure 5 shows the pseudocode for both optimizations.

1: function SNAPSHOTLEARN(vsk, φ)
2: uc_set← /0 // Aim to learn unsat cores from vsk
3: while ¬ Timeout do
4: // Solve for a new violation by negating φ

5: {vsk.v, pkt}← SYMBOLIC(Bk, Packet)
6: {vsk.v := v, pkt := p}← SMTSOLVE(vsk, uc_set, ¬φ)
7: if {v, p} == /0 then // Exhausted all ce’s
8: return uc_set
9: else // New violation, extract unsat core

10: uc_set← uc_set ∪ EXTRACTUC(v, p, φ)
11: return uc_set
12: function SNAPSHOTVERIFY(ssk, φ) // Verify a proposed ssk.
13: ce_set← /0 // Counterexample set
14: for vsk ∈ ssk do
15: ce← SMTVERIFY(vsk, φ)
16: if ce ̸= /0 then
17: ce_set← ce_set ∪ {ce}
18: return false
19: return true // All snapshots verify!

Figure 5: The snapshot learning (Opt-SnapL) and snapshot
verification (Opt-SnapV) algorithms. Note that the snapshot
learning algorithm does not need to enumerate all counterex-
amples or unsat cores, as it serves as an optimization for the
main CEGIS loop. If the learning times out (Line 3), the
collected uc_set is still useful in the main CEGIS.

4.3 Diagnosing the synthesis
Another domain-specific property of our synthesis lies in its
diagnosability. In traditional synthesis, even if the tool strug-
gles to find a solution, it may not mean that a valid solution
does not exist—unless it has exhausted the search space. Thus,
the search in the worst-case scenario may spend a significant
amount of time only to conclude at the end with a failure. In
contrast, we observe that FlexPlan can obtain three types of
conclusive proof early in the game. This helps us to determine
whether or not a continued search will be fruitful, and enables
further optimizations. We call these techniques introspection.

Existence? A basic type of introspection is to determine
whether or not a safe transition exists at all, regardless of the
resource headroom. We observe that FlexPlan can determine
this by checking pold and pnew against the safety specification
φ. If both programs are correct, then some safe transition must
exist—the degenerate case is to make a one-step transition
{pold→pnew}, exposing no intermediate state (but potentially
causing a very large resource spike and thus may not be feasi-
ble). However, if even this check fails, FlexPlan aborts with
the conclusion that no solution exists.

Deepening the search? Once we pass this smell test, we
are faced with a harder introspection task—what should be
the upperbound of t, the length of the sequence sketch? The
algorithm in Figure 4 uses a naïve upperbound, where t it-
eratively deepens from one to k, the total number of change
annotations. It first searches through all possible t-step transi-
tions; if no such transition is both feasible and safe, it attempts
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a longer transition sequence with t+1 steps. Failures are only
conclusive at t = k, where each transition only applies one
change thus no further breakdown is possible. However, this
deepening search gets significantly more expensive with every
increment to t—at each t, we need to perform a full round of
CEGIS with a sequence of t sketches. Thus, it is beneficial to
reflect on the usefulness of a larger t before we deepen the
search, potentially stopping far earlier than the naïve bound.
This introspection relies on the following property:
Introspection theorem. Assume that the switch has infinite
resources. Without resource constraints, if there does not exist
a t-step safe transition plan, then there cannot exist any safe
transition plan with more than t steps.
Proof sketch: The intuition is that, if a t-step transition exists
that satisfies φ but not δ, we can potentially make more gran-
ular changes in a longer transition sequence to stay within
δ; thus, attempting a (t +1)-step transition could be fruitful.
On the other hand, if a t-step transition that satisfies φ does
not exist to begin with, then any t ′-step transition where t ′ > t
cannot exist either. We can prove this by contradiction: if
a t ′-step transition exists, repeatedly combine any adjacent
transitions into a larger transition until it becomes a t-step
transition. This resulting transition must satisfy φ as it exposes
strictly a subset of the states in the t ′-step transition. 2

Thus, when FlexPlan concludes that no t-step transitions
exist, before it attempts a (t +1)-step CEGIS, it performs the
above introspection. The introspection may conclude that a)
some safe solution exists but b) no safe solution is feasible
under the current resource constraints. This may be disap-
pointing, but all is not lost—runtime programmable switches
make it possible to deallocate resources to make extra room
(e.g., by deleting certain tables or table entries).

Resource release? Whether to deallocate resources and
which tables to delete are up to the network operator, but
FlexPlan performs a third introspection to diagnose how much
resource release would be sufficient for a t-step transition
(where the search has stopped). This relies on an SMT opti-
mization primitive max-smt, which can maximize an objec-
tive function while solving for a solution. Recall that each step
causes a resource spike during the transition, and a headroom
change after it. We track the the minimum headroom across a
t-step transition, and ask for a solution that maximizes it:

min_headroom = min
∀ j

vsk j.headroom

δ
∗= max-smt(min_headroom) s.t. ssk ∧ φ

δ∗ will be the smallest headroom possible to maneuver a
t-step transition, and δ∗−δ is the amount of resource release
that is required to achieve a feasible update.

4.4 Remarks
We discuss several properties of the synthesis techniques.

Introspection. An important property of the introspection
algorithms is that they work with sequence sketches of the

current length of the search (i.e., t steps). Thus, they do not
lead to new scalability bottlenecks. Furthermore, the combi-
nation of the second and third introspection techniques also
enables a synthesis goal of identifying a safe transition plan
with minimized resource spikes—first determine the sequence
length upperbound for a safe transition (with the second intro-
spection), and then synthesize a transition while minimizing
resource spikes at this length (with the third introspection).

Guarantees. The completeness of the synthesis is derived
from the fact that the candidate solution space is finite and that
CEGIS will eventually finish an exhaustive search [26]. Con-
cretely, the solution space is defined by the two-dimensional
matrix Hk×t . k is the number of annotations, and therefore
finite. t is the sequence length, initially undetermined, but we
know that it is upperbounded by k, because applying one an-
notation per step will result in the longest possible sequence.
This is because we ask that each transition step makes positive
progress, so no reverts are allowed once a change has been
made. The synthesis is also sound, because FlexPlan always
verifies the correctness of a proposed candidate plan.

5 Discussions and Limitations
P4 intermediate states. Intermediate states when the data
plane is under change have been considered in the P4Runtime
standard (cf. DATAPLANEATOMICS) [6]. However, the current
standard focuses on the atomicity and intermediate states
when adding or removing a batch of table entries for existing
MA tables. Runtime table additions and removals, as a recent
development, have not yet been captured in P4Runtime. Nev-
ertheless, for table entry changes, P4Runtime describes how
atomic pointer swaps can be used for transactional changes
(when available in the target), and discusses the headroom
requirement for preparing the changes in scratch area. This
results in a similar range of considerations as recent designs
for runtime programmable switches [19, 53]. We hope that
FlexPlan will further the research in handling date plane inter-
mediate states and the standardization process in P4Runtime.
Change annotation primitives. In the spirit of target-
independence, our change annotations capture the intersection
of hardware reconfiguration primitives between FlexCore [53]
and rP4 [19]. Reconfiguration primitives that are not yet fully
supported across platforms (e.g., parser changes [19] and ta-
ble swap operations [53]) are considered out of scope for the
current paper. These are interesting avenues for future work.
Switch architectures. Recent designs of runtime pro-
grammable switches [19, 53] employ disaggregation to split
memory from compute. Thus, FlexPlan models memory
resources as a global constraint—e.g., when a table is re-
moved, the released resources can be used anywhere. How-
ever, future runtime programmable switches might adopt al-
ternative architectures—e.g., RMT switches [12] with fixed
stage boundaries would require a different model on mem-
ory reusability. Similarly, for SmartNIC targets with software
and hardware pipelines [1], atomic transactions may become
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Programs LoC Tables Synthesis results Programs (α) Specification Headroom # Steps Time(s) Greedy
time(s) c.e.(u.c.)

flowlet 216 6 5.61 0(0) switch (20%) IPv4 exec. consistency 80% 2 (✓) 110.32 132.37
simple_nat 362 6 6.02 1(1) switch (20%) IPv4 exec. consistency 50% 3 (✓) 160.25 timeout

ndp 275 7 5.73 1(1) switch (20%) IPv4 exec. consistency 20% 5 (×) 318.95 timeout
beamer 448 7 6.79 2(2) switch (40%) IPv4 exec. consistency 50% 3 (✓) 197.53 timeout

vpc 272 10 6.48 2(2) switch (40%) Espec field consistency 20% 4 (✓) 263.38 timeout
sai_p4 697 14 7.18 2(2) switch (40%) L2/L3 field consistency 20% 4 (✓) 436.44 timeout

linear_road 846 24 13.48 4(4) switch+meter-stat L2/L3 field consistency 20% 2 (✓) 186.24 552.82
nethcf 822 30 14.71 6(6) switch+meter-stat IPv4 exec. consistency 20% 2 (×) 93.90 105.51

netcache 1845 96 37.59 14(14) switch+ipv4-ipv6 L2/L3 field consistency 20% 2 (✓) 249.99 749.78
switch 5599 120 199.43 27(24) switch+ipv4-ipv6 IPv4 exec. consistency 20% 2 (✓) 102.35 124.46

Table 2: FlexPlan scales to real-world programs. The left-hand side uses a range of popular programs, ranked by the number of
MA tables they contain. It uses an update ratio of 20% with 50% resource headroom. The right-hand side focuses on case studies
with switch.p4, including synthetic and realistic changes. For each change, we denote resource peak needed to atomically update
the entire program in a single step as S, and set the headroom to β×S (β = 20%,50%,80%). The greedy synthesis times out in 5
out of 10 cases, and it is much slower than FlexPlan for the rest of the cases.

harder due to the need to synchronize across pipelines. Thus,
as alternative architectures become available in the future,
FlexPlan may need to incorporate a new set of constraints.
Safety properties. The FlexPlan consistency specifications
capture safety (but not liveness) properties that are defined
over multiple program executions, or k-safety hyperproper-
ties [15,49]—specifically, 3-safety, as FlexPlan reasons about
the old, new, and current snapshots. Among safety properties,
it does not analyze stateful packet processing, where program
behaviors may mutate based on the input packets [30]. Fur-
ther, FlexPlan only reasons about a single network device, so
extending it for network-wide updates is future work.
Resource utilization. FlexPlan considers switch memory con-
straints as the main bottleneck resource. In a P4 program, each
MA table has a ‘size’ field that specifies the maximum num-
ber of entries it could contain. This provides coarse-grained
information as input to FlexPlan. However, the number of
entries in a table is not the same as physical memory con-
sumption, which further depends on the match types and their
target-specific implementation (e.g., TCAM vs. SRAM). To
obtain exact information, FlexPlan would need the compiler
to produce such data for the old and new programs. Modeling
other types of resource constraints is left to future work.
Synthesis delay. Requiring each runtime update to go through
a formal synthesis phase will incur delay to the change. As we
will show, the latency is a few minutes across our evaluation.
We believe that reliability gains outweigh the resulting delay.

6 Evaluation
Prototype. We have built FlexPlan in ∼5000 lines of code
(available at [2]). Our prototype consists of two components:
(1) a frontend translator building upon an existing tool [18],
which takes in the annotated P4 program and the specifica-
tion, and converts them into an instrumented sequence sketch
and SMT formulas; and (2) the main CEGIS backend which
searches for a transition and performs introspection whenever
needed. We use Z3 [8] as the SMT solver.
Methodology. Our program corpus is based upon popular

programmable switch applications, representing use cases in
monitoring, security, offloading—similar as recent P4 verifica-
tion projects [18, 38, 50]. It contains real-world P4 programs,
with sizes ranging from 200+ to 5000+ LoC. Further, FlexPlan
uses two methods to generate program changes. Synthetic
changes are generated using a similar strategy as existing
work [53], which controls the number of changes with a pa-
rameter α. If a program has M tables, an update ratio α will
generate M×α table additions, deletions, or modifications. To
test realistic changes, we use switch.p4 as the basis to perform
manual modifications based on its control block boundaries
(e.g., remove or add back the egress statistics control block
process_egress_bd_stats()), mimicking feature changes
in realistic deployments. To analyze headroom, we assume
that each table has the same size, denoted as U.
Evaluation objectives. Our evaluation primarily focuses on
various dimensions of scalability: (1) How well does FlexPlan
scale to real-world programs and sizable changes? (2) How
well do the granular consistency levels work? and (3) How
effective are the FlexPlan optimization and introspection tech-
niques? We note that existing P4 verification projects [18, 38]
analyze the correctness of single program snapshots, so they
are not suitable as baseline solutions for comparison. Thus, we
have created several FlexPlan variants as baseline solutions,
where specific optimization techniques are disabled.

6.1 Macrobenchmarks
We start with the macrobenchmarks summarized in Table 2.

Scalability. The first macrobenchmark (left four columns)
tests the scalability of FlexPlan with popular switch programs.
We use “L2/L3 field consistency” (i.e., intermediate snapshots
should preserve the same L2/L3 processing outcome) with a
fixed update ratio of 20%. Further, we set the headroom to
50% of what would be required for the most straightforward
plan that updates the entire program in a single step, which in
turn would lead to the highest possible resource peak. There
are two high-level takeaways. First, as the program size in-
creases from 200+ to 5000+ LoC, synthesis time also grows
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significantly, as larger programs produce bigger SMT formu-
las. However, even for the largest program, FlexPlan was able
to finish within 3.4 minutes. Second, the number of learned
counterexamples (‘ce’) also grows with the program size, and
FlexPlan effectively learned from a relatively few number of
counterexamples (varying from 0 for the smallest programs
to 27 for the largest) before finding a correct transition. We
further break it down by showing the number of counterex-
amples learned from a single snapshot (i.e., in the process
of enumerating unsat cores with SnapL, labeled as ‘uc’). Ex-
cept for switch.p4, FlexPlan enumerated all unsat cores in the
SnapL phase, so the main CEGIS loop identified a correct
solution in the first attempt. For switch.p4, FlexPlan performs
3 CEGIS iterations in the main loop to identify the transition.

Synthesized switch.p4 changes. The second macrobench-
mark (right-hand side) zooms in on modifications to
switch.p4, a datacenter switch implementation. We first test
six synthesized changes with different control parameters—
resource headrooms (rows 1-3), update ratios (rows 2+4),
specification types (rows 5-6)—and examine their influence
on the transition sequence lengths and synthesis time. As we
can see, more severe headroom constraints lead to longer syn-
thesis time (rows 1-3). FlexPlan had to try longer transition
sequences to find a solution or conclude that no solution exists
(shown as ×). Larger update ratios also lead to longer synthe-
sis time (e.g., 23% increase when changing from α = 20% to
α = 40% in rows 2 and 4). Moreover, the specification type
also has a direct influence on synthesis. Field consistency on
egress_spec is easier to check compared to L2/L3 header
checks. FlexPlan took 1.8-7.3 minutes across all cases.

Hand-crafted switch.p4 changes. Next, we analyze a set
of hand-crafted changes to switch.p4, by adding, removing, or
modifying well-defined control blocks. We also vary the spec-
ifications across data points. The switch+meter-stat case
removes all statistics tables (5 tables overall) in switch.p4,
and adds in meter related tables (4 tables). For L2/L3 field
consistency, FlexPlan identifies an update plan with 2 transi-
tions. A closer look at the update plan shows that FlexPlan
first removes all statistics tables, then adds meter tables—this
is possible because statistics tables do not manipulate L2/L3
packet headers. On the other hand, IPv4 execution consistency
fails to generate a update plan because most of the modified
tables share some execution paths, which means they must
be updated together. The required headroom goes beyond the
available resources (20%). The switch+ipv4-ipv6 update
removes IPv6 processing tables (10 tables in total) and adds
IPv4 processing tables (8 tables). IPv4 execution consistency,
on the other hand, could find a update plan with 20% head-
room. This is because IPv4 and IPv6 tables can be updated
separately as they do not share execution paths. All experi-
ments with realistic changes finished within 4.2 minutes.

FlexPlan vs. greedy synthesis. We also test the greedy
synthesis algorithm (Section 4.1.1), which either maximizes
progress (‘Greedy MinSeq’) or minimizes resource spikes
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Figure 6: A NetCache case study showing step-by-step transi-
tions and the headroom changes. The greedy synthesis pro-
duces suboptimal transitions whtn it is able to finish; it times
out under more severe resource constraints.

(‘Greedy MinSpike’) for each step locally. As Table 2 shows,
it times out after 30 minutes for five out of ten cases. When it is
able to produce a transition, it only finds suboptimal solutions.
Figure 6 visualizes a case study on NetCache, where greedily
maximizing per-step progress results in a transition in seven
steps with 80% headroom, whereas FlexPlan produces a much
shorter transition in four steps (‘FlexPlan MinSeq’). Similarly,
FlexPlan when minimizing resource usage (cf. Section 4.4)
leads to much lower peak usage than greedily minimizing
resource spikes per step. This demonstrates the benefits of the
sequence sketch encoding for end-to-end synthesis.

6.2 Consistency levels vs. headroom
Next, we show that the granular consistency specifications
in FlexPlan can lead to lower resource requirements when
rolling out an update. We use “program consistency” and
“execution consistency” as baselines, which are the strongest
and weakest guarantees developed in existing work, respec-
tively [53]. We chose three large switch programs (NetHCF,
NetCache, switch.p4), and generated 50 changes with α rang-
ing from 5% to 40%. For each change, we ask FlexPlan to
find the transition sequence that minimizes the peak resource
usage under each specification. We then averaged across all
changes with the same α and show the results in Figure 7.

Our first takeaway is the inflexibility of heuristic-based def-
initions in FlexCore [53]. Although “execution consistency”
is a weaker requirement than “program consistency,” it un-
fortunately does not reduce the resource peak by much and
the two corresponding curves are closely coupled together
(i.e., ‘FC-Prog’ vs. ‘FC-Exec’). It can reduce the resource
peaks for specific cases, but aggregating over all cases the
reduction is only 5%. We found that this is highly correlated
to the program shapes and where the changes are made. A
common root cause can be attributed to the bottleneck table
problem. If a change modifies some tables that are shared
by many or all execution paths, then it forces all changes to
be made in the same step, equating “execution consistency”
to “program consistency.” Since FlexCore [53] only relies
on “reachability” information at table level and does not ana-
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Figure 7: The granular consistency specifications in FlexPlan can effectively reduce peak resource usage. FC-Prog and FC-Exec
represent program consistency and execution consistency properties as defined in FlexCore [53], which only analyzes reachability
across tables without considering program semantics. FP-Exec refines execution consistency to consider specific traffic classes in
FlexPlan. FP-Field is a new consistency definition in FlexPlan that constrains the processing outcomes of specific header fields.
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Figure 8: The snapshot-based optimizations are effective. Each group of bars plots the turnaround times, from left to right, for
FlexPlan, NoSnapV (no snapshot verification), NoSnapL (no shapshot learning), and NoSnapVL (disabling both optimizations),
respectively. On switch.p4, both techniques are necessary for sizable changes; otherwise the analysis will time out after 30
minutes. We further break down each bar by the time the solution spends in verification, synthesis, and unsat core extraction.

lyze program semantics, it cannot distinguish whether or not
a change actually affects a particular traffic class, conflating
the two guarantees whenever bottleneck tables are modified.

In contrast, the granular consistency levels in FlexPlan are
effective in reducing the peak resource usage by capturing
program semantics. First, FlexPlan refines “execution con-
sistency” even further by defining it over traffic classes of
interest. Specifically, we have tested three variants of “ex-
ecution consistency” defined over traffic classes (shown as
‘FP-Exec’). For switch.p4, we specify it only for IPv4 traf-
fic without tunneling; for NetCache, only for read requests
to the cache data structure; and for NetHCF, only packets
that establish TCP sessions. Thus, if a table change does
not affect how these traffic classes are processed—even at a
bottleneck table—FlexPlan is still able to produce granular
transitions with lower peak resource usage. The reductions for
NetHCF, NetCache, and switch.p4 are 47%, 64%, and 45%,
respectively, compared to the fixed execution consistency in
FlexCore. Further, we have also tested “field consistency,” to
showcase FlexPlan’s ability to define new consistency lev-
els beyond tuning traffic classes (shown as ‘FP-Field’). This
states that L2/L3 headers and standard metadata must be pro-
cessed with the same outcome during transition. This leads to
even lower peak usage: the reduction is 46%, 67%, and 68%,
respectively, compared to the granular execution consistency
levels above. This is because it allows a mix of old and new

tables to co-exist on execution paths, as long as this does not
change the processing behaviors for specific header fields.

6.3 Snapshot learning and verification
Next, we evaluate the effectiveness of the snapshot learning
(SnapL) and verification (SnapV) optimizations. We create
three baseline solutions from FlexPlan where one or both opti-
mizations are turned off: NoSnapV, NoSnapL, and NoSnapVL.
Figure 8 compares the four solutions with different update
ratios and programs. Across all data points, FlexPlan outper-
forms NoSnapVL in terms of completion time by 70% on
average, demonstrating the effectiveness of the two snapshot-
based optimizations. On switch.p4, the NoSnapVL baseline
times out when α > 20%. Further decomposition shows that
the SnapL and SnapV optimizations lead to 58% and 37%
improvements on average, respectively.

Both SnapL and SnapV are more effective with larger pro-
grams (which lead to larger SMT formulas per snapshot) and
higher update ratios (which lead to a larger update plan search
space). For instance, at α = 40%, SnapL reduces the comple-
tion time by up to 81% for NetCache. With smaller update
ratios, the number of possible update sequences is already
small, so the time spent in learning unsat cores with SnapL
does not afford as much improvement. The trend for SnapV is
similar. For smaller formulas (e.g., NetHCF and NetCache),
it is possible for FlexPlan to iterate through all unsat cores,
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Figure 9: The FlexPlan introspection technique is effective in determining whether the synthesis should continue to try longer
sequences. The vertical lines denote the stopping points for FlexPlan, which significantly outperforms a solution with introspection
turned off, which naïvely increases the sequence length beyond the vertical lines until the maximal upper bound or timeout.

so the main CEGIS phase could bypass the verification com-
pletely since the first proposal attempt will identify a correct
plan. Its impact is stronger on larger programs like switch.p4.

6.4 Introspection and diagnosis

We now evaluate the three CEGIS introspection techniques.
Existence. We first generate a set of program modifications

that are guaranteed to violate the safety specification. For
instance, if the specification requires that egress_spec pro-
cessing outcomes should be preserved, we ensure that it is
modified in a different way. For all cases, FlexPlan correctly
rejects the annotated change as unsafe within 90 seconds.

Sequence length. Figure 9 evaluates the FlexPlan intro-
spection for determining whether to attempt a longer sequence.
We create cases where the resource constraints will guarantee
an eventual failure, and test how soon FlexPlan can detect this
inevitability. We also compare against a version of FlexPlan
without this introspection. For NetHCF (α=40%), NetCache
(α=20%), and switch.p4 (α=20%), FlexPlan concludes that
the synthesis will fail when the sequence lengths are six, five,
and five, respectively, within several minutes. However, the
solution without introspection will keep increasing the se-
quence lengths (and running time) until the maximal upper
bound (i.e., the total number of changes) or timeout, with-
out being able to decrease resource usage further. It took 3×
and 12× more time to conclude that the resources are insuffi-
cient for NetHCF and NetCache, respectively; for switch.p4,
it times out before producing any useful results. Thus, the
introspection technique helps determine failures efficiently.

Resource release. After each failure, we further ask Flex-
Plan to produce diagnostic results on the least amount of
resource release that will enable a safe and feasible transition.
This is achieved by introspecting the sequence upper bound
for a safe transition, and then solving for a transition with
minimized resource peak. This diagnosis took less than ten
minutes across all update ratios and programs—the longer
completion time is due to the need for trying the longest
possible safe transition. We then emulated the release by in-
creasing the switch headroom by the suggested amount, and
re-attempted another synthesis and verified that it succeeded.

7 Related Work
Runtime programmability. Network switches have become
programmable at runtime [3, 4, 9, 19, 52, 53], where switch
programs can be modified with partial reconfiguration without
downtime. Runtime programmability has also been studied in
host networking [40,42]. FlexPlan develops a formal approach
to synthesizing runtime programmable switch updates.
Safe network updates. Ensuring the safety of network up-
dates [34, 43] is a key goal in cloud datacenters [37]. In
the context of OpenFlow-based SDN, consistent update al-
gorithms have been extensively studied [21, 44, 45]. Flex-
Plan considers an analogous problem for programmable data
planes, with new definitions on correctness and intermediate
states, and uses program synthesis to achieve this goal.
Synthesis and verification. Program synthesis has found
many applications in the networking domain [13, 22, 59],
including for identifying safe configuration updates in Open-
Flow SDN [39]. For programmable switches, existing projects
have developed many formal verification techniques for P4
programs [18,38,50,51,61]. Compared to these lines of work,
FlexPlan aims at synthesizing a correct-by-construction up-
date sequence, which in turn requires new techniques.

8 Conclusion
Programmable networks enable the development of new fea-
tures “in the field,” without relying on slow-paced vendors. To
safeguard network behaviors, formal verification has proven
essential. Runtime programmable networks [57], in contrast,
emphasize that the deployment of these features must also be
seamless and “in the field”—without requiring slow-paced
maintenance operations. However, live program modifications
necessitate new techniques for providing formal assurance.
FlexPlan is a synthesis tool that can identify a safe and feasi-
ble program transition sequence automatically. It introduces
domain-specific techniques for synthesizing switch program
updates. With comprehensive evaluation, we demonstrate the
scalability of FlexPlan on real-world programs.
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9 Appendix
This appendix includes more details on the safety specifica-
tions as summarized in Table 1 in the main paper.

9.1 Specifications
S4: Element consistency for ACL. This specification is similar
as program consistency, but only constrains traffic that goes
through a particular ACL table. For all packets that have been
processed by the ACL table, their execution paths must be of
the same version (i.e., either old or new).

1 specification {
2 ghost bit<1> sawOld = false;
3 ghost bit<1> sawNew = false;
4 ghost bit<1> acl_hit = false;
5 @old => { sawOld = true; }
6 @new => { sawNew = true; }
7 @hit('acl') => { acl_hit = true; }
8 all_old = {
9 $cur.in.acl_hit => !$cur.eg.sawNew;

10 }
11 all_new = {
12 $cur.in.acl_hit => !$cur.eg.sawOld;
13 }
14 assert all_old || all_new;
15 }

S5: Table consistency for ECMP. We introduce a new
consistency definition that is not available from existing
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work [53], which we call “table consistency.” It states that for
each packet, the table (in this case ECMP) hit/miss behavior
in the intermediate state should be either the same with the
old or the new processing logic.

1 specification {
2 ghost bit<1> ecmp_hit = false;
3 @hit('ecmp') => { ecmp_hit = true; }
4 // preserve processing behavior across states
5 table_consistency_ecmp = {
6 $cur.in == $old.in == $new.in =>
7 ($cur.eg.ecmp_hit == $new.eg.ecmp_hit ||
8 $cur.eg.ecmp_hit == $old.eg.ecmp_hit);
9 }

10 assert table_consistency_ecmp;
11 }

Although FlexPlan’s primary focus is consistency guaran-
tees during the program transition, its specification language
can naturally support general program correctness properties
that are used in P4 program verification [18, 38]. We show-
case two of them below. At a high level, general program
correctness properties are expressed by constraining a single
snapshot using $cur, without referring to $old or $new.

S6: VLAN table access. Packets should go through VLAN
table during any intermediate state.

1 specification {
2 ghost bit<1> vlan_hit = false;
3 @hit('vlan') => { vlan_hit = true; }
4 table_access_vlan = {
5 $cur.eg.vlan_hit == true;
6 }
7 assert table_access_vlan;
8 }

S7: Modification on ipv4.ttl. Any intermediate program
snapshot should always decrement the ipv4.ttl header by one
when the packet leaves the egress.

1 specification {
2 decrement_ipv4_ttl = {
3 $cur.eg.ipv4.ttl == $cur.in.ipv4.ttl - 1;
4 }
5 assert decrement_ipv4_ttl;
6 }

9.2 Instrumentations
Figure 10 includes an illustrative example that shows how a
specification is translated into instrumentations in the input P4
program. This uses our running example acl_flowlet_ecmp,
building upon the version sketch in Figure 3 and adding the
instrumentations from the specification S1.

As we can see, the sawOld, sawNew and acl_hit variables
are directly inserted into source program. We then add in-
strumentation that checks whether there exists a packet that
violates the execution consistency after going through exe-
cution path. We then compute the weakest preconditions for

1 control ingress {
2 apply {
3 ghost_ipv4_valid = ipv4.isValid();
4 /* annotation site 1: acl->nat_acl */
5 if(ipv4.isValid()) {
6 if (! vsk.v1) { // @mod
7 acl.apply(); ghost_saw_old = 1;
8 ghost_acl_hit = 1;
9 } else {

10 nat_acl.apply(); ghost_saw_new = 1;
11 ghost_acl_hit = 1;
12 }
13 }
14 /* annotation site 2: delete flowlet */
15 if(! vsk.v2) { // @del
16 if (ipv6.isValid())
17 flowlet.apply(); ghost_saw_old = 1;
18 }
19 /* annotation site 3: add ecmp */
20 if(vsk.v3) { // @add
21 ecmp.apply(); ghost_saw_new = 1;
22 }
23 if (ghost_ipv4_valid && ghost_acl_hit) {
24 if (ghost_saw_old && ghost_saw_new){
25 violation();
26 }
27 }
28 }
29 }

Figure 10: Instrumenting the version sketch in Figure 3 with
safety specification, and also adding statements that check the
safety properties.

the reachability of the violation nodes. This is achieved by
iterating through CFG nodes and propagating stronger con-
ditions to all their neighbors based on the transition relation.
We then check whether the predicate is valid using the Z3
theorem prover. In the example, the combined program and
safety formula to check would be derived as:

gso = (ipv4.isValid∧¬vsk.v1)∨ (¬vsk.v2∧ ipv6.isValid)
gsn = (ipv4.isValid∧vsk.v1)∨vsk.v3
gah = ipv4.isValid

check = ¬(ipv4.isValid∧gah∧gso∧gsn)

where gso represents the logical formula for when
ghost_saw_old is assigned true, and similarly for gsn as
ghost_saw_new and gah for ghost_acl_hit. The logical
variable gso, for example, captures the path conditions re-
quired to set the ghost variable to true as well as any interme-
diate assignments on the path to variables that might affect
these path conditions/branches.
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Abstract
Configuration of production datacenters is challenging due
to their scale (many switches), complexity (specific policy
requirements), and dynamism (need for many configuration
changes). This paper introduces Aura, a production-level syn-
thesis system for datacenter routing policies. It consists of a
high-level language, called RPL, that expresses the desired
behavior and a compiler that automatically generates switch
configurations. Unlike existing approaches, which generate
full network configuration for a static policy, Aura is built
to support frequent policy and network changes. It generates
and deploys multiple parallel policy collections, in a way that
supports smooth transitions between them without disrupt-
ing live production traffic. Aura has been deployed for over
two years in Meta datacenters and has greatly improved our
management efficiency. We also share our operational require-
ments and experiences, which can potentially inspire future
research.

1 Introduction

Stable and efficient routing in large data centers is crucial
for many online service providers. Routing misconfiguration
can lead to packet drops, traffic black holes, performance
degradation, and service downtime [2, 3, 9, 22]. Traditionally
at Meta datacenters, routing configuration relied on human
operator expertise to manually translate high-level routing
policies into low-level switch configurations. This approach
has two key problems.

First, manual generation of policies is often error-prone,
especially with the enormous increase in scale (thousands
of switches across multiple data centers), complexity (poli-
cies that describe specifications unique to a network), and
dynamism (configuration changes to accommodate failures
or maintenance of switches) of modern datacenters [10, 14].

Second, manually crafting configurations for datacenters
is a time-consuming process. Earlier data centers at Meta
were uniform and the similar configurations could be used
to provision new data centers. However, there is a need to

support diverse topologies required for various AI applica-
tions or existing topologies that are modified to accommodate
resource shortages caused by supply chain bottlenecks. With
the need to support diverse topologies, existing configurations
can no longer be reused and each new topology implies a long
process of manual configuration.

Recently, researchers have proposed configuration synthe-
sis [7, 8, 12], which automatically generates switch configu-
rations based on high-level policies. These systems usually
provide a declarative language for operators to define the
intended routing policies and then automatically synthesize
low-level routing configurations, which implement these poli-
cies. While these solutions work well in principle, there are
still a few challenges that are not handled by one-shot auto-
mated configuration synthesis.

Challenge 1: Handling dynamic configurations. Con-
figuration changes are frequent in networks, because of many
dynamic events. The dynamism is driven by different business
objectives (shifting services from one data center to another),
making network operations more efficient (e.g., smarter load
balancing or more redundancy to failure), safely testing new
protocols, or even performing regular routine maintenance of
switches. Configuration synthesis should be able to generate
configurations that natively handle dynamism.

Challenge 2: Expressing conditional policies. Current
declarative languages express routing policies in a way that is
not aligned with the realities of a production network. First,
they treat each switch as live and ready to serve traffic. Yet,
in large-scale data centers, switches can be in different opera-
tional states at the same time, and thus we need to be able to
express routing policies that depend on these states. Second,
current declarative languages specify all switches at a fixed
granularity (e.g., one specific switch [7] or all switches in the
specific role [8]). However, operational needs require speci-
fications at a flexible granularity. Some intents in high-level
policies may require specific switch or set of switches in one
location, while others may require all switches in a given role.

Challenge 3: Reconfigurations at scale. Existing brown-
field migration systems, plan out the configuration change
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without disrupting production traffic by creating intermediate
configurations that would help transitioning the network from
old configuration to a new one [18, 23]. Although such tech-
niques provide a safe, non-disruptive mechanism to change
configurations, they can be expensive to carry out migrations.
Our experiences show that deploying a new configuration in
switches often takes a much longer time (minutes to hours)
than computing the configuration (e.g., seconds), primarily
because of the scale of the network. Given this constraint,
migrating configurations via transitioning would take a very
long time, hindering network operations.

In this paper, we introduce our configuration synthesis sys-
tem Aura1, which supports flexible granularity of policy in-
tents, conditional intents and scalable synthesis to BGP con-
figurations, to smoothly aid network dynamics. Our contribu-
tions are as follows:
• We propose a novel configuration synthesis approach,

which pre-compiles a set of possible paths for the datacen-
ter, called “base paths”, given a set of high-level policies.
Our insight is that given datacenter regularity and sym-
metry, any path can be expressed as one of a small set of
base paths. Network operators can use these base paths to
support dynamic configuration.

• We define a new declarative language called RPL (routing
policy language), which allows operators to define policy
intents with flexible switch granularities and activation
conditions, based on switch states.

• Aura leverages configuration staging and uses labels to ac-
tivate them. When there is a need to change configurations,
routes are announced with appropriate labels (e.g., BGP
community tags). Switches on receiving the labels, check
the appropriate configuration that match the conditions and
activate the configuration. This minimizes the need to re-
configure the network every time there is a need to change
the configuration.
In addition to our contributions, Aura has been partially

deployed in Meta datacenters for over two years, compiling
all policies on hundreds of thousands of switches daily. To the
best of our knowledge, we are the first to share operational
experiences in building and deploying a configuration syn-
thesis system. Our work unveils a unique set of challenges to
academia, which we hope may inspire future research.

2 Background and Challenges

As discussed earlier, large-scale datacenters need automated
configuration synthesis. Even with fully automated configura-
tion synthesis, carrying out a data center-wide policy change
still requires careful planning at every step, to ensure that
the network remains operational throughout the change. We
need to gradually roll out a policy change, with minimum

1We chose the name Aura, because it represents the essence (of an indi-
vidual).
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Figure 1: Data center topology with sample intents.

disruptions and safe fallback mechanisms. And we need to
support such rollout across hundreds of thousands of switches,
in different states of readiness. In this work, we stress one
overlooked goal of configuration synthesis: producing con-
figuration changes that lead to the shortest time to complete
the reconfiguration, and making the process automated, non-
disruptive to production traffic and with minimal operator
burden. In this section, we start by describing our data center
topology and routing intents. We then discuss the operational
challenges of configuration synthesis in large data centers.

2.1 Background
We use Figure 1 to illustrate our production network topol-
ogy [6,29], a few sample intents (I1 to I7) used in our network,
and the remaining open challenges, which our work addresses.
Data Center Topology: It consists of a hierarchy of four lay-
ers with thousands of switches at each layer. Switches at the
same layer share the same switch role. The servers are con-
nected to leaf rack switches (RSW). RSWs are connected to
fabric switches (FSW). RSWs and FSWs are grouped into
pods. Spine switches (SSW) connect the pods and provide
several disjoint paths between pods. Data centers are dis-
tributed over multiple buildings and are interconnected via
the Fabric Aggregation (FA) layer. The FA consists of two lay-
ers: FAUU (uplink) and FADU (downlink). FAUU connects
to data-center-external networks (i.e., the backbone planes),
while FADU aggregates downstream-data-center networks
by connecting to SSWs. In this work, we limit our scope of
configuration synthesis till the FAUU layer, and leave the con-
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figuration synthesis of external switches for future work. This
topology enables several disjoint end-to-end paths between
any two server racks for failure resilience. Other topologies
in Meta datacenters share the same properties with different
numbers of layers and switch roles. Other large production
data centers exhibit similar symmetry of roles and hierarchy
of switch roles [24], and likely face similar challenges to
configuration synthesis.
Routing: We use the Border Gateway Protocol (BGP) to
disseminate routing information through the network and pro-
vide connectivity to end servers [5]. BGP is a highly scalable
routing protocol that can support large topologies with many
prefixes. BGP is also commonly supported many network
switch vendors, and network operators are typically familiar
with BGP operation. We configure BGP policies to manage
how routing information is shared across the network and to
control traffic flow objectives, such as traffic load-balancing,
redundancy, and path preference. At Meta, BGP configura-
tions within network tiers are homogeneous. We configure
BGP to use Equal Cost Multipath (ECMP), where each switch
forwards traffic equally to its neighboring peers based on the
routing policy. Meta data centers are also experimenting with
our own routing protocols such as OpenR [15] that is being
rolled out into parts of the data center. OpenR policies can
coexist with BGP policies. Currently, we use OpenR policies
for infrastructure prefixes (those prefixes belonging to the
management plane) and BGP for traffic prefixes.
Intents, policies, and configurations: We define an intent
as a high-level description of a routing goal, e.g., all rack
prefixes should be propagated within pods. Intents are closely
tied to our operational needs of service reachability, main-
tainability and reliability. [5]. Figure 1 shows seven intent
examples to achieve our needs in traffic control. I1, I2 and
I3 define reachability goals for a client to a service, that is, a
service should be reachable even when an instance of the ser-
vice is added, removed or migrated. Intents I4 and I5 help in
managing networks during such events without disrupting pro-
duction traffic, as switches often undergo maintenance when
they fail, reboot, or even crash. I6 is an exception to I4 that
aims to provide reliability under failure, and I7 confines the
propagation scope of a route. We will elaborate more about
these intents from §2.2 to §2.4. We define a policy to be a
collection of intents, e.g., a combination of intents I1 to I7. At
Meta, there are many data centers, and we define a collection
of policies known as configurations for every data center. For
example, the datacenter in Utah (EAG) has 53 policies with
each policy containing upto 5 intents. The synthesis process
starts with a policy specified by a domain-specific language
and produces a set of switch configurations.

2.2 Handling Dynamic Configurations

Configuration changes are frequent in production and often
impose a high operational burden to ensure live production

traffic is not affected. Previous synthesis systems focus on
generating one snapshot of the entire network’s configura-
tions [7, 8]. When changes happen, they have to rerun the en-
tire synthesis and generate another snapshot. There are three
common scenarios that necessitate configuration changes:

Intent changes: Intents describe high-level objectives of
reachability, aggregation, and route propagation (see [5] for
routing objectives). They can change due to various opera-
tional needs – a service migrating from one data center to an-
other, a better load balancing strategy (e.g., adding new paths
to a destination in the ECMP pool), a more resilient failure
recovery (e.g., adding a new backup path) or changing prefer-
ence strategy (e.g., when we would move from location-based
path selection to client-based preference, where the client can
themselves set a preference of which server they would like
to reach). The underlying routing configuration should reflect
these intent changes. To support changes between existing
intent collections, we need a synthesis approach that can gen-
erate multiple configurations in a switch and control when
each would activate. The same approach can add new policies
by enriching existing switches with new, inactive configu-
rations. New configurations can then be activated gradually
throughout the production network.

Policy implementation changes: We can implement intents
expressed by operators in different ways, by using different
protocols, or different mechanisms in one protocol. For exam-
ple, in BGP, one can carefully set MED values, IGP values,
or local preference values to achieve the same intents. In our
data centers, we are exploring alternative routing protocols
for better scalability, e.g. our home-grown intra-domain rout-
ing OpenR [15]. Thus, the same network-wide intents can be
supported in OpenR with a completely different set of con-
figurations compared to BGP. To facilitate testing, we need
to gracefully roll out OpenR configurations and replace old
BGP configurations. Such evolution requires a large amount
of changes to configurations on all switches. To minimize
impact to business, we need a way to gracefully migrate be-
tween configurations, and even roll back changes should they
prove inefficient.

Switch state changes: Switches constantly undergo changes
due to failures, new builds, and regular maintenance. In all of
these scenarios, we need to gracefully remove the impacted
switches from serving traffic, to minimize disruptions to ser-
vices. Switch state changes are common in our production
network. In the month of August 2022, there were about 745K
drain events with about 8K drain events on average per day.

2.3 Expressing Conditional Policies

Conditional policies require different configurations for a
given switch, depending on network conditions. There are
three common classes of network conditions:

Intents that apply to a subset of switches: Operators need
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the flexibility to specify the groups of switches where a policy
intent is applied. Some intents should be applied globally,
while others may be relevant only for a specific service in a
particular region to have customized routing solution. It is
often needed during migration or deployment to accomodate
the changing capacity. For example, intents I1 to I3 specify
preference for local service SL over global service SG only for
RSWs in Pod1 and Pod2, whereas intent I7 applies to all RSWs
and restricts rack prefixes to pods. This means our intent
specification and synthesis should support conditions that
define groups of switches at different topological granularity.

Intents that apply to switches in a certain state: Data
center topologies support multiple paths between any pair
of server racks. Path selection depends on switch states.
We define three operational states for each switch: LIVE,
DRAINED, and WARM. A LIVE switch is in operation; it al-
lows all traffic and announcements to go through. Conversely,
a DRAINED switch is brought down for maintenance; it
should not carry any live production traffic. A switch being
drained goes through an intermediate WARM state when pre-
fixes are gradually removed from its announcements. In this
state, the switch could carry traffic for any prefix if the pre-
fix does not have other paths involving only LIVE switches.
Switch configurations should suppress announcements from
DRAINED switches (reflected in intent I4), and favor an-
nouncements from LIVE switches over those from WARM
switches (reflected in intent I5). To keep the production net-
work operational with these requirements, one method is to
synthesize, which generates multiple configurations, for dif-
ferent switch states. Only one configuration is active at the
time at a given switch, depending on the current state of the
switch. For instance, intent I4 specifies to stop announcing a
route to peers in DRAINED states and intent I5 specifies that
we prefer peers in LIVE states than those in WARM states.

Exceptions to policies: Network operators need to specify
exceptions to their policies for failure resilience. For instance,
as per intent I4, DRAINED switches do not carry any live traf-
fic. However, an exception to this intent is I6, which requires
DRAINED switches to carry traffic towards infrastructure
prefixes. Intent specification language needs to support excep-
tions for critical prefixes (e.g., infrastructure prefixes), and our
synthesis process must generate corresponding configurations
that treat those specific prefixes differently from others.

2.4 Reconfigurations At Scale
It is challenging to support dynamic policies and conditional
policies at production scale. Switch reconfiguration in a live
production network is expensive, because it typically requires
transferring away all the services that use the network and
draining all routes from the switch. After these actions, we
can bring down the switch, change the configurations, and
then bring up the switch again. Finally, the switch would be
tested before reintroducing the routes that it carried before
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Figure 2: Switch reconfiguration metrics.

reconfiguration. Typically, not all switches in the data center
are reconfigured at the same time. Instead, reconfiguration
is achieved in a phased manner, where only a portion of the
network is reconfigured at a time. This process could take
many weeks to update all switches, given the scale of a pro-
duction network, as well as the complexity of the phased
deployment [10]. Figure 2(a), shows the configuration update
times for policies that were changed at Meta in the last three
months of 2021. On average, switches can take upto 4.5 hours
to update. Most of the switches are updated immediately, but
some switches take very long to configure. The 95th percentile
of configuration update can take as much as 20 hours. This is
mainly caused due to switch failures that require additional
time to make them operational again.

Changing policies (e.g., switching between collections of
intents) can also have a large footprint, that is, it involves
the configuration of many switches. For instance, configuring
backbone policies typically involves changing configurations
for a few FA switches. On the other hand, introducing a new
technique to handle infrastructure prefixes (such as I6), would
involve a lot more switches, as they can go into a DRAIN
state. Figure 2(b) shows the percentage of switches in our
network that required configuration update for different policy
changes. An average policy change requires configuration of
at least 25.6% of switches. Reconfigurations are only going
to get longer as we typically double the number of switches
every five years [10]. Moreover, the time and complexity
taken for configuring switches differ depending on a switch’s
role. On one hand, FSW switches carry only a small por-
tion of traffic in our network. Given the redundancies of our
network, a failure in a FSW switch usually does not cause
issues in the network. On the other hand, aggregate switches,
such as fabric aggregators, carry a larger portion of traffic,
so their changes should be planned more carefully. Failures
during reconfiguration of these aggregator switches can be of
a higher consequence as they can disconnect buildings within
datacenters.

3 Aura Design

To address the outlined challenges, we present Aura in Fig-
ure 3. The goal of Aura is to allow network operators to
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express flexible policies that are capable of handling various
network reconfiguration scenarios at scale while minimizing
disruption to production traffic. Aura handles the challenges
outlined in §2 as follows:
• To support multiple configurations in a switch (as seen

in § 2.2), Aura uses a set of base paths to pre-configure
the network. Base paths are a collection of paths across
different types of switches, which have the property that
any propagation path in the network can be expressed as
the base path or a sub-path of the base path. In §3.1, we
explain how Aura uses topological features such as sym-
metry and hierarchy, along with reachability requirements
to determine the set of base paths.

• To handle dynamic policies (as seen in § 2.2), Aura uses a
labeling mechanism. If we are synthesizing into BGP con-
figurations, Aura generates configurations that match on
dedicated community tags and maps them to a correspond-
ing policy. This results in multiple configurations defined
in a single configuration file. In §3.2, Aura uses dedicated
community tags that are attached by every switch to indi-
cate its current state. Together with staging, this behaves as
if there is a change between an old and a new configuration
without the need for switch reconfiguration. Minimizing
reconfigurations helps in supporting changes in policies at
scale (as seen in §2.4).

• To express conditional policies (as seen in § 2.3), we intro-
duce conditions that depend on switch state.

• We design a routing policy language (RPL) for Aura (§4),
which uses base paths, switch conditions, route propaga-
tion conditions, and route preferences to express a set of
policies.

• Finally, a compiler generates BGP configurations from
RPL and tests configurations in the network (§5).

3.1 Base Paths: Minimizing Reconfiguration
Aura minimizes reconfiguration of large production networks
by pre-compiling the network with a set of paths known as
the base paths. Base paths are similar to pathlets, which are
fragments of paths representing nodes that are willing to
route [13]. The base path concept stems from the following
two insights.
• Policies can be defined on abstract paths: Modern data

center topologies are usually hierarchical, symmetric, and
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Figure 4: Extracting base paths.

uniform. To be resilient to failures and ease the operation,
most data centers classify switches into different roles ac-
cording to their layers in the FAT-tree like topology [24].
For example, every switch in the lowest layer (RSW in
our topology) has a south bound connection to servers in
a rack, and a north bound interface up to the aggregate
switches (FSW in our topology). Switches of the same
role are functionally equivalent. Thus, base paths can be
defined as abstract paths using these abstract switch roles.
In turn, policy intents can be expressed by using the base
path or a sub-path of the base path.

• Staging policies for dynamic scenarios: Our base path set
contains not only the preferred paths under a regular, static
scenario, but also alternative paths under many dynamic
scenarios, such as failures, migration, or maintenance as
discussed in §2.2. When these changes occur, we simply
need to select configurations that correspond to a different
subset of base paths. Aura’s synthesis has already deployed
all configurations in the individual switches, and we just
need to deactivate one configuration and activate the other.
We identify base paths by first simplifying datacenter topol-

ogy and then performing comprehensive reachability analysis
on that topology.

Topology simplification. We simplify a datacenter topol-
ogy by abstracting multiple switches that share some given
characteristic as a single switch. We can make abstractions at
different granularities. For example, we can abstract all RSWs
into a single node, or abstract all RSWs in the same pod into
a single node. It is important to find the right granularity to
maintain reachability without jeopardizing scale. Abstractions
at too fine granularity create many paths and jeopardize syn-
thesis scalability and operational maintainability. Abstractions
at too coarse granularity (e.g., single role – single switch [7])
do not allow us to stage paths at different scenarios, such as
intents I1 and I2, which requires traversing through specific
switches in the network. Moreover, role-based abstraction can

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    633



express these policies, but configuring switches to support
them is a challenge. For example, intent I2 requires visiting
the same switch role multiple times. Aura’s compiler needs a
way to keep track of propagating the announcement through
such paths (see §5).

Reachability analysis. We find a balanced abstraction by
performing a primary reachability analysis between RSW
switches on the minimal topology. We then extend these
paths to support alternative paths, to accommodate cases when
nodes on a primary path fail. Any duplicate paths will be col-
lapsed into a single path. Figure 4 illustrates this process. We
start with three primary paths: one between two RSWs in the
same pod, the second between two RSWs in different pods,
and the third between two RSWs in different datacenters.
Then we consider the failure of the direct FSW, direct SSW,
or direct FA switch (or links connecting them) on the primary
paths. For each failure we add nodes to express the backup
path. Note that we first consider single switch or link failures
on each primary path. Further, we consider larger failure sce-
narios such as regional failures and disasters. For example,
we consider backbone failure and craft the paths to provide
intra-region paths by traversing the FA layer. Currently, we
generate base paths according to our reachability objective,
which is, providing reachability of intents in the presence of
at most two failures (either link or device or both)2. Note that
the process of generating base paths is not unique to Meta’s
network. Any datacenter network can exploit its symmetry
and hierarchical nature to derive its base paths.

3.2 Staging and Labeling: Supporting Dy-
namic Configurations

We support network changes, while minimizing reconfigu-
ration via staging and labeling. These mechanisms help us
support parallel configurations in switches (with only one
configuration being active) and to support conditional intents.

• Staging configuration snippets and activating them with
labels are the two key techniques to allow coexistence
of multiple policies. Each policy is implemented as a set
of configurations and loaded onto the switches. A policy
may have a condition expressed as a combination of labels.
Only when the conditions are satisfied, the policy will be
activated.

• Propagating label with routes is the way we achieve con-
ditional policies. The labels are translated into BGP com-
munity tags in our synthesis process, and are attached to
routes and propagated through switches. Each switch can
match the conditions based on the current switch state, at-
tach its own state as community tags, and announce it to
downstream switches.

2We determined any failures beyond that would degrade capacity, thus
this would no longer be a reachability problem. We deploy other measures to
handle such large-scale failures, which are beyond the scope of this work.

We provide two examples to show how staging and labeling
support dynamic scenarios.

Supporting OpenR deployment. In our data centers, we
are developing an alternative routing protocol known as
OpenR [15] for better scalability. One challenge of applying
Aura to production is how to gracefully migrate the switch
configurations from an old to a new set of configurations.
BGP and OpenR configurations are completely different and
switching between them requires drastic changes to the fleet.
We use Aura to support this process with no disruptions, as
illustrated in Figure 5.

Prefix 1
Prefix 2

Prefix 1

Prefix 2 Prefix 1
Prefix 2

Old 
Config

New
Config

Figure 5: Staging and subscription used for migration.

Both versions of configurations are staged on all switches3,
each snippet starts with an activating condition, mapped into
different BGP community tags. In Figure 5, we illustrate
this as red and blue tags. Network operators can then attach
tags to prefixes (prefix 1 or 2) to implement the policy for
that particular prefix. By this, Aura simultaneously supports
both the old and new policy. This technique also gives the
network operator the flexibility to shift traffic in any order
they like, and it also offers the fallback opportunity, should
the new policy have some unforeseen effects on traffic when
it is deployed.

Initially, all prefixes (prefix 1 and 2) use the old configu-
ration (blue). We start with prefixes of less critical services
first to avoid business disruptions. At the origin, Pre f ix2 is an-
nounced with the red tag, so when the announcement arrives
at intermediate switches, the corresponding red configura-
tion is activated and the blue configuration becomes inactive.
Other prefixes are gradually on-boarded to the new configu-
ration by switching their tags in announcements. If the new
configuration has any issue, we can safely switch back to the
old version by controlling community tags at the origin.

Handling switch maintenance. As explained in §2.2, routes
from LIVE switches are preferred over those from WARM
switches (intent I5), and routes from DRAINED switches
should not be used (intent I4). To reflect this policy, we stage
parallel configurations on each switch4 Each configuration
describes actions for a given state of this switch and a given

3FBOSS (Facebook Open Switching System [10]) supports concurrent
deployment of BGP and OpenR configurations.

4FBOSS supports parallel configurations for each device state via in-
stances. Each FBOSS instance contains a local control place and communi-
cates with the central network management system via thrift based service.
Although there can be several instances, only the active instance uses the
switch’s hardware resources [10]. We believe any other switch could also
achieve this by pushing necessary configurations from the control plane.
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Figure 6: Supporting conditional policies.

state of the neighboring switch sending announcements to
this switch. The actions could be adding/removing commu-
nity tags, setting preferences, and accepting/rejecting routes.
Taking intent I1 and I2 as an example, as shown in Figure 6,
there are two paths to the client to reach the local service SL
and the global service SG. Intent I3 specifies that I1 (primary)
is preferred over I2 (backup). The RSW switch along the
primary path is going through a DRAINED state, therefore
it attaches the DRAINED tag to its announcement. On the
other hand, the backup path contains all live switches and the
announcement only contains the LIVE tag. The downstream
switches on receiving both the announcements would prefer
the backup path to global prefix over the primary path to the
local prefix. To support this, switches in both primary and
backup paths should be configured to match the DRAINED
tag and allocate a lower preference to the primary path. In §5,
we show how to implement it with concrete BGP attributes.

4 RPL: Expressing Conditional Policies

Our routing policy language – RPL – allows a network oper-
ator to express high-level routing intents, by defining paths
and path preferences. We had two choices while designing
RPL – to make it a domain specific language (DSL), that is,
its syntax is designed from scratch or to make it an embedded
language based on Python. Embedded languages typically
benefit from existing IDE, debugger, type ahead assistant and
error messages, which allows for quick adoption by network
operators. However, embedded languages are hard to verify.
For instance, in Python, users can override basic operators
making it hard to verify a program without running it. On the
other hand, with DSL, the language itself can be defined in a
way that it can reject wrong programs and enforce invariants
we care about. We could also apply any number of static anal-
ysis techniques to determine the effect without running the
program. Therefore, we traded-off the flexibility provided by
embedded languages for correctness and verifiablity of DSL.

Syntax
name ::= string
rx ::= regular exp
lit ::= name | ∼name names
comp ::= <| >| = comp
bp ::= name {hops lit (->lit)*} base path
Bbp ::= base-paths {bp+} base path block
loc ::= name {regex-def rx (. rx)*} location
Bloc ::= locations {loc+} location block
tag ::= name rx tag
Btag ::= tags {tag+} tags block

Btop ::=

topology {
name {

Bloc | Btag | Bbp
}

}

topology block

Brout ::= routing {topology lit} routing block
o ::= origins {location lit} origin

pc ::=
propagate-condition {

lit (,lit)*
}

propagation
condition

p ::= name {hops lit (->lit)*} path
Bpath ::= paths {p+} path block
Bprop ::= propogation {pc Bpath} propagation block
pref ::= preference {lit (comp lit)+} preference

pol ::=

policies {
name {

Brout | o |
Bprop | pref

}
}

policy

Table 1: RPL block and leaf statements.

RPL’s syntax is designed from scratch and is based on
ANTLR [1] – an engine that provides basic syntax parsing.
ANTLR also allows us to easily extend the support of RPL
as and when our operational needs change. Table 1 shows
the collection of statements supported by RPL. Statements
are used to identify base paths, location of switches, describe
tags and define policies with their preferences and conditions.
Groups of these statements, known as “blocks,” are used to
describe different components of the policy. For example, the
topology block (Btop), describes the topology containing the
locations of switches, tags and base paths. The RPL program
required to support all policies discussed in Figure 1 is shown
in Figure 7. To handle the challenges of expressing flexible
policies (§2.3), RPL supports the following features.

Minimizing reconfigurations: RPL allows network opera-
tors to specify topology block (shown in lines 1–23) that helps
in pre-compiling the network. Specifically, in the topology
block, the operator can specify scopes of devices (§3.2), tags
(§3.2) and base paths (§3.1) that could be used by policies.
For example, to support intents I1 to I7, topology block f16
is sufficient. As described in §3.1, network operators are free
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to specify any number of intents that could be supported by
this topology block. If operators want to support other intents,
they could always extend the topology block, but would re-
quire reconfiguration. From our operational experience, we
show in §6 that these changes configure much lesser number
of switches than competing approaches.

Supporting dynamic configurations: Network operators
can specify different policy in the policies block of an RPL
configuration file. This allows them to dynamically change
policy over time. Each policy block, contains the name of the
policy (e.g., RSW_REACHABILITY), routing (topology
block used by the policy), origin (origination location of
routes), propagation (set of paths used by the policy) and
preference (preference among paths or tags). In Figure 7,
policy RSW_REACHABILITY implements the intents I1 to
I5, policy ALLOW_INFRA implements intent I6 and policy
LIMIT_RACK_PREFIX implements intent I7. A network
operator may choose to apply any one of these policies for ap-
propriate prefixes. For instance, as described in an example in
§3.2, network operators may apply RSW_REACHABILITY
for services SL and SG and apply ALLOW_INFRA for infras-
tructure prefixes.

Expressing conditions with scopes: To support flexible
granularity of intents, RPL introduces the notion of a loca-
tions, i.e., one can define a switch in RPL at different levels
of granularity, such as switch role, switch ID, switch plane,
fabric, region, and the datacenter. A location can be defined
in the topology block (as shown in lines 3–12 in Figure 7).
Location definition consists of the switch role, followed by
switch number, pod number, fabric number, and datacenter
name. Some elements can also be replaced by wildcards. The
naming convention for our production network leverages the
symmetry of the network to keep it simple and uniform. For
example, the first spine plane in every data center would have
the same identification number [5]. Network operators can
leverage these naming conventions to define a scope. For
example, I1 requires the route to propagate through the first
RSW present in Pod1, present in the first fabric in the Altoona
(ATN) datacenter, scope RSW.3.2.1.1.ATN can be used.

Expressing different switch states: RPL introduces the
tags block to indicate tags that will be used to identify
switches in a given state. An example of the tags block is
shown from lines 13–17 in Figure 7, which defines tags
LIVE, DRAINED and WARM. These tags will eventually
be mapped in the synthesis process into BGP community
tags, which would be attached from every switch to com-
municate the state of the switch to its neighbors (see §5 for
implementation details). RPL also allows network operators
to limit the propagation of a route announcement by using
prop-condition statement. In Figure 7, we limit the prop-
agation of announcements based on the switch state to only
LIVE and WARM switches (line 29).

Handling exceptions: As per I6, DRAINED state switches

are required to carry traffic for infrastructure prefixes. Net-
work operators can define a new policy ALLOW_INFRA,
that allows DRAINED switches to propagate routes. Network
operators can use the ALLOW_INFRA policy for applicable
prefixes (as described in §3.2).

1 topology{
2 f16{
3 locations{
4 R1P1 { regex-def: RSW.1.1.1.1.ATN }
5 R3P1 { regex-def: RSW.3.1.1.1.ATN }
6 R3P2 { regex-def: RSW.3.2.1.1.ATN }
7 F1P1 { regex-def: FSW.1.1.1.1.ATN }
8 F1P2 { regex-def: FSW.1.2.1.1.ATN }
9 S1PL2 { regex-def: SSW.1.2.1.1.ATN }

10 FSW { regex-def:: FSW* }
11 RSW { regex-def:: RSW* }
12 }
13 tags{
14 LIVE L
15 WARM W
16 DRAIN D
17 }
18 base-paths{
19 B1 {hops RSW → FSW → RSW}
20 B2 {hops RSW → FSW → SSW → FSW → RSW}
21 }
22 }
23 }
24 policies{
25 RSW_REACHABILITY{
26 routing{topology f16}
27 origin{location RSW}
28 propagation{
29 prop-condition (L or W)← I4
30 paths{
31 path P1 R1P1 → F2P1 → R3P1 ← I1
32 path P2 R1P1 → F2P1 → S1PL2 → F2P2 → R3P2 ← I2
33 }
34 }
35 preference{
36 P1 > P2 ← I3
37 L > W ← I5
38 }
39 }
40 ALLOW_INFRA{
41 # Same routing, origin, paths as RSW_REACHABILITY
42 propagation{
43 prop-condition (L or W or D)← I6
44 }
45 preference{
46 L > W > D← I6
47 }
48 }
49 LIMIT_RACK_PREFIX{ ... } ← I7
50 }

Figure 7: RPL configuration describing policies.

5 Compiler Implementation

In this section, we discuss how Aura takes RPL specifica-
tion and synthesizes BGP configurations for various switches.
Aura uses properties of BGP to flexibly map the RPL specifi-
cation to switch configurations.
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5.1 Supporting Base Paths

The production network would need to be pre-compiled to
support the base paths (specified in the topology block in
RPL). To achieve this, Aura utilizes reserved community tags
and generates rules to match these community tags. The key
idea of using community tags is similar to that of source
routing [26]. To implement a policy for a prefix, appropriate
community tags are attached to the prefix while announcing
it. On receiving the announcement, switches match on the
community tags and take appropriate action of allowing or
denying the route or modifying the tags. Although the idea
seems straightforward, the challenge is how to come up with
systematic community assignment that can be interpretable
and maintainable at scale. Our key idea is an easy to interpret
and debug encoding scheme that translates the base paths
and other intents directly into different bits in the community
attribute.

Encoding paths: Aura encodes the base paths into a struc-
ture called path community tags (PathComm for short). De-
pending on the number of base paths, Aura allocates a unique
PathComm with a format of PATHCOMM:P(1-10):H(1-6),
where numbers in parentheses denote the bit sizes of the fields.
The 10 most significant bits denote the unique base path ID P
and the least significant 6 bits denote the hop number H. Some
paths have switch roles that occur multiple times, e.g., intent
I2, where switch roles RSW and FSW occur twice. For such
paths, the hop count field is used to keep track of where the
announcement is on the path. Aura configures the switches
to support intent I2 as follows. At RSW on the first hop,
the switch matches announcements that contain the PATH-
COMM:1:1, modifies the community tag to PATHCOMM:1:2,
(i.e., increments the hop count), and allows the announcement
to be advertised to FSW. Similarly, Aura configures FSW to
match, modify and advertise the announcement to the corre-
sponding next-hop, that is RSW. When the announcement
reaches RSW again at the last hop, the switch matches PATH-
COMM:1:3, it stops announcing the announcement further.
Therefore at RSW, there are two sets of rules, one that matches
the announcement on the first hop (PATHCOMM:1:1) and
the other that matches the announcement on the third hop
(PATHCOMM:1:3). The use of the community tag ensures
the abstraction of the switch role is maintained without need-
ing to split roles of switches further to support multiple hops
over the same switch type on the same path.

Containing announcements: Some intents require an-
nouncements to be contained to a specific location. For in-
stance, intent I7 limits rack prefix to pods (Figure 6). To sup-
port this, Aura uses a dedicated community tag known as
stop community (StopComm for short). Similar to PathComm,
StopComm follows the format of STOPCOMM:P(1-10):H(1-
6), where P and H are used to denote the path ID and the
hop number to stop announcement respectively. For intent
I7, Aura appropriately configures RSW to stop propagating

MATCH:

RSW_REACHABILITY_TAG

GOTO: RSW_REACHABILITY


MATCH:

ALLOW_INFRA_TAG

GOTO: ALLOW_INFRA


# RSW_REACHABILITY

..

..

..

TERMINATE


# ALLOW_INFRA

..

..

..

TERMINATE

# RSW_REACHABILITY

....


MATCH: HIGH_PREFCOMM

GOTO: HIGH_LOCALPREF 


MATCH: MEDIUM_PREFCOMM

GOTO: MEDIUM_LOCALPREF 


MATCH: LOW_PREFCOMM

GOTO: LOW_LOCALPREF 


SET LOCALPREF 200

TERMINATE


SET LOCALPREF 150

TERMINATE


SET LOCALPREF 75

TERMINATE


Figure 8: Aura generated configuration.

the announcement when it receives STOPCOMM:1:2 and
restricts the announcement to pods.

During configuration synthesis, Aura generates appropriate
match action rules to match on the corresponding communi-
ties and take appropriate action. That is, for PATHCOMM,
the action would be to modify the PATHCOMM to reflect the
hop changes and for STOPCOMM, it would remove the com-
munity tags and prevent the forwarding of the announcement.

5.2 Supporting Dynamic Network

Staging: Aura has reserved community tags to accommodate
different policies. Aura’s compiler incrementally allocates the
community tags based on the order in which they are specified
in RPL. For instance, from Figure 7, a dedicated community
tag known as policy community (PolComm) will be allocated
for RSW_REACHABILITY and ALLOW_INFRA policies.
Similar to PathComm and StopComm, PolComm follows the
format of POLCOMM:POL(1-16), where POL denotes the
policy ID. Figure 8, illustrates how the staged community tags
are used as a pointer to different segments of the BGP con-
figuration file. BGP configurations are processed sequentially
by switches. At the beginning of the configuration are match
statements, matching the staged community tags. The corre-
sponding action on a match is a GOTO statement pointing
to the section of the configuration implementing the policy.
At the end of the section is the TERMINATE command that
terminates the processing of the configuration. We discuss
consistency guarantee from a practical perspective in §7.

Supporting preferences among paths: Within each policy,
network operators may specify preferences among intents
(see §4). To accommodate this, Aura uses preference com-
munity (PrefComm) with a format of PREFCOMM:X, where
X denotes the preference value. For every X value there is a
one-to-one mapping to a local preference value. Currently, at
every switch, there are twelve preferences matching twelve
local preference values. If a switch receives an announcement
with PrefComm, the configuration generated by the compiler
contains a rule that matches on X and the action is a GOTO
statement that implements the appropriate localpref. This is
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Figure 9: Intents/policies generated by Aura.

also illustrated in Figure 8, where there are match statements
for setting high, medium, and low local preference values.

5.3 Validating Configuration

To verify the correctness of the BGP compiler output, Aura
uses an emulation-based, routing policy validation framework.
We run a container-based high-fidelity emulation of FBOSS
switch [10], which constructs an overlay network among con-
tainers emulating a small-scale data center without relying on
hardware switches. The topology contains multiple switches
of the same role to mimic cross-POD and cross-DC route
propagation. We load the configurations generated by Aura
to the BGP agent on the emulation switches. The switches
exchange routes according to the rules in the BGP policy
and broadcast End-of-Rib (EoR) messages on convergence.
On receiving all EoR messages, the verification framework
collects Routing Information Base (RIB) from all switches
for validation. The validation algorithm verifies whether the
routing status is identical to the RPL policy. Here, the basic
idea is to traverse the switch network graph as specified in the
RPL propagation path, and check whether all routing paths
are correctly present as specified in RPL (Algorithm in Ap-
pendix §A). First, the algorithm checks whether the prefixes
are originated as intended. It mines the originated prefixes
from the first hop switches of the RPL propagation path and
inserts the found switch and prefix information into a queue
for Breadth-First Search (BFS) traversal. Then, it pops data
from the queue, looks up the given switch and prefix and
collects the RIBs from the switches. From the next switches’
RIBs, the algorithm searches for the matching prefix and com-
munity tag and checks if the next hop of the path is the current
switch. If so, it marks the routing path as visited and pushes
the next path information into the queue to continue traver-
sal. This procedure is repeated until the algorithm traverses
all propagation paths in RPL. We also perform additional
verification on the RPL (described in Appendix C).

6 Evaluation

We first measure the configuration changes made in our pro-
duction data center, and use these measurements to evaluate
Aura by showing how it minimizes switch re-configurations
(§5.1), has a flexible language to express policies (§4) and
overall reduces operator burden. Aura’s compiler is imple-
mented in Python, and has around 13.8 K lines of code. The
routing policy verification is developed in Python with around
1,200 lines of code.

We capture the intent changes made by network operators
for a year from Sept, 2021 to Sept, 2022. During this time,
Aura supported five different data center regions, where each
region has a separate configuration. Figure 9(a) shows the
number of configuration and policy versions generated by net-
work operators across all Aura-supported regions. We intro-
duced Aura to CCO and RVA datacenter regions in September
2021 and thus these two regions have the highest number of
changes. We eventually rolled it out to the remaining regions
this year, with ZAZ being the most recent data center running
Aura. Over time, across these data center regions, there were
54 different versions of configurations and 840K different
policies. On average, there were 10.8 versions of the config-
urations and 168 versions of policies per region. There are
fewer configuration changes than policy changes as not all
policy change would require reconfiguration. Many policies
would have already been pre-compiled by Aura in the network
(as seen in §3.1 and §3.2).

Figure 9(b) shows a timeline of the policy and configuration
changes that occurred across all Aura-supported data center
regions every month. Every month on average, we changed
5 configurations and 87.3 policies. The largest frequency of
updates was observed in July 2022, where we made several
updates to introduce a new propagation path from the back-
bone network to our data centers. We discuss our experience
of this roll-out in Section 7.

6.1 Minimize Switch Changes
To show the benefits of pre-compiling the network, we com-
pare Aura with Propane [7]. Aura creates snapshots of poli-
cies and configures the network to support multiple common
policies in parallel, as opposed to Propane, which compiles
the configuration as and when there is a policy that needs
to be supported in the network. A key drawback of Propane
is that a change in policy may lead to reconfiguration of a
large number of switches. We use simulation to quantify the
benefit of our base path design in practice. We simulate a
scenario where we replay all the policy changes made by
network operators as shown in Figure 9(b). That is, whenever
a policy is changed, we determine the switches that require
re-configuring in case when Aura is run versus the case when
Propane is run, to synthesize switch configurations.

Propane involves too many switch re-configurations: Fig-
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Figure 10: Aura performance.

ure 10(a), shows the number of switches in all datacenter re-
gions supported by Aura that are reconfigured by Propane.
For every month, we show the 10th, 50th and 90th percentile of
switch re-configurations that are needed. As described in §2.4,
this is time-consuming and disruptive to production traffic.
Even the median number of policy changes on average can
reconfigure 46.8% of all switches. Given the size of our net-
works, this could be in order of tens of thousands of switches.
On the other hand, Aura reconfigures the network only when
new policies cannot be supported by the pre-compiled con-
figurations. Even for the 90th percentile of cases, Aura only
reconfigures 2.1% of the switches on average.

6.2 Aura Reduces Operational Burden

During policy generation, Meta adopts a peer review process,
where network operators generate a configuration and ask
other operators to review the changes. In case of non-Aura-
supported regions, network operators send the new BGP con-
figuration for review. On the other hand, for Aura-supported
regions, network operators send the new RPL configuration
for review.

Non-Aura regions take longer to evaluate: Figure 10(b)
shows the time (log scale) taken in peer review for Aura and
non-Aura regions. On average, we find that non-Aura regions
take 8 days per policy and Aura-regions take 3.6 days per
policy. Some policies can take much longer to review than
others. For instance, the most amount of review time taken for
a policy by non-Aura-region was about 108 days. This policy
introduced a new fairness goal in the fabric aggregation layer,
which was carried out in phases where multiple policies in
non-Aura-regions had to be implemented before the given
policy. On the other hand, for Aura-generated policies, the
maximum review time was about 47 days. Similar to the
non-Aura case, this specific policy involved introducing new
backup paths and had to be extensively tested along with other
Aura-generated policies.

Non-Aura regions generate many more code revisions:
One key factor for reviewing configurations from non-Aura-
supported regions are code revisions. Once the reviewer gives
feedback via code review, the author addresses the comments
and gets back to the reviewer. This process goes on until
the author has addressed all the comments and the reviewer
has no other feedback. Since the raw BGP configurations are
much harder to understand than RPL, revision process tends
to be error prone. Figure 10(c) shows the number of days
taken to generate a revision for Aura and non-Aura regions.
On average, Aura-supported regions take 1.1 day per revision
and non-Aura-supported regions have 3.2 days per revision.
This difference is pronounced at the tail, where the maximum
time taken for a revision was 22 days for Aura-supported re-
gion. However, for non-Aura-supported region, the maximum
number of revisions was 107 days.

6.3 Aura Configuration Properties

Breakdown of RPL policies. All policy versions were en-
coded in 83.2 K lines of RPL by network operators. The most
common statements used to define the policies include the
propagation condition, propagation policy, origin and rout-
ing – this constitutes 1.9K–2.5K lines of code. There are also
382 preference statements. A large number of origin (2.5K),
routing (2.5K) and path (2.3K) statements reflect the support
for multiple backup paths in the network. Similarly, a large
number of prop-condition statements, reflects the frequent
need to restrict the scope of propagation in the network. Other
statements including location, signature, base path, routing
protocols and device states are used only once per configura-
tion, and there were only 54 such statements.

Aura’s Performance. Aura can be broken down into three
stages: time taken to process and validate RPL, compiler
execution time and the per-switch configuration generation
time. On average, RPL processing and validation takes 4.3
seconds and the compiler contributes 2.9 seconds, both of
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which are negligible in the entire process. The majority of
the time is taken by BGP configuration generation, which
takes about 88 seconds on average. This is expected, as the
complexity of Aura mainly lies in the BGP compiler, which
must synthesize BGP configurations for every switch in the
network. Before Aura, network operators manually encoded
intents into switch configurations. Based on our interviews
with network operators, these configurations took about 26
weeks to generate, validate and safely deploy. Aura also scales
when the number of policies increases, which typically occurs
as the network grows. We artificially increase the number of
policies to test the configuration synthesis times. We find that
the synthesis times are about the same (about 90 seconds) for
50, 100 and 150 policies.

7 Operational Experience

RPL supporting verification for non-Aura regions. Dur-
ing Aura deployment, for the regions that are not Aura ready,
i.e., those using legacy BGP configurations, operators still
craft the intent in RPL. In this case, although RPL-based
intent is not used to generate BGP policies, it is used for veri-
fication. The existing verification tool uses RPL as the source
of truth and verifies it against manually generated BGP config-
uration. From this experience, RPL enables global verification
before and during Aura deployment, which guarantees the cor-
rectness of the policy migration. There are other tools which
uses RPL as an input. For instance, after the policy has been
deployed, we constantly verify the routes in the produciton
network and alert when unintended behaviors are observed.
This tool uses RPL as the source of truth for verifying the
intents.

Identifying latent failures. The verification approach
helped identifying several errors during the Aura deployment,
such as intent specification errors, faulty compiler logic, BGP
agent bugs, etc. We summarize the identified issues in Table 2
in Appendix B. We now look into two issues. First, when we
configured multiple backup paths to reach RSW within the
same pod – a primary path (RSW → FSW → RSW ), a backup
path via a different FSW, and a second longer backup path
(RSW → FSW → RSW → FSW → RSW ). When the primary
path fails, the wrong configuration was used, resulting in using
the longer backup path, instead of the shorter one, causing per-
formance degradation. The second issue was a drained FSW
switch, which did not announce the infrastructure prefixes to
the connected RSWs. When another FSW switch failed, the
external world lost connectivity to the RSW’s management
plane, which should have existed through the drained FSW
switch. Such latent failures are hard to detect in production as
they only manifest themselves during certain scenarios and
the verification helped fix these errors before deployment.

The verification approach is not perfect and has failed to
prevent some issues. In one instance, a operator created a pol-
icy to inject a route to server using virtual IPs. The verification

framework verified the propagation of the path to the server,
but did not check the IP address usage. It turned out that the
operator specified an incorrect IP address which actually be-
longed to a switch. This resulted in traffic destined towards
the switch to be wrongly routed to the server. To prevent this,
the verification approach is now planning to validate the IP
address usage along before validating route propagation.

Consistency guarantee in practice: One concern for policy
update is the consistency during convergence. Aura tackles
the problem in a practical manner with three steps. First, we
always drain a switch by moving the live traffic away, which
is also called disruptive config update [10]. This prevents
packet loss during transient state. Second, after the new path
is enabled, we wait for a time period that is long enough for
BGP convergence at a DC level. We conducted experiments
to evaluate the convergence time scaling with the size of the
network and chose the window to be tens of minutes. Finally,
we use BMP monitoring to guarantee that the new routes are
propagated in place before removing the drain configuration.
The convergence time depends on the amount of traffic a
switch carries. On one hand, switches that carry less traffic
such as FSWs can take upto 6 seconds, but on the other hand,
switches that carry more traffic such as FAUU can take 92
seconds.

Ease of operation: After implementing Aura in some data-
center regions, we see significant improvement in experiences
of network operators. For instance, after the last year’s out-
age [3], we wanted to provide additional backup paths which
included allowing routes over DRAINED switches with a
lower preference. In Aura, we can support it with only 4
lines of RPL code change (details shown in Appendix D, Fig-
ure 11). This change took less than an hour to implement.
On the other hand, we still had to support this change for
non-Aura-supported regions, and it took three experienced
engineers 30 days to make manual changes. During this time,
the policy went through 6 rounds of review with over 40
comments for changes in the peer review process.

Supporting new networks: Our data center topology is con-
stantly evolving to react to various deployment constraints
and to new business requirements. For example, the recent
global supply chain shortage pressed us to have a more con-
densed topology to reuse available ports. To accommodate the
growing AI workload, we are developing a new AI backend
topology. Adapting routing policy to a new topology is not
trivial. Before Aura’s deployment, it took network engineers
up to 6 months to support a new topology. As an anecdotal
example, in a recent deployment topology with Aura in June
2022 (ZAZ) took only 3 weeks by a single engineer.

Unsupported policies: Aura currently does not support
UCMP (Unequal Cost Multi-Paths). Typically, UCMP is used
in traffic migration scenarios, where we add additional planes
to the backbone layer. Under regular operations, the FAUU
uses ECMP to equally distribute traffic to available backbone
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planes. During migration, we would like to test the newly
introduced backbone planes, before running them in full ca-
pacity. In such cases, we make use of UCMP to manipulate
the amount of traffic going towards the backbone planes. This
is an area of potential future work for Aura to support UCMP.

Coordination with non-routing policies: Aura focuses on
specification and validation of routing policies. However,
there are other policies that impact forwarding decisions. First,
there are policies that are specific to services. Services have
their own policies about the use of network resources (e.g.,
load balancing, replication) and can create varying traffic
patterns that could lead to a routing policy adjustment. Fu-
ture research is needed to streamline and coordinate intent
changes between service and network layers. Second, there
are the access control lists (ACLs) that restrict the flow of
traffic across different network domains at Meta, which in
turn affects routing policies. These ACLs also have a policy
specification that is maintained by a different team. Detecting
conflict and maintaining consistency across different intent
management systems is an unsolved problem. Finally, while
Aura manages all the data center routing policies, there are
outside domains such as backbone and edge networks at Meta.
These networks run different routing protocols and have their
own policy intents. One of the extension of Aura is to support
backbone routing intent using RPL, so that we can perform
end-to-end verification. In the future, we plan to explore how
to adapt Aura to other non-routing policies.

8 Related Works

Configuration synthesis: Propane [7], Propane/AT [8] and
SyNet [11] use their own DSL or existing techniques to ex-
press intents. Then the intents are synthesized into low level
configurations. Alternatively, rather than specifying intents,
operators can partially specify the BGP configuration, and
the synthesis approach can fill in the holes. Although these
techniques help reduce operational burden, they cannot han-
dle dynamic changes at scale without requiring constant re-
configurations. Propane [7] and Propane/AT [8] are also lim-
ited to BGP protocol, while Aura supports multiple routing
protocols (BGP and OpenR). Finally, some configuration syn-
thesis systems like SyNet [11] and ConfigAsure [21] are hard
to scale to the size of large datacenter networks, like Meta.
Beyond BGP configuration synthesis, Robotron [25] uses
high-level intents to low-level device configurations with min-
imal human intervention. This involves, designing a network,
generating appropriate switch configurations for the network
and monitoring them. Aura also uses some Robotron com-
ponents such as FBNet, and extends the flexibility of BGP
configuration generation via synthesis.

Supporting dynamic configurations: Typically, systems
focus on supporting dynamic configurations by switching
from one configuration to the other. For instance, zUpdate [18]
and Snowcap [23] determine a transition plan from one con-

figuration to the other. However, these techniques involve
shifting from one configuration to the other via several in-
termediate configurations. As seen in § 2.4, configuration
updates to switches in a large network can take a lot of time,
and transitioning across different configuration would only
exacerbate this issue. Our technique of supporting multiple
policies is similar to fast failover [17] and MPLS reroute [4]
techniques, where backup options are pre-configured without
the need of operator intervention. Alternatively, support for
parallel configuration can be done via virtual routers such as
VROOM [28] which is similar to FBOSS instances where
each instance has its own control plane. However, the key
difference is that only the active instance in FBOSS use the
switch hardware resources, whereas all VROOM instances
use the switch hardware resources.

There have been several other works in SDN [16, 19, 20],
that help in transitioning from one configuration to the other.
However, re-configuring in SDN context is different, than
switch reconfiguration, as forwarding state is changed di-
rectly from a centralized controller, avoiding the challenges
of a large distributed network. Moreover, there are problems
unique to a SDN setting which are not applicable to BGP. For
instance, planning rule updates [19] in SDN is crucial to avoid
packet drops and unintended network behavior. However, in
our setting, configuration change happens a phased manner,
where traffic is drained from switches before a configuration
update. This ensures that the transition between configuration
do not intefere with traffic.

Expressing intents: In recent years, there have been many
efforts to raise the level of abstraction for low level config-
urations. Jinjing [27] introduces LAI to express ACL up-
date synthesis and Propane [7] introduces RIR to express
constraints on policy. Propane’s RIR cannot express intents
across different scopes, whereas both LAI and RIR do not
support device state specifications and preferences based on
these specifications (e.g., I4, I5 and I6).

9 Conclusion
Providing stable and efficient routing in large data centers
is crucial. Existing synthesis systems generate configuration
only once, but production networks require multiple recon-
figuration to support their scale and dynamics. We present
Aura, that enables network operators to express high-level
intents to be automatically configured into the switch policy
implementation with minimal reconfiguration.
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A Routing Policy Validation Algorithm

Algorithm 1 shows the algorithm used during emulation to
verify Aura generated configuration.

Algorithm 1 RPL-based routing policy validation
1: procedure traverse(path, tag)
2: . path: a propagation path from RPL
3: . tag: a community tag that identifies policy

4: . Enqueue the originated prefixes into BFS queue
5: Q = Queue()
6: for sw in get_switches(path[0], all) do
7: for R in RIB(sw) do
8: if tag in R.tag then
9: visited_sw = [sw]

10: L = 0
11: N = node(sw, route.prefix, L, visited_sw)
12: Q.enque(N)

13: . Check if the prefix exists in RIBs
14: while !Q.isEmpty() do
15: N = Q.pop()
16: L = N.L + 1
17: for sw in get_switches(path[L], N.sw) do
18: if sw in N.visited_sw then continue
19: route_found = False
20: for R in RIB(sw) do
21: if R.prefix == N.prefix
22: and tag in R.tag
23: and R.nexthop == N.sw then
24: route_found = True
25: R.visited = True
26: if L < length(path) then
27: visited_sw.append(sw)
28: Nnew = node(sw,R.prefix, L, visited_sw)
29: Q.enque(Nnew)
30: assert route_found == True

31: procedure routing_policy_validation(tag)
32: prop_paths = get_propagation_paths_from_rpl(tag)
33: for path in prop_paths do
34: traverse(path, tag)
35: . Verify if there is any prefix leakage
36: for sw in get_switches(all, all) do
37: for R in RIB(sw) do
38: if tag not in R.tag then continue
39: assert R.visited == True

B Issues detected via emulation

We show the issues detected during emulation in Table 2.
Broadly, they are categorized into compiler errors and BGP
agent errors.

C Detecting Ambiguous Statements

Once RPL specification is complete, we use it as input into
a compiler, which generates switch configurations. To avoid
ambiguity, Aura compiler performs certain verification steps
on the RPL specification.

Rule 1: Explicitly specify preference across all paths. It is
possible that an operator designing a policy does not specify
preferences across all the paths. For example, if there were
four paths, P1–P4, and the preference rule stated P1 >P2 >P4,
preference for P3 is unspecified. One possible approach would
be to assign a default preference value. However, depending
on the preference values assigned to the other three paths, the
total ordering of paths is unpredictable. For instance, if the
default preference value is 100, there could exist two sets of or-
dering, P1(100) = P3(100)> P2(50)> P4(25) or P1(200)>
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Category Identified Issues

Compiler

Leaked intra-fabric prefix to FA
Announced FA loopback address to unwanted scope
VIP prefixes not withdrawn from drained devices
VIP priority misconfigured
Prefix originated from SSWs in one DC was
not propagated to another DC
Drained SSW did not forward default route to FSWs
Prefixes from backbone not propagated to FADUs
Drained FAUU does not withdraw default route
FA loopback addresses leaked to RSW

BGP Unsupported BGP action
agent Config parsing crash in switches

Table 2: Identified issues by emulation.

P2(100) = P3(100) > P4(50). This non-determinism could
make debugging routing behavior more challenging, and even
worse, result in a hidden intent violation. Our solution is to de-
tect underspecified preferences during verification and prompt
the operator to explicitly define each preference.

A similar issue arises when the operator specifies two
parallel preferences: P1 > P2,P3 > P4. The order between
paths in these different preferences can be interpreted as
P1 > P2 > P3 > P4 or P3 > P4 > P1 > P2, and in several other
ways. When verifying a RPL specification, Aura notifies op-
erators to define ordering between all paths.

Rule 2: Detect hidden conditions. RPL supports adding
a condition to a preference (Section 4). For example, the
preference P1(BB_DEFAULT _ROUT E) > P2 > P3 > P4
means that for an announcement containing a community
BB_DEFAULT _ROUT E, P1 should have higher preference
than other paths. However, there is an ambiguity. If the
(BB_DEFAULT _ROUT E) community is not attached, then
the preference for P1 is not specified, and the order of P1
(¬BB_DEFAULT _ROUT E) and the rest of paths is unspeci-
fied as well. During verification, the operator is prompted to
clear this ambiguity by explicitly specifying the preference
for P1 with and without the attached condition, and ensuring
that the partial ordering is maintained.

D RPL changes to change intent

Figure 11 shows the RPL change done by network operators
to allow DRAINED switches to propagate routes with a lower
preference.

Figure 11: Aura changes to support I2.
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Abstract
Accurate and thorough analysis of network performance is
challenging. Network simulations and emulations can only
cover a subset of the continuously evolving set of workloads
networks can experience, leaving room for unexplored corner
cases and bugs that can cause sub-optimal performance on live
traffic. Techniques from queuing theory and network calculus
can provide rigorous bounds on performance metrics, but
typically require the behavior of network components and the
arrival pattern of traffic to be approximated with concise and
well-behaved mathematical functions. As such, they are not
immediately applicable to emerging workloads and the new
algorithms and protocols developed for handling them.

We explore a different approach: using formal methods to
analyze network performance. We show that it is possible to
accurately model network components and their queues in
logic, and use techniques from program synthesis to automat-
ically generate concise interpretable workloads as answers
to queries about performance metrics. Our approach offers a
new point in the space of existing tools for analyzing network
performance: it is more exhaustive than simulation and emu-
lation, and can be readily applied to algorithms and protocols
that are expressible in first-order logic. We demonstrate the
effectiveness of our approach by analyzing packet scheduling
algorithms and a small leaf-spine network and generating con-
cise workloads that can cause throughput, fairness, starvation,
and latency problems.

1 Introduction
New network functionality is often analyzed, both empirically
and analytically, to predict how it would perform under differ-
ent kinds of input traffic. However, it is growing increasingly
difficult to do such analysis in a manner that is reasonably
exhaustive, i.e., does not miss traffic patterns that are probable
to occur in production, and general, i.e., is not only applicable
to a limited set of network functionality.

To see why, consider the existing empirical approaches,
i.e., using simulators, emulators, and testbeds [1–3]. These ap-
proaches allow operators to realize a model of their network in
software and/or hardware, push a concrete sequences of pack-
ets through it, and measure how well the network performs
for that specific input traffic pattern. As such, operators have
to pick and choose which input traffic patterns to try. This

leaves room for unexplored traffic patterns that may experi-
ence poor performance because of overlooked corner cases
and bugs. The problem is only exacerbated as new networked
applications emerge, expanding the set of traffic patterns that
a network may face in production.

On the analytical side, there is a substantial body of work
that applies techniques from queuing theory and network
calculus to derive bounds on performance metrics such as
throughput, delay, and loss [4–9]. However, to obtain tight
and useful bounds, the network functionality and the arrival
pattern of traffic need to be closely approximated with concise
and well-behaved mathematical functions. This limits the
set of network functionality and traffic patterns that can be
reasoned about using these frameworks [10], a problem that is,
again, aggravated with the continuous evolution of networked
applications and the network functionality that supports them.

This paper explores an alternative approach: using formal
methods to analyze network performance. That is, we would
like to use logical formulas to model packets, how packets
are processed by each piece of network functionality as they
traverse the network, and how performance metrics such as
throughput and delay change over time. We can then use
verification and synthesis techniques from the formal methods
community to exhaustively explore the space of all possible
traffic patterns and find those for which the network cannot
provide satisfactory performance.

Why use formal methods? Because they can nicely com-
plement existing empirical and analytical approaches for per-
formance analysis. Unlike empirical approaches, they do not
need to explicitly try out every single traffic pattern to find
ones that experience performance problems. Moreover, they
enable us to reason about network functionalities that are
expressible in logical formulas, many of which may be not
feasible to approximate in a way that is suitable for existing
analytical approaches. Finally, past efforts in using formal
methods to solve networking problems have proven quite suc-
cessful. Over the past decade, researchers and practitioners in
both academia and industry have coupled advances in formal
methods tools and techniques with domain-specific optimiza-
tions to rigorously reason about the functional correctness of
various aspects of networks [11–28]. This provides further en-
couragement that formal methods could bring similar benefits
to reasoning about performance.
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Realizing this vision is not without its own unique chal-
lenges. First, performance metrics (e.g., throughput and delay)
are statistics over packet streams and are affected by the order
and the time at which packets from competing traffic enter
and exit network components. As such, reasoning about per-
formance requires reasoning about the enormous space of
possible packet-level interactions and finding those that can
lead to unsatisfactory performance. For that, we have found
efficient ways to encode interactions that can significantly
affect performance, e.g., interactions across network queues,
in Satisfiability Modulo Theories (SMT) formulas and over a
bounded number of time steps.

Second, when it comes to performance analysis, finding
a single counter-example is not always useful. In this case,
a counter-example is an assignment to the model’s logical
variables that leads to poor performance, where the model
variables describe packets and the order and time at which
they enter the network. Such a detailed packet trace is not
easily interpretable. Moreover, unlike counter-examples for
correctness properties, it may not even point to a bug, but an
extremely rare scenario where providing sub-optimal perfor-
mance does not have tangible consequences.

We argue that a more useful output (also a more challeng-
ing one to produce) is a traffic pattern or workload that can
succinctly capture the commonality between a whole set of
packet traces that can experience poor performance. To gen-
erate such workloads efficiently, our main insight is to use
syntax-guided synthesis (SyGuS) [29]. That is, we define a
language for specifying workloads. Then, we systematically
search through the space of all workloads to find one such
that all packet traces represented by it experience poor per-
formance. The search algorithm, inspired by prior work on
invariant synthesis [30], is based on Markov Chain Monte
Carlo (MCMC), with a cost function that guides the algorithm
towards the parts of the search space where there is a higher
chance of finding an answer.

To demonstrate the effectiveness of our approach, we apply
it to packet scheduling algorithms as well as a small leaf-
spine network and ask queries about throughput, fairness,
latency, and starvation. The fact that packet sequences are
bounded, as well as other optimizations in our SMT encoding,
enables our framework to analyze each workload in < 1s on
average. Moreover, our search algorithm can successfully
find workloads that convey high-level insights about traffic
classes that can experience transient or persistent performance
problems in 6-18 minutes.

These results provide an encouraging indication that using
formal methods to analyze network performance has the po-
tential to grow into a valuable tool for understanding network
behavior and making networks more robust. Our proof-of-
concept prototype can analyze compositions of a few tens
of network components, modeling small-scale networks or
host-based scenarios where flows from different applications
or VMs contend for end-host resources across a few layers of

classifiers and packet schedulers. That said, we recognize that,
similar to data and control-plane verification tools that have
matured over a decade to scale to large-scale networks [31],
much work needs to be done to improve the scalability of
formal methods tools for network performance analysis. We
discuss potential future research directions in §9.

2 Overview and Motivation
In this section, we use a buggy packet scheduler to demon-
strate our approach in using formal methods to reason about
performance.
The scheduler. FQ-CoDel [32] is the default queuing dis-
cipline in Linux. It is a hybrid packet scheduler and active
queue management (AQM) algorithm. Flows are classified
into queues which are managed by the CoDel AQM algorithm.
The scheduler decides which queue gets to transmit next. It
prioritizes the transmission of the first few packets of new
flows so that short latency-sensitive flows with a few packets
are not blocked by longer flows.

Our motivating example is inspired by the scheduler in
FQ-CoDel. When a packet comes in, it is first classified (e.g.,
based on its 5-tuple) and assigned to a queue. For simplic-
ity, let’s assume hash collisions are rare and each queue is
holding packets of one flow at any point in time. The sched-
uler maintains a list of pointers to queues with potential short
flows called new_queues, and another list called old_queues
with pointers to all the other queues with outstanding pack-
ets. At a high level, queues in new_queues are prioritized over
those in old_queues, and the queues in the same list are ser-
viced using a deficit-round-robin (DRR)-like algorithm [33].

How does the scheduler determine which list each queue
belongs to? Suppose the incoming packet is assigned to qi. If
qi is in neither of the lists, it means it has not received packets
recently and this could be the start of a short flow. So, the
scheduler will add a pointer to qi to the end of new_queues.
Otherwise, the queue will remain in its current list. In both
cases, the packet is enqueued in qi.

On dequeue, the scheduler first looks at new_queues. Sup-
pose qh is the queue at the head of the list. It will be selected
to send a packet unless (1) it is empty, in which case it is
removed from the newqueues and marked as inactive, or (2)
it has packets but has already sent at least a (configurable)
quantum of bytes, in which case it is not considered a short
flow, is removed from new_queues and is inserted at the end
of old_queues. If qh is not eligible, the scheduler moves on to
the next queue in new_queues.
The bug. When a queue in new_queues is empty, it is immedi-
ately deactivated. When it receives another packet, it is placed
in new_queues and gets priority over the queues in old_queues.
This can potentially cause starvation for queue in old_queues.
When proposing the separation between new and old queues,
the FQ-CoDel RFC [32] warns against this bug: “the queue
could reappear (the next time a packet arrives for it) before
the list of old queues is visited; this can go on indefinitely,
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Figure 1: Overview of workload synthesis.

even with a small number of active flows, if the flow providing
packets to the queue in question transmits at just the right rate.”
To avoid this problem, the RFC suggests that when a queue in
new_queues becomes empty, it should be first demoted to the
old_queues, and only deactivated if it still stays empty after
all the old queues are visited on subsequent dequeues.

This is a subtle bug that is difficult to catch with existing
approaches for performance analysis. The traffic pattern that
reveals the bug consists of a flow sending packets at a very
specific rate, which could depend on the number and traffic
pattern of other active flows that traverse the scheduler. As
such, it is not likely to be part of the common traffic patterns
that are tried out in simulation and emulation and can be over-
looked in empirical experiments. Similarly, approaches based
on queuing theory and network calculus focus on schedulers
and arrival patterns that have concise and well-defined mathe-
matical approximations and cannot be readily applied to this
specific variation of DRR scheduler or this traffic pattern.

2.1 Using Synthesis to Analyze Performance
Figure 1 shows an overview of our approach using formal
methods and workload synthesis to reason about the perfor-
mance of network components like our example scheduler.
Modeling contention points (§3). First, the users specify
which network component(s) they are interested in, and if
there are more than one, how those components are connected
together. Given this input, the verification engine generates
logical variables and constraints that model the network com-
ponents and their interactions. Each component is modeled
as one or more queuing modules, each with n input queues,
m output queues, and a processing block in the middle. The
processing block takes packets from input queues, processes
them, and puts the resulting packets into output queues.

Here, we model the scheduler as a queuing module with five
input queues and one output queue (Figure 2). Specifically,
in the verification engine, we generate SMT formulas that
model these queues and their content for T consecutive time
steps, where time advances on every dequeue operation. Every
time step, each input queue receives a bounded number of
packets. Moreover, the processing block selects one input
queue according to the scheduler’s dequeue logic, dequeues
a packet from it, and places the packet into the scheduler’s
output queue. The formulas describe how the scheduler state,
e.g., new_queues and old_queues lists, and queue contents at
time t connects with those at time t +1.
Performance queries (§4). Next, the user asks a query about
a performance metric of interest such as throughput, latency,
or fairness. Since the FQ-CoDel scheduler is supposed to

Figure 2: An example trace.

provide fairness, suppose the user asks whether or not one
queue can take more than its share of the bandwidth:(
∧4

i=1 ∀t ∈ [1,T ], cenq(Qi, t)≥ t
)︸ ︷︷ ︸

assuming other queues are backlogged

→ cdeq(Q5,T )> 2⌊T/5⌋︸ ︷︷ ︸
can Q5 get more than its fair share?

where cenq(q, t) and cdeq(q, t) are the number of packets re-
spectively enqueued into and dequeued from queue q by the
end of time step t. The query can be read as “if queues Q1 to
Q4 are backlogged the entire T time steps, is it possible for
Q5 to dequeue more than twice its fair share (i.e., ⌊T/5⌋)?”.
Note that we use lower case letters for variables and upper
case letters for literals and constants.
Introducing workloads (§5). At this point, we can ask the
verification engine to use an SMT solver like Z3 [34] to find
an input packet trace that satisfies the query. A packet trace
is simply an assignment to the variables that represent how
many packets enter each queue in every time step. Figure 2
shows an example trace, found by the verification engine, that
satisfies the query. While the trace does provide a concrete
scenario in which Q5 receives more than its fair share of
the bandwidth, it is not easy to interpret as it specifies the
ordering and timing of the entry of every single packet: is
the fact that three packets entered Q1 in the same time step
in the beginning crucial to Q5 getting a larger share of the
bandwidth or is it just an arbitrary choice? Would the query
still be satisfied if instead Q2 had received three packets in
the first time step? Even if these details actually do matter,
it is not clear if the trace is actually pointing to a subtle but
prominent performance problem, or just an extremely rare
and uninteresting scenario.

Rather than output a single packet trace, our search engine
synthesizes a workload that can concisely describe a set of
packet traces that can cause performance problems:

∀t ∈ [1,6] : cenq(Q5, t)≤ 1
∧∀t ∈ [7,14] : aipg(Q5, t)≥ 2
∧∀t ∈ [13,14] : cenq(Q5, t)≥ 5
∧
(
∧4

i=1 ∀t ∈ [1,14], cenq(Qi, t)≥ t
)︸ ︷︷ ︸

backlog assumption from the query

cenq(q, t) is the total number of packets that enter q by t +1,
and aipg(q, t) is the inter-packet gap between the last two pack-
ets entering q by t +1. Such an answer is more interpretable
as it captures the commonality of a set of traces that satisfy
the query. Moreover, the fact that a set of similar packet traces
all cause the same performance problem is a preliminary
indication that it represents more than just a rare scenario.

We define workloads as a conjunction of constraints, each
specifying a traffic pattern for one or a subset of queues over
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a period of time. For T = 14, the above workload specifies a
traffic pattern that will always satisfy the query, i.e., cause Q5
to dequeue at least five packets when it should not have de-
queued more than three. The first constraint states that at most
one packet enters Q5 in the first 6 timesteps, so that unlike the
other four queues, Q5 is not demoted to the list of old queues.
After that, the second constraint ensures that Q5 receives traf-
fic at a specific rate, at most one packet every other time step.
This ensures Q5 becomes empty and gets deactivated after
dequeuing each packet (the bug). So, it is activated as a new
queue when it receives its next packet and is prioritized over
others for dequeue. The third constraint ensures that Q5 re-
ceives at least five packets by T = 14, so it has enough packets
to dequeue and satisfy the query. The final constraint ensures
that the other queues are always backlogged, which comes
from the assumption specified in the query.
Synthesizing workloads (§6). The search engine is respon-
sible for generating a workload that satisfies the query. It
first uses the verification engine to generate a set of example
traces that can guide the search towards finding a suitable
workload. Next, inspired by prior work on program and in-
variant synthesis [30, 35], it starts a stochastic search process
based on Markov Chain Monte Carlo (MCMC) that synthe-
sizes a candidate workload and asks the verification engine to
verify if all traces in that workload satisfy the query. If not,
the violating trace is returned to the search engine and added
to the example traces to help guide finding the next candidate
workload. This process repeats until an answer is found and
returned to the user, who can either terminate the analysis or
ask for other workloads that satisfy the query.
User Interface. Similar to many other existing work that
use formal methods for networks, our queries and workloads
are specified as logical expressions. Moreover, the encoding
of packet processing algorithms and protocols into logic is
done manually. To enable widespread adaptation of formal
approaches, it is important to develop front ends that interface
with these “logical backends”, abstract away the details of
logical expressions and formulas, and enable users to interact
with them using higher-level and more familiar interfaces. In
fact, there are several ongoing efforts for providing higher
level query interfaces and automated generation of logical
models and SMT formulas from implementations [36–40].
With the right interface in the middle, the front-end and the
logical back-end can evolve independently. As such, for our
case study in §8, we create a simple front-end to demonstrate
an example of one such interface, and leave the design of a
more general front-end for future work.

3 Modeling Contention Points
Queues are an integral part of networks. In fact, networks
can be viewed as multiple layers of queues with well-defined
functionality in between that describes how to deliver data
from one layer to the next. From source to destination, pack-
ets go from socket buffers, to queues in packet schedulers

Figure 3: A queueing module.

in the end-host stack (e.g., Linux qdiscs), to NIC transmit
queues on the sender. Then, they traverse switch input and
output queues in the network, and the NIC, qdisc, and socket
buffers on the receiving end. Network contention points, e.g.,
switches, NICs, and network stacks, heavily rely on queues to
decide how to allocate network resources to competing traf-
fic streams. Indeed, performance metrics of a packet stream
are significantly affected by the queues it traverses and the
frequency at which those queues are selected to pass on their
traffic. As such, queues are a fundamental part of our model.

Figure 3 shows a simple yet expressive building block
for modeling layers of queues: a queuing module with n ≥ 1
input queues, m ≥ 1 output queues, and a processing block
in the middle. Every timestep, the processing block takes a
batch of packets from the input queues, processes them, and
puts the resulting packets into the output queues. To keep
track of performance metrics, we designate extra variables
per queue for each metric that get updated as packets enter and
exit queues, and ask queries about their values for different
queues (see §4 for examples).
Composition. Queuing modules can be easily composed by
feeding the output queues of one module to the input queues of
another (e.g., figures 6 and 9). So, one could start by modeling
a single bottleneck, e.g., a qdisc, or a NIC/switch scheduler,
and compose them together to reason about segments or paths
in the network (§7 and §8). We can even close the loop by des-
ignating a queuing module for congestion control algorithms,
with one input queue receiving acks and other control packets
and one output queue transmitting data packets. While we
have not explored this last direction in this paper, we believe
it is a very interesting avenue for future work.
Modeling Time. We define a time step as the time between
the dequeue operations of the slowest output queue. That is,
time advances when a new dequeue happens. Modeling time
based on dequeues is a natural choice. It is coarser-grained
than wall-clock time, and since our verification engine per-
forms bounded model checking over time, this helps perfor-
mance problems manifest over fewer time steps. It is also
fine-grained enough for capturing the arrival order of pack-
ets within and across time steps. To capture the arrival order
within a time step, we put an upper bound K on the number of
packets that can enter a queue between dequeues. This bound
allows us to create K variables pt1 , · · · , ptK to capture the order
at which those K packets enter the queue at time t (pti comes
before pt j if i< j). It also helps us avoid finding “trivial” work-
loads that simply flood the queuing module every time step
with an unrealistically large number of packets.
Modeling Packets. We model packets as tuples consisting
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of multiple “metadata” variables. Depending on the query,
these variables can include the arrival and departure time of
the packet into and out of different queues of interest, flow id,
application id, or packet size.
Modeling Queues. A queue is specified with two parameters,
its size S and the maximum number of enqueues K allowed
at every time step. We define three sets of variables for each
queue for every time step t: (1) enqs[t][1 : K] consists of K
tuples to capture the packets that are sent to the queue at
time t, (2) elems[t][1 : S], consists of S tuples to capture the
packets that are inside the queue at time t, and (3) an integer
variable deq_cnt[t] that captures how many packets will be de-
queued from this queue at time t. We constrain these variables
such that they collectively behave like a FIFO. Finding the
right constraints to model FIFOs in a scalable manner is not
straightforward, especially when there are multiple enqueues
and dequeues per time step. We describe our encoding of
FIFOs in SMT in Appendix A.

When two modules are composed, we need extra con-
straints to move packets from the output queue of one to
the input queue of the other. Suppose the first output queue
of module A (A.out1) is connected to the first input queue of
module B (B.in1). B decides how many packets to dequeue
from A.out1 at time t and sets its deq_cnt[t] to, say, k. We add
constraints to enqueue the first k packets in A.out1 into B.in1.
We provide two different kinds of composition. In sequen-
tial composition, B.in1.enqs[t][1 : k] = A.out1.elems[t][1 : k], that
is, packets from A.out1 will appear in B.in1 at time t + 1. In
contrast, in immediate composition, packets leaving A.out1
at time t will be visible in B.in1 in the same time step. We
discuss examples of different kinds of composition and their
implications in our case studies in §7 and §8.
Modeling packet-processing algorithms. The packet-
processing algorithm in a queuing module sets the deq_cnt[t]
variables of the module’s input queues to denote how many
packets will be dequeued from each input queue at time t.
It also decides which one of those packets to move to the
enqs[t] of which of the output queues, potentially changing,
dropping, or cloning some packets in the process. As long as
an algorithm’s logic can be expressed in SMT, we can plug it
into our framework.

4 Performance Queries
Performance queries are logical formulas over one or more
performance metric. Users can define their metrics of interest
to be tracked for all or a subset of queues in the queuing
modules. They can then ask queries about the value of a
certain metric for one queue or a set of queues, or compare
the values of metrics between different queues.
Performance metrics. A performance metric m(q, t) is a func-
tion that computes a value over the packets that have entered
or departed the queue q until the end of time step t. Most
metrics can be defined as recursive functions over time. For
instance, metric d that tracks the maximum delay experienced

qry := wl→ tr : qlhs⊕ rhs

tr := {∀ |∃}t ∈ [T1,T2]

qlhs := lhs |m(Q1, t)−m(Q2, t)

wl := true | con∧wl

con := ∀t ∈ [T1,T2] : lhs⊕ rhs

lhs := m(Q, t) |Σq∈S m(q, t)
rhs :=C · t |C

Figure 4: Syntax for queries (§4) and workloads (§5).

by packets in a queue, can be defined in the following way:
d(q,0) = 0
d(q, t) = max(t −a, d(q, t −1))

where a = minp∈depart(q,t) arrival(p,q)

where depart(q, t) is the set of packets that depart from queue
q at time t, and arrival(p,q) is packet p’s arrival time into
q. In defining metrics, one can use simple operations such
as addition, subtraction, multiplication with a constant, and
taking the maximum and minimum between values.
Queries. Queries are logical formulas over performance met-
rics. As shown in Figure 4, they ask questions about the values
of metrics for one queue or a set of queues, or compare the
values of metrics for two queues, over a certain period of time.

For instance, using the metric d defined above, we can ask
if packets could face significant delay in queue Q with the
following query: ∃t ∈ [1,T ] : d(Q, t)> D. Moreover, as part of
the query, users can specify base_wl, a workload (formally
defined in Figure 4 and §5) that constrains the space of traces
the user is interested in. That is, the final workload returned
by the search algorithm should be a subset of base_wl. For
instance, suppose we want to know, assuming a minimum
input rate R for a queue Q, whether it will transmit fewer
than K packets during T time steps. For that, we can use the
following query:

∀t ∈ [1,T ] : cenq(Q, t)≥ R · t︸ ︷︷ ︸
base_wl

→∃t ∈ [T,T ] : cdeq(Q, t)< K

where cenq(q, t) and cdeq(q, t) track the total number of pack-
ets that have entered and exited q by end of t.

Similarly, we can investigate fairness between two queues
by assuming minimum input rates for both in base_wl and
comparing the number of packets they transmit:

base_wl= ∀t ∈ [1,T ] : cenq(Q1, t)≥ R1 · t
∧ ∀t ∈ [1,T ] : cenq(Q2, t)≥ R2 · t

base_wl→∃t ∈ [T,T ] : cdeq(Q1, t)− cdeq(Q2, t)≥ T/2

Thus, queries can ask about many performance metrics,
including latency, throughput, fairness, and starvation.

5 The Workload Language
Workloads are also specified as logical formulas over a set of
metrics. A workload is a set of constraints, each specifying
the traffic pattern for a subset of queues over a period of
time. Workloads only constrain input queues, i.e., queues that
receive packets from “outside” as opposed to another queuing
module. This can help users analyze how a contention point
will perform under different classes of external traffic.

More formally, as shown in Figure 4, a workload wl is
a conjunction of constraints (con). Each con is of the form
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Algorithm 1: Workload synthesis search.

Input: User query (qry) from Figure 4.
Output: Workload formula (wl) from Figure 4.

1 Procedure Search(qry)
2 if (not feasibleBaseWorkload(qry)) return BadQuery
3 wl = true; G = goodSet(qry); B = badSet(qry)
4 c1 = cost(wl,G,B)
5 while (true) do
6 (found,bad_trace) = verify(wl,qry)
7 if (found) break else B.insert(bad_trace)
8 op = randomOperation()
9 next_wl = wl.apply(op)

10 c2 = cost(next_wl,G,B)
11 if (c1 > c2) then wl = next_wl;c1 = c2

12 else if (e−λ·(c2−c1) > rand()) wl = next_wl;c1 = c2

13 shrink(wl); broaden(wl); return wl

∀t ∈ [T1,T2] : lhs⊕ rhs, where T1 and T2 are integers denoting
the interval of time over which con constrains the input traffic,
lhs is either a metric for one queue, or the aggregate of a
metric over a set of queues, and ⊕ is a comparison operator
(>,≥,<,≤,=) that shows how the lhs will be constrained by
the rhs, which is time, or a constant.

Workloads can describe sets of traces in a concise and
intuitive manner. Consider the single-constraint workload:
∀t ∈ [1,10] : cenq(Q1, t) ≥ t. Any trace that satisfies this con-
straint, that is, sends at least t packets into Q1 by time t and, as
a result, does not leave the queue idle, is part of this workload.
It does not matter if the traffic enters one packet at a time, or
if 10 packets all come in at time step 1, or if 5 packets enter in
the beginning, and 5 more at time step 5. That is, workloads
can abstract away small details of packet traces as long as a
higher-level property, as specified with a metric, is satisfied.
Workload metrics. The search algorithm explores the space
of all workloads to find one that satisfies the query. When
synthesizing candidate workloads, it decides how many con-
straints to include in the workload, and what metrics and
queues to include in each constraint (§6).

While we leave the metrics that can be used in queries
unconstrained, deciding the set of metrics that are used in
synthesizing workloads requires careful consideration. We
want the set to be small to keep the search space tractable
but expressive to enable specifying common workloads in a
concise and intuitive manner. We define our workloads over
two metrics: (1) cumulative enqueues (cenq(q, t)), the total
number of packets that enter q by the end of time step t, and
(2) arrival inter-packet gap (aipg(q, t)), the inter-packet gap
between the last two packets that enter q by time t.

While small, this is a quite expressive set. cenq constrains
the total number of packets entering the queue, independent
of the exact time they arrive. So, it can abstract away the
timing details of traces when they are not important for the
query. aipg, on the other hand, constrains the gap between
packets and their arrival pace. So, it can capture low-level
timing details if necessary in answering the query. Together,
they create a good balance in capturing the commonalities

of traces that satisfy a query, abstracting away unnecessary
details and including necessary ones.

Our experience in the case studies has shown that this set
is capable of expressing a variety of workloads. But, we view
this as a suitable starting point and not necessarily the final an-
swer. We hope that as using formal methods, and specifically
workload synthesis, for performance analysis evolves, the set
of metrics will mature as well. In fact, our search algorithm is
parametrized over the set of metrics and, if needed, any metric
that can be encoded in SMT can be easily added to our search
algorithm (see §8 for examples).

6 Synthesizing Answers
The search engine uses a guided randomized search over the
space of workloads to find one that satisfies the query. The
search algorithm (Algorithm 1) is based on the Metropo-
lis Hastings Markov Chain Monte Carlo (MCMC) sampler,
which combines random walks with hill climbing and has
been successfully used for synthesizing optimized programs
and loop invariants [20, 30, 35]. Starting from an initial work-
load wl= true (line 3), which imposes no constraints on the
input queues, the search algorithm asks the verification en-
gine to verify the workload, i.e., check if all the traces in the
workload satisfy the query (line 6). If yes, the search engine
returns the workload as the answer to the query (line 7). If not,
using the feedback from the verification engine, the search
algorithm moves on to synthesize and try another candidate
workload until a suitable workload is found (lines 8-12).

6.1 Verifying workloads
Given a workload wl, and a query base_wl→ qry, the verifica-
tion engine uses an SMT solver [34] to check if the following
formula is satisfiable

model∧base_wl∧wl∧¬qry

where model is the logical encoding of the queueing modules
the user is interested in (§3).

If the formula is satisfiable, there is at least one trace that is
(1) valid, i.e., satisfies the constraints specified in model such
as the maximum number of packets that are allowed to enter a
queue between dequeues, (2) satisfies both base_wl (the space
of traces in which user is interested (§4)) and wl, and (3) does
not satisfy the query. This means that our current candidate
workload, wl, is not a suitable answer to the query. So, this
trace is returned to the search algorithm to guide the synthesis
of the next candidate workload.

If the formula is not satisfiable, either (1) base_wl or wl or
their combination with respect to model is infeasible, meaning
that no valid trace can satisfy their constraints and they actu-
ally represent the empty set, or (2) there are no valid traces in
base_wl∧wl that do not satisfy the query. Only in the second
case wl is a valid and non-trivial answer to the query.

To distinguish between these two cases, the search engine
asks the verification engine if model∧base_wl is satisfiable
(line 2). If not, the set of valid traces specified by base_wl is
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empty. So, the search engine does not start the search and
notifies the user to modify base_wl. Moreover, when verifying
a candidate workload wl (verify on line 6), the verification
engine checks whether model∧base_wl∧wl is satisfiable. If
not, the fact that wl is infeasible is also returned as feedback
to guide the selection of the next candidate.

6.2 Generating the next candidate
If a candidate workload is not the final answer, the search
algorithm synthesizes another workload to try. The next can-
didate workload, next_wl, is a mutation of the previous one, wl.
Suppose the previous candidate is wl= ∧k

i=1coni. The search
algorithm chooses one of the following operations at random
(line 8), and applies it to wl (line 9), to obtain next_wl:

• Add a new random constraint con, so next_wl= con∧wl.
• Remove a random constraint con j from wl. That is,
next_wl= (∧ j−1

i=1 coni)∧ (∧k
i= j+1coni).

• Modify a random constraint con j. Suppose con j = ∀t ∈
[T1 j ,T2 j ] : lhs j ⊕ j rhs j. The search algorithm randomly picks
whether to change one of T1 j , T2 j , lhs j, ⊕ j, or rhs j to obtain
con′j, so that next_wl= (∧ j−1

i=1 coni)∧ con′j ∧ (∧k
i= j+1coni).

These operations are motivated by prior work that has empir-
ically shown MCMC to work well with a mixture of major
(add and remove) and minor (modify) changes to the current
candidate to obtain the next one [30, 35].

Next, the search algorithm uses a cost function (§6.3) to
decide whether it is “worth” transitioning to next_wl and try
it out. If next_wl has a lower cost compared to wl, next_wl be-
comes the current candidate (line 11). If next_wl has a higher
cost, to avoid getting stuck in local minima, the algorithm
may still choose to make the transition with a probability
proportional to the difference in next_wl and wl’s costs (line
12). The algorithm repeats this process until it finds the next
candidate workload.

6.3 The Cost Function
Intuitively, a good cost function should (1) favor workloads
when they include a large number of packet traces that satisfy
the query, and (2) penalize those that include traces that do
not satisfy the query. Inspired by prior work [30], we quantify
these criteria into a cost function using example traces.

We create two sets of traces before starting the search (line
3): a set of good example traces (G), all of which satisfy the
query, and a set of bad examples (B), none of which satisfy
the query. Suppose match(wl,E) is the number of traces in E

that are also in wl. The cost function is then defined as:
costE(wl,G,B) =match(wl,B)−match(wl,G).

Recall that if a workload is feasible but does not satisfy the
query, the verification engine returns a trace in that workload
that does not satisfy the query as feedback. These traces are
added to B as the search goes on, further refining the cost
function (line 7).

In our experience, costE can effectively guide the search to-
ward workloads that satisfy the query. But there could be
multiple such workloads. So, we define another function
costS(wl) that favors concise workloads, i.e., those with fewer
constraints that constrain fewer queues over longer, less frag-
mented periods of time (details in Appendix B). We define our
final cost function as cost(wl) = CE · costE(wl)+CS · costS(wl).
We set CE > CS so that in the beginning, the search algorithm
probes the space of workloads for any answer that satisfies
many good examples and no bad ones. Once the algorithm
has reduced costE(wl) and is in the “right” part of the space,
costS(wl) helps direct it towards a more concise answer.

Note that even if a workload matches some bad examples, it
can still have a low cost and get selected as the next candidate.
This is acceptable because the search algorithm may need to
go through “obviously” bad workloads to explore different
regions of the search space and find the answer. Also, exam-
ple traces are used only to guide the search; each candidate
workload is verified in the verification engine to ensure that
every trace represented by the workload satisfies the query.

6.4 Generating The Example Sets
Before the search starts, the search engine asks the verification
engine to generate traces for G and B. A trace eg is a 2D array
that concretely specifies how many packets enter each queue
at each time step. For example, if eg[Q1][5] = 3, it means that
in this trace, Q1 receives 3 packets at time 5.
The bad examples set (B). The ith bad example is a trace that
satisfies the following formula:

model∧base_wl∧¬qry∧¬(∨i−1
j=1egi ̸= eg j)∧ local_modsi.

Having ¬(∨i−1
j=1egi ̸= eg j) ensures that the trace is different

from the previous i−1 traces. local_modsi ensures that there
is variety across the traces in B so that the search algorithm
can prune the search space faster. For that, we pick P random
points (q1, t1), · · · ,(qP, tP) in the (i−1)th trace and P random
integers v1, · · · ,vP such that egi−1[q j][t j] ̸= v j. Then, we define
local_modsi = ∧P

j=0egi[q j][t j] = v j. This way, the ith trace is
different from the previous one in at least P points. If no such
trace could be found after two tries, we decrement P and retry
until a new trace is found.
The good examples set (G). Generating G is more compli-
cated. To see why, consider the diagram in Figure 5 and an
arbitrary workload ans that satisfies the query. No matter how
we choose B, ans cannot not include any of its traces. So,
by minimizing match(wl,B) in the cost function, the search
algorithm is always moving in the direction of an answer.
However, depending on how we pick G, ans may include all
(ans1 in Figure 5), a subset (ans2), or none (ans3) of G’s traces.
There may not even exist a workload like ans1 that can express
all the traces in G without including any bad traces. So, if we
do not pick G’s traces carefully, by maximizing match(wl,G),
the algorithm may repeatedly be directed towards a part of
the search space where there are no suitable answers.
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Figure 5: Relationship between answer workloads and G and B.

Intuitively, we want to pick traces for G that are (1) not
radically different from each other, so that the majority of
them can be represented with a single workload, and (2) not
too similar, so that the workload found by the search algorithm
is sufficiently general. To do so, the search engine asks the
verification engine to create a base trace that it will use as the
basis of generating the rest. Specifically, it asks for a trace eg0
that satisfies model∧base_wl∧qry while using Max-SMT to
minimize the following criteria in the specified order:
1. Total number of queues with traffic, i.e., ΣqIq, where

Iq = 1 if Σteg0[q][t] = 0, and is zero otherwise. This helps
keep the search focused. To see why, suppose we find an
eg0 that satisfies the query and in which only Q1, Q2, and
Q3 have traffic. When generating the rest of G, we add
constraints that make sure the queues that have no traffic in
eg0 stay empty in the rest of the traces as well. So if there is
another set of traces with traffic in, say, Q2, Q4, and Q5, that
satisfy the query, they will not be included in G, making
sure G’s traces are not radically different from each other.

2. Total number of time steps queues do not receive traf-
fic, i.e., Σq,t Iq,t , where Iq,t = 1 if eg0[q][t] = 0 and is zero
otherwise. This means that in the base trace, every queue
receives at least one packet every time step as long as it is
“harmless”, i.e., it does not stop the trace from satisfying
the query. This smooth background traffic in the base trace
can be randomly changed in the rest of the traces to ensure
diversity in the good examples set.

3. Total traffic in the trace, i.e., Σq,teg0[q][t]. Given the above
optimization criteria, this ensures that the background traf-
fic is not flooding the contention point with too many pack-
ets and only allows more than one packet per time step in
the base trace if necessary for satisfying the query.

The rest of G’s traces are generated from eg0. Similar to gen-
erating B, the search engine asks for a trace that satisfies the
query, is not any of the previous traces, and is different from
the previous trace in at least P random places. There are two
differences: for the ith trace egi, we add extra constraints so
that queues that have no traffic in eg0 (see optimization criteria
1) have no traffic in egi either, and we minimize the “distance”
between egi and eg0, i.e., minimize Σq,tdq,t , where dq,t = 1 if
egi[q][t] ̸= eg0[q][t] and zero otherwise.

6.5 Optimizations
We have employed several optimizations to improve the syn-
thesis process and the final answer. We discuss some of the
major ones here and the rest in Appendix C.
Reducing the search space. If a queue q has no traffic in

our base trace eg0 (§6.4), it means that as long as the other
“non-idle” queues have traffic, its traffic is either not important
or has to be zero for satisfying the query. So, we temporarily
add ∀t ∈ [1,T ] : cenq(q, t) = 0 to base_wl and only look for
workloads that constrain the rest of the queues during search.
This reduces the space of workloads the search algorithm
needs to explore. These constraints will be removed in post-
processing if not necessary.
Post-processing. Once the search engine finds a workload
wl that satisfies the query, it creates a new workload ans that
includes all the constraints from wl and base_wl. It then per-
forms “workload shrinking” (Algorithm 1, line 13) by remov-
ing the constraints in ans one at a time and checking if ans

still satisfies the query. This helps remove any constraint that
is added to base_wl during example generation or to wl during
search but is not necessary for satisfying the query. Next, we
try “workload broadening”. For a queue Qi that is not in ans

and a constraint con in ans, if con’s left hand side is m(Q j, t),
it is changed to Σq∈{Qi,Q j} m(q, t), and if it is Σq∈S m(q, t), it is
changed to Σq∈S∪{Qi} m(q, t). If the workload still satisfies the
query, this helps include even more traces in the workload.
Reducing calls to the verification engine. Each call to the
verification engine can be expensive as it checks the satisfiabil-
ity of non-trivial formulas. So, if the search algorithm selects
a candidate workload that matches a trace in B, it moves on
to finding the next candidate without consulting with the veri-
fication engine, as it already knows that the current candidate
includes a trace that does not satisfy the query.
Escaping local minima. To avoid getting stuck in local min-
ima, the search algorithm keeps track of its progress, i.e., the
difference between the cost of the previous candidate work-
load and the next one. If the progress is below a threshold
for a number of rounds, it “looks ahead” a couple of hops
when generating the next candidate by applying a sequence of
moves in §6.2 to generate the next workload. If it still cannot
make enough progress in another several rounds, it restarts
the search from a workload with no constraints.

7 Case Study: Packet Scheduling
We have prototyped our techniques in a tool we call FPerf
in ∼10K lines of C++ code, which is publicly available [41].
We use Z3 [34] in the verification engine for checking the
satisfiability of SMT formulas. In this section, we describe
our experience in using FPerf to analyze packet scheduling al-
gorithms. Our goal is to explore expressiveness, i.e., whether
our workload language can express a wide range of work-
loads in answering queries, interpretability, i.e., whether the
final workloads are concise, intuitive, and interpretable, and
tractability, i.e., whether workloads are generated in reason-
able human timescales (i.e., minutes).

7.1 Stand-alone Schedulers
The priority scheduler is a single queuing module with four
input queues and one output queue. Qi has a higher prior-
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ity than Q j if i < j. Every time step, the scheduler picks the
highest-priority non-empty input queue, dequeues a packet
from it, and puts the packet in the output queue. In a strict pri-
ority scheduler, lower priority queues may get starved, which
we quantify with the metric blocked(q, t) defined as the number
of consecutive time steps that q has packets but is not chosen
for transmission. We then ask ∃t ∈ [1,T ] : blocked(Q3, t)> 5.

Starting from T = 5, we increment T until the verifica-
tion engine finds a satisfying trace in the example gen-
eration phase at T = 7. Then, the search algorithm finds
∀t ∈ [1,7] : Σq∈{Q1,Q2}cenq(q, t)≥ t ∧ ∀t ∈ [1,7] : cenq(Q3, t)≥ 1.
That is, to satisfy the query, Q1 and Q2, which have higher
priorities than Q3, should collectively receive a consistent flow
of traffic (constraint 1), and Q3 should at least have one packet
to be considered blocked (constraint 2). While the answer is
not surprising, it demonstrates FPerf’s ability to abstract away
the details of which higher priority queue receives packets at
exactly what time step, only capturing the necessary details.
The round-robin scheduler is a single queuing module with
five input queues and one output queue. The input queues
are serviced in a round-robin fashion (independent of packet
size, see §9). If every queue receives steady traffic over a time
period T , each should be selected for dequeue at least T/5
times. So, when we ask if Q3 can dequeue more packets than
Q2 with query ∀t ∈ [10,10] : cdeq(Q3, t)− cdeq(Q2, t) ≥ 3 and
base workload ∧5

i=1 ∀t ∈ [1,10] : cenq(Qi, t)≥ t, the verification
engine cannot find any traces that satisfy the query.

Now suppose we relax base_wl to restrict the average
rate of traffic every 5 time steps as opposed to every time
step, i.e., have the queues receive at least 4 packets ev-
ery 5 time steps: base_wl =

(
∧5

i=1 ∀t ∈ [5,5] : cenq(Qi, t) ≥
4
)
∧
(
∧5

i=1 ∀t ∈ [10,10] : cenq(Qi, t) ≥ 8
)
. FPerf finds ∀t ∈

[1,4] : Σq∈{Q1,Q2,Q4,Q5}cenq(q, t) ≤ 0∧ ∀t ∈ [1,4] : cenq(Q3, t) ≥
t ∧ base_wl, which describes a workload where all queues ex-
cept Q3 receive no packets in the first four time steps and
receive a burst of at least 4 packets at time 5, while Q3 contin-
uously receives traffic. So, while the average input rate of all
queues is the same, other queues temporarily fall behind Q3
in terms of dequeues due to the burstiness of their traffic.
FQ-Codel. This case study analyzes the buggy scheduler in-
spired from the FQ-Codel qdisc [32]. The scheduler’s logic,
the query, and the workload are described in §2 as our moti-
vating example. Here, we only report that the same workload
was overwhelmingly returned as the answer across all runs.

7.2 Composing Host and NIC Schedulers
Modern NICs expose multiple transmit queues to the host, so
that CPU cores can concurrently send traffic to the NIC, each
through a dedicated transmit queue [42–44]. This provides
significant performance benefits but makes it difficult to en-
force policies about how applications on the same host should
share network resources. Prior work [44] demonstrates this
using an example, which we analyze in this case study.

Suppose two tenants reside on a server with multiple CPU

Figure 6: Setup for the case study in §7.2.

cores. Tenant 1 runs spark [45], and tenant 2 runs both spark
and memcached [46]. All applications are multi-threaded and
can use all the cores. We want to ensure that the two tenants
fairly share the network bandwidth, and tenant 2’s memcached
traffic is prioritized over its own spark traffic. One option, de-
scribed in [44], is to use software packet schedulers (e.g.,
Linux qdiscs) to enforce fair sharing between the tenants on
the host, and a priority scheduler on the NIC to enforce prior-
itization of memcached traffic. Note that to avoid overhead,
software schedulers enforce policies per core not across cores.

Figure 6 shows how we model this in FPerf for 4 CPU cores.
There is one input queue for traffic from each application on
each core. That is, Q3(i−1)+1, where i is the core number, are
for tenant 1’s spark, Q3(i−1)+2 for tenant 2’s spark, and Q3i

for tenant 2’s memcached traffic. For each core, a queuing
module first classifies traffic from that core’s input queues
into two output queues, one for each tenant. Then, a round-
robin scheduler shares bandwidth between the two tenants
into the NIC’s transmit queue. On the NIC, a module classifies
traffic from the cores into two output queues, one for spark
and one for memcached traffic. Finally, a priority scheduler
that prioritizes memcached traffic decides what packet to send
out of the NIC. We add a “dummy” module that takes the
output from the NIC and “demultiplexes” it into Qout1 queue
for tenant 1 and Qout2 for tenant 2 to use in our queries.

Since the final scheduler always prioritizes memcached
traffic over spark, it is easy to see how the second half of the
policy is always enforced. So, we ask whether tenant 1 and
tenant 2 will get equal access to the NIC output link:

base_wl→∀t ∈ [10,10] : cdeq(Qout2, t)− cdeq(Qout1, t)≥ 3
base_wl= (∀t ∈ [1,10] : Σq∈Stenant1 cenq(q, t)≥ t)∧

(∀t ∈ [1,10] : Σq∈Stenant2 cenq(q, t)≥ t)

Stenant1 are Q3(i−1)+1 (1 ≤ i ≤ 4), which carry tenant 1’s spark
traffic, and the rest of the queues are in Stenant2. That is, in
base_wl, we ensure that both tenants receive a steady stream
of packets. For this query, FPerf finds the workload

∀t ∈ [1,10] : cenq(Q4, t)≥ t ∧ ∀t ∈ [1,10] : cenq(Q9, t)≥ t
∧ (∧i∈Srest∀t ∈ [1,10] : cenq(Qi, t)≤ 0),

where Srest is {1, · · · ,3,5, · · · ,8,10, · · ·12}. That is, if tenant 2’s
memcached runs on core 3 and tenant 1’s spark on core 2, they
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Phases Prio RR FQ-C Comp LS-T LS-L

Example
Generation

Generating base trace (s) 0.3 1.0 3.1 70.3 59.5 71.5
Generating good set (G) (s) 6.8 309 346 321 310 632
Generating bad set (B) (s) 1.2 3.0 7.1 179 74.1 69.6

Verification
Engine

Verifying workload (avg) (s) 0.02 0.02 0.11 0.65 0.73 0.94
Verifying workload (max) (s) 0.04 0.13 0.86 7.60 3.26 2.18
Verifying query (avg) (s) 0.03 0.04 0.10 0.81 1.66 1.46
Verifying query (max) (s) 0.06 0.18 0.73 9.90 4.09 2.26

Search
(see §6.5)

# Rounds 65 268 769 361 949 117
# Rounds w.o/verification 39 107 537 131 836 65
# Rounds w/“look-ahead” 1 11 44 20 162 1
Total search time (s) 2.4 59 223 461 420 121

Post
Processing

Workload shrinking (s) 0.2 0.0 0.9 107 25.9 16.4
Workload broadening (s) 1.0 0.0 0.1 45 0.0 2.6

Total Time (min.) 0.2 6.2 9.6 18.5 13.8 14.0

(a) Statistics from running FPerf 10 times for each case study. Parameters: Queue
parameters are S = 10 and K = 4 packets. For example sets, |G| = |B| = 50, and P =
min(10, trace_size

5 ). During search, the maximum number of constraints in the workload is
set to twice the number of input queues, threshold for slow progress is 0.03 ·max(costE),
CE
CS

= 10, and number of rounds of slow progress tolerated before look-ahead and restart
is 10 and 20 respectively.

Prio RR FQ-C Comp LS-T LS-L

Queuing Modules 1 1 1 11 23 23
Queues 5 6 7 29 66 66
Boolean Vars (×1000) 0.8 0.2 2.6 10.6 21.3 21.3
Integer Vars (×1000) 0.6 1.1 1.9 7.3 23.2 23.2
Constraints (×1000) 7.2 13 2.2 93.8 45.8 45.5
Max timesteps 7 10 14 10 10 10

(b) Case study statistics

(c) Workload synthesis statistics for the latency query on leaf-
spine networks of increasing size. Si-L j-Hk has i spines, j leaves,
and i hosts per leaf to avoid oversubscription (k = i× j). Param-
eters are same as figure 7a except |G|= |B|= 25 (see §9).

Figure 7: Case study statistics and results (§7 and §8).

will only compete in the priority scheduler in the NIC, where
memcached traffic is prioritized over spark traffic, and tenant
2 is favored to access the link. The same phenomena can
happen as long as tenant 2’s memcached traffic and tenant1’s
spark traffic come from two different cores.

Next, we modify the base workload to see if the prob-
lem still exists if there is no memcached traffic. We add∧

i∈{3,6,9} cenq(Qi, t) = 0 to the base workload and repeat the
query. This time, we get the following workload as answer:

∀t ∈ [1,10] : cenq(Q8, t)≥ t ∧ ∀t ∈ [1,10] : cenq(Q11, t)≥ t
∧∀t ∈ [1,10] : Σq∈{Q2,Q5}cenq(q, t)≥ t

∧∀t ∈ [1,10] : cenq(Q10, t)≥ t
∧ (∧i∈rest∀t ∈ [1,10] : cenq(Qi, t)≤ 0).

where rest = {1,3,4,6,7,9,12}. Here tenant 2’s spark runs on
all cores and tenant 1’s spark only on core 4. The first three
constraints ensure that there are three different concurrent
streams of traffic from tenant 2’s spark. Since there is only
one stream of spark traffic for tenant 1, that is, because the
spark flows are not uniformly spread across cores, tenant 1
gets access to the link less frequently than tenant 2. Both
workloads are consistent with the empirical results in [44].

7.3 Tractability
Tables 7a and 7b summarize statistic about different phases
involved in workload synthesis for the packet scheduling case
studies across 10 runs. We use a server with 4-socket NUMA-
enabled Intel Xeon Gold 6128 3.4GHz CPU with 6 cores per
socket. For Comp, we only include the results for the second
query as, compared to the first query, its analysis is more
involved in all synthesis phases.
Generating G is expensive. This is not surprising: when
generating trace egi, we constrain it to have different randomly

chosen values from egi−1 in p = P random places. If no trace
is found in two tries, we decrement p and try again. Each time,
we also ask the verification engine to minimize the distance
between egi and the base trace (§6.4). The more such calls,
either due to the sheer size of G, or because we have to retry
a lot for each trace, the longer generating G will take.

Compared to Prio and Comp, it takes more tries to find a
trace for RR and FQ-Codel (average of 16 and 6 tries, respec-
tively). This is because the answers to their queries are more
sensitive to the timing of packets in the trace: RR needs a
specific kind of burstiness and FQ-CoDel needs a specific rate.
So, making p random modifications to egi−1 for larger values
of p makes it improbable to satisfy the query for egi, increas-
ing the number of retries. By default, P = min(10, trace_size

5 ),
which is 10 for RR and FQ-CoDel, translating to a maximum
of 20 tries per example trace. Instead, we can potentially set P
to the moving average of the p that has worked for the previ-
ous traces and reduce the number of retries, and consequently,
the total time for generating G.

Another option is to reduce |G|, potentially increasing
search time as shown in Figure 10 (Appendix). For all but FQ-
Codel, the decrease in example generation time outweighs the
increase in search time, and workload synthesis is fastest for
|G|= 25. For FQ-CoDel the sweetspot is |G|= 50. One could
execute workload synthesis in parallel for different values of
|G| and use the results from whichever finishes first. Moreover,
once we have the base trace eg0, we can potentially parallelize
the generation of G into x threads, each generating |G|

x traces.
Our randomized changes from one trace to the next reduces
the risk of getting duplicate traces across threads, and even if
there are a few, it will not affect the correctness of the search.
The verification engine is efficient. The verification engine
can verify a workload in < 1sec on average. The worst case
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is ∼ 10sec. for Comp, and < 1sec. in other case studies. The
efficiency of the verification engine is thanks to the advances
in SMT solvers [34], our efficient encoding of queues (Ap-
pendix), and our choice to use immediate composition.

In immediate composition, packets leaving output queues
at time t are visible in the input queues of the next module at
time t, as opposed to t +1 in sequential composition (§3). So,
if we have a chain of L queuing modules, a packet arriving at
time t is processed by all the queuing modules one-by-one but
in the same time step and appears in the final output queue
at t +1, as opposed to t +1+L. In Comp, all the paths from
input to output queues through the queuing modules have the
same length. So, if we use immediate composition across all
modules, it will not change the relative ordering of packets
across queuing modules and allows us to analyze the model
in 10 as opposed to 15 time steps and get the same output.
Optimizations (§6.5) are effective. For instance, when a can-
didate workload matches one of the bad example traces, we
can move on to the next candidate without calling the verifica-
tion engine. Using this optimization, we avoided calling the
verification engine in ∼ 40 to 70% of the rounds, which trans-
lates to saving ∼ 113 and 192 seconds in FQ-CoDel and Comp
that are more complex. Moreover, The “look-ahead” strategy
is used in 5% of the rounds, helping the search algorithm to
avoid local minima and plateaus.

8 Case Study: A Small Leaf-Spine Network
In this section, we use FPerf to analyze a small leaf-spine net-
work (Figure 8). Our goal is to demonstrate the expressiveness
of our model and the generality of our techniques.
Modeling switches. We model our switches after input-
queued switches with virtual output queues (VOQs). Suppose
the switch has P ports. Each input port i has P VOQs, where
the jth VOQ stores packets that are destined for output port j.
The switch crossbar decides which input ports can simultane-
ously send packets to which output ports without interfering
with each other, and delivers packets from the corresponding
VOQs at those input ports to their destination output ports.

Figure 9 shows how we model this in FPerf. A switch with
P ports is a composition of P+ 1 queuing modules. There
are P forwarding modules, one for each input port. The ith
forwarding module takes a packet from input port i, decides
the destination port j it should be forwarded to, and places
the packet in the jth VOQ for port i. The crossbar queuing
module models the switch crossbar. In each time step, using
the iSlip algorithm [47], it matches input ports and output
ports such that each input port is matched with at most one
output port and vice versa. If an input port i is matched with
an output port j, the crossbar moves a packet from the jth
VOQ at port i to the output queue for port j. iSlip and its
variants are widely used in switching fabrics as they provide
high throughput in the crossbar and fairness across inputs.
Packet metadata and workload metrics. The per-packet
metadata variables include dst, a variable representing the fi-

Figure 8: A small leaf-spine network as case study (§8).

nal destination of the packet, and ecmp, a variable with values
in [0,S] where S is the number of spines switches, representing
the result of the ECMP hash of the packet’s flow id modulo
the number of spines. We extend example traces and our algo-
rithms for generating them (§6.4) to include packet metadata
(details are in Appendix D.1). Moreover, we add two cor-
responding metrics, dst(q, t) and ecmp(q, t), to our workload
language to track the values of these variables for packets
entering q at time t. These metrics, together with cenq(q, t)
and aipg(q, t), can be used in the synthesized workloads to
describe a range of traffic patterns and flows.
User Interface. To create a model of a network of switches,
the users need to specify the topology (switches and links)
and the forwarding rules (mapping per-packet metadata to an
output port) for each switch. For a leaf-spine network, FPerf
provides a special interface that only requires specifying the
number of leaves and spines. For the base workload, the users
can provide a list of constraints using an interface that ab-
stracts away the logical operators and expressions in Figure 4.
Each constraint is either (1) [t1, t2] q.m ⊕ c, constraining metric
m for queue q against a constant (⊕ is any comparison opera-
tor), (2) [t1, t2] (q1.m + ... + qn.m) ⊕ c, (3) [t1, t2] q1.m ⊕ q2.m, or
(4) [t1, t2] (q1.m + ... + qn.m)/t ⊕ c, constraining a metric’s value
for one or more queues over time. Queues are identified by
switch id and port number.

For queries, the users provide a list of questions with a
similar interface, asking if the value of a metric over a time
period for one or more queues can go above or below a thresh-
old. There are two special shorthands for common queries:
q.avg_rate is the average input rate for queue q, which trans-
lates to q.cenq/t, and lat(s1, ..., sn) is the latency through the
specified sequence of switches, which translates to sum of
queue sizes (q1.qsize + ... + qn.qsize) along the path. Ap-
pendix D.2 includes more details on the translation between
this interface and the syntax in Figure 4.
The throughput query (LS-T). Since there is no oversub-
scription in our leaf-spine network, we first ask whether the
throughput between hosts 1 and 6 can drop below line-rate:

base_wl→∀t ∈ [10,10] : cenq(Out6, t)< 5
base_wl= (∀t ∈ [1,10] : dst(In1, t) = 6)∧

(∧i, j∈[1,6],i ̸= j∀t ∈ [1,10] : dst(Ini, t) ̸= dst(In j, t))

Ini and Outi are the queues host i uses to send traffic into and
receive traffic from the network, respectively. The query asks
whether the total number of packets received by host i at time
10 is less than half of what it should have received at line rate.
The base workload ensures that host 1 sends a steady stream
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Figure 9: Modeling an input-queued switch with VOQs in FPerf.

of traffic to host 6 (at least 1 packet per time step), and no
two hosts send traffic to the same destination so there is no
traffic concentration at the hosts. For this query, FPerf finds
the following workload:

∀t ∈ [1,10] : dst(In3, t)≥ 5 ∧ ∀t ∈ [1,7] : ecmp(In1, t) = 1
∧∀t ∈ [1,7] : ecmp(In3, t) = 1 ∧ ∀t ∈ [1,10] : cenq(In4, t)≤ 0.

That is, if there is another flow from host 3 to the third pod
(constraint 1) with the same ecmp as the flow from host 1 to
6 (constraints 2 and 3), the two flows have to compete for
bandwidth on the link from S1 to L3 (Figure 8) and host 6 will
not receive traffic from host 1 at line rate. The last constraint
ensures that the flow from host 3 has all the bandwidth from
the second pod to itself to compete with the flow from host 1.

The latency query (LS-L). In the absence of queuing delay,
it takes packets three time steps to go from a host in one pod
to a host in a different pod. We want to know if it can take
much longer, say, 13 time steps, for packets to go from host 1
to 6. To do so, we ask if it is possible to have a queue build
up of at least 10 packets along the path of the flow:
base_wl→∀t ∈ [10,10] : Σq∈path qsize(q, t)≥ 10
base_wl= (∀t ∈ [1,10] : dst(In1, t) = 6)∧
(∀t ∈ [1,10] : ecmp(In1, t) = 1)∧ (∀t ∈ [1,10] : cenq(In1, t)≤ t)

Here, the base workload ensures there is a flow from host 1 to
6 (constraints 1 and 2), and that the flow sends at most at line
rate (constraint 3), so that there is no artificial queue build up
from the flow’s own packets. path is the set of queues the flow
visits as it traverses L1, S1 (since in base_wl, ecmp(Int , t) = 1),
and L3 (see Figure 8).

For this query, FPerf finds the following workload:
∀t ∈ [1,8] : dst(In3, t) = 6∧ ∀t ∈ [1,8] : ecmp(In3, t) = 1

∧∀t ∈ [1,10] : ecmp(In5, t) = 6∧ ∀t ∈ [1,10] : cenq(In4, t)≤ 0.

That is, if hosts 3 and 5 (from pods 2 and 3) send traffic to
host 6 at the same time (constraints 1 to 3), there will be a
queue build up of at least 10 packets along the path of the
flow and its packets will experience high latency. Similar to
the throughput query, the last constraint ensures that the flow
from host 3 has all the bandwidth from the second pod to
itself to contribute to quickly building up the queues.

Tractability. Tables 7b and 7a summarize statistics about dif-
ferent phases of workload synthesis for the queries about the
leaf-spine network. The results are consistent with our obser-
vations in §7.3. Generating the good example set is expensive
but there are opportunities for parallelization and further op-
timizations. The verification engine is efficient, verifying

workloads in < 1.7sec. on average and ∼ 4sec. in the worst
case. Beyond what is described in §7.3, we employ other
optimizations that contribute to this efficiency. Specifically,
we use the forwarding rules in the leaf-spine topology to (1)
remove certain VOQs from the switch crossbar if their corre-
sponding input and output ports are not expected to commu-
nicate (e.g., a packet entering a leaf from a spine is expected
to go to one of the output ports connected to the hosts and not
other spines), and (2) constrain the values of the per-packet
metadata to reduce the search space (e.g., all packets going
into S1 have ecmp set to 1). Finally, our search optimizations
remain effective, avoiding calls to the verification engine in
∼ 55 to 89% of the rounds, and the example traces effectively
guide the search towards workloads that satisfy the query.
Takeaways. Queuing modules and their composition are
expressive enough to model a variety of network compo-
nents, from packet schedulers and classifiers to a network
of switches. We did not need to make any changes to how
we model contention points (§3) to model the leaf-spine net-
work. Similarly, our workload synthesis techniques generalize
beyond packet scheduling. Our example generation strategy
and workload metrics need only minor changes to include the
packet metadata needed for forwarding over the network, and
our search algorithm can find workloads for the queries as
effectively without any modifications.

9 Discussion and Future Directions
Scaling to large networks. Figure 7c shows how example
generation, search, and workload verification times increase
for the latency query on leaf- spine networks of increasing
size. As the network size increases, the number of variables
and constraints go from 45k and 46k to 182k and 181k, and au-
tomated theorem provers (e.g., Max-SMT and SMT solvers)
which we use in example generation and workload verifica-
tion, can take exponentially longer as the problem size in-
creases. For our largest evaluated network (not shown in the
figure) with 4 spines, 4 leaves, and 16 servers (56 modules
and 288 queues), it takes 224 minutes to find an answer.

There is room for more optimizations, some of which we
have implemented for this experiment and discuss in Ap-
pendix D.3. But, as with any other approach that relies on
similar formal methods tools, there is a limit to how many vari-
ables and constraints we can jointly reason about within a rea-
sonable amount of time. As such, similar to data and control-
plane verification tools that have matured over a decade to
scale to large-scale networks, much work needs to be done to
improve the scalability of formal methods tools for network
performance analysis.

For example, we may need to develop new techniques,
e.g., domain-specific algorithms for reasoning about network
properties to replace SAT/SMT solvers [12, 48] or decom-
pose global properties into local properties for modular anal-
ysis [15, 31]. Specifically, given that performance queries and
properties such as latency lend themselves well to decomposi-

656    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



tion over regions and paths, we believe modular analysis to be
key in scaling automated formal reasoning about performance
and an important direction for future work.
Bounded Time. We model queuing modules for a bounded
number of time steps, starting with empty queues and every
module in its initial state. Nevertheless, the workloads in our
case studies often include “repeatable” patterns. For instance,
in FQ-CoDel, Q5 can continue causing fairness problems after
14 timesteps if it keeps sending at the rate specified in the
workload. Prior work explores how to find periodic adver-
sarial input patterns for P4 programs [49], and it would be
interesting to explore similar ideas in our context. Moreover,
to cover different portions of the time horizon, we can explore
ways to compute a subset set of reachable states in queuing
modules and start from those as opposed to the initial state.
Finally, exploring verification techniques for reasoning about
unbounded time [50] is an interesting avenue for future work.
Packets vs. bits. In our prototype, metrics, and therefore,
queries and workloads, are defined in terms of packets rather
than bits. We plan to extend FPerf to include packet sizes as
extra variables, so they can be used in defining metrics and
potentially reveal even more interesting workloads.
Generating traces from workloads. We can use the ver-
ification engine to generate example traces from the final
workloads. Transforming these traces or the traces in G to
concrete packets that can be injected into real-world networks
(e.g., see Adapters in [37]) is an interesting future direction.

10 Related Work
Network Calculus. Network Calculus [6, 51] offers a uni-
form mathematical framework for analyzing performance
guarantees. To use network calculus, one needs to model the
input workload as an “arrival curve”, which bounds the arrival
pattern of bits into a network component, and the network
component as a “service curve”, which bounds the number of
serviced bits. Using these curves and (min,+) algebra, one can
then derive bounds on performance metrics such as through-
put, latency, jitter, and loss [4, 52–54]. However, these curves
need to be reasonably concise and provide tight bounds on
the behavior of the network component and the input traffic
pattern for the final bounds to be tight and useful. Deriving ar-
rival and service curves is challenging, particularly for today’s
complex network functionality and traffic patterns [10].
Quantitative Reasoning. There is a line of work for rea-
soning about quantitative network properties: Some extend
dataplane verifiers to reason about quantities such as link
loads and hop counts [55–57]. Others reason about probabilis-
tic aspects of networks (e.g., weighted ECMP) and answer
probabilistic questions (e.g., the probability that packets reach
a destination) [58,59]. Our work is similar in that performance
properties are quantitative. However, these tools focus on veri-
fication, whereas, we propose to use synthesis to automatically
generate not just one counter-example, but a workload that vi-
olates user-defined performance-related properties. Moreover,

these tools abstract away many low level network details as
nondeterministic, which we are able to model more precisely
in SMT in our queueing modules.
Automated protocol analysis. Recent work uses techniques
such as bounded model checking and guided search to check
if congestion control algorithms can be driven into undesir-
able states or underutilize the network [60–62]. Khan et al.
propose to train Markov models that capture the temporal be-
havior and throughput and delay distributions of delay-based
congestion control protocols [63]. Gilad et al. use reinforce-
ment learning (RL) to train agents that generate adversarial
traces for protocols and use it to demonstrate sub-optimal
performance in some RL-driven protocols [64]. We propose
generating workloads describing sets of traces in response to
user-defined queries about performance problems.
Synthesis. Syntax-Guided Synthesis (SyGuS) is a general ap-
proach to program synthesis that uses a verifier together with
a candidate program grammar. There are various ways to do
SyGuS; there are enumerative [65, 66], stochastic [20, 30, 35],
and logical approaches [67]. Our work is based on stochas-
tic search. Moreover, recent work explores using synthesis
in networking to generate packet processing code [19, 20],
network configuration [21–23], configuration updates [24], or
control-plane repairs [25, 26]. We use synthesis to generate
workloads to reason about network performance.

11 Conclusion
Over the past decade, a large body of academic and industry
work has demonstrated the feasibility and benefits of using
formal methods to reason about the functional correctness of
networks. Inspired by their success, we set out to bring the
same benefits to analyzing network performance.

Along the way, we have developed efficient encodings of
packet-level interactions that affect network performance. We
have also found that when it comes to performance analysis,
returning isolated packet traces that violate performance prop-
erties is not always useful. Instead, we argue that a more use-
ful output is a workload that can concisely describe the com-
monality of a set of traces that can experience performance
problems. We have shown how to apply existing synthesis
techniques to generating such workloads and demonstrated
the tractability of our approach using case studies.

This is only the start; as with other applications of formal
methods to systems and networking, much work needs to be
done to make such formal performance analysis approaches
suitable for analyzing real-world networks, some of which
we have outlined in this paper as future research directions.
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A Efficient Encoding of FIFOs in SMT
A queue is specified with two parameters, its size S and the
maximum number of enqueues K allowed at every time step.
We define the following variables for each queue for every
time step t:

1. enqs[t][1 : K] consists of K tuples, where each tuple repre-
sents a packet. This captures the packets that are sent to
the queue at time t. These packets will enter that queue at
time t +1,

2. elems[t][1 : S], consists of S tuples, where each tuple repre-
sents a packet. This captures the packets that are inside the
queue at time t, and

3. an integer variable deq_cnt[t] that captures how many pack-
ets will be dequeued from this queue at time t.

We also define a set of helper boolean variables val_elem[t][i].
val_elem[t][i] is true if there is a packet in elems[t][1 : S] and is
false if elems[t][i] is empty. val_enq[t][1 : K] is defined similarly.

Our queues can have up to K enqueues and up to S dequeues
in every time step. To model that, we take care of the dequeues
first. We define an extra set of helper variables tmp_val[t][1 : S]
to denote which indexes in the queue would still have packets
and which ones would become empty at t +1 if we were to
only do deq_cnt(t) number of dequeues and not any enqueues.
Specifically, tmp_val[t][i] is true if the ith element of the queue
will still contain a packet after the dequeues in that time step
assuming no enqueues happen.

To capture that, for every 1 ≤ i ≤ S and 1 ≤ d ≤ S, if i+d ≤ S,
we add(

deq_cnt[t] = d
)
→

(
tmp_valid[t][i] = val_elem[t][i+d]

)
Otherwise, we add(

deq_cnt[t] = d
)
→

(
¬tmp_val[t][i]

)
.

We also have some standard constraints to shift the packets
in elem forward depending on the deq_cnt(t).

The next set of constraints handle the enqueues in a “sliding
window” fashion. That is, starting from the head of the queue,
we consider all possible K + 1 consecutive positions in the
queue to find a window where the first element has a packet
and the next K are empty. This will be the tail of the queue
and where we will be enqueuing the new packets.

Specifically, for every 1 ≤ i ≤ S−K and 1 ≤ j ≤ K, we add
the following constraint:
tmp_val[t][i]∧¬tmp_val[t][i+1]→ elem[t][i+ j] = enqs[t −1][ j]

We add extra constraints for the start and end of the queue
and when there is not enough space for K packets.

Finally, we add constraints to make sure there is no “hole”
in the queue. That is, suppose the queue has a packet at index
i and no packets at index i+1. Then, there is a packet at any
index j ≤ i queue. Moreover, at any index j > i, the queue is
empty. Specifically, for every 1 ≤ i < S, we add:

val_elem[t][i]∨¬val_elem[t][t]
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B Defintion of costS
Consider a workload wl=∧k

i=1coni, where coni = ∀t ∈ [T1i ,T2i ] :
lhsi ⊕i rhsi. costS(wl) is defined in the following way:

costS(wl) =Σk
i=1queue_cnt(speci)+ interval_cnt(wl)

where queue_cnt(speci) is the number of queues constrained
by coni, which is equal to the number of queues specified in
lhsi. interval_cnt(wl) captures the degree of time fragmenta-
tion in the workload and is defined as the number of non-
overlapping time intervals with unique sets of constraints.

As an example, suppose wl has three constraints, ∀t ∈
[1,15] : cenq(Q1, t) ≥ 2, ∀t ∈ [3,7] : cenq(Q2, t) ≤ 5, and ∀t ∈
[5,10] : aipg(Q5, t) = 3. These three constraints are specify-
ing a traffic pattern over five non-overlapping time intervals
([1,2], [3,4], [5,7], [8,10], [11,15]) each with a unique set of con-
straints. So, interval_cnt is equal to five in this example. We
favor workloads that cause less time fragmentation as they
are less likely to overfit to the example sets, more concise,
and more interpretable.

C Details on Search Engine Optimizations
Reducing the search space. We have described one of our
optimizations to reduce the search space in §6.5. Another
optimization is detecting and ignoring “duplicate” workloads.
Our workload language allows for easy mutation of work-
loads with simple operations during search to generate new
candidates. So, it is possible for a workload’s mutation to
represent the same set of traces while being syntactically dif-
ferent. We perform several checks to detect such workloads
and avoid generating them as candidates, reducing the space
of workloads the search algorithm needs to explore.
Reducing calls to the verification engine. As we describe
in §6.5, if the search algorithm selects a candidate workload
that matches a trace in B, it can move on to finding the next
candidate without consulting with the verification engine, as
it already knows that the current candidate includes a trace
that does not satisfy the query. Note that the search algorithm
selects these candidates despite that fact that they match traces
in B as they could help it explore different regions of the
search space. Similarly, if a workload is rejected because it is
infeasible (§6.1), the search engine will keep track of it and
avoid a potentially expensive call to the verification engine if
that workload comes up in the future.
Other optimizations. Instead of only applying one of the
operations in §6.2 and generating one candidate workload, we
apply all of them one at a time, generate a set of candidates,
and pick one randomly from the ones with the lowest cost.
This helps the algorithm explore the lower-cost regions of the
search space earlier. Moreover, we introduce a new operation,
replace, which replaces a randomly-chosen constraint in the
workload with a new random constraint. Replace is equivalent
to a remove followed by an add, but it helps the algorithm
to generate a more diverse set of candidates faster. Finally,

Figure 10: Search and example generations times for |G|= |B|= 25,
50, and 100. Prio results are not shown as the total time was less
then 20s for Prio and would not be visible in the plot.

if the search algorithm selects a candidate workload that is
infeasible, adding or modifying constraints in the workload
to generate the next one are likely to yield another infeasible
candidate. So, the algorithm backtracks to the last known
feasible candidate and continues from that point.

D More Details on the Leaf-Spine Case Study

D.1 Introducing New Packet Metadata
In the leaf-spine case study §8, packets have two metadata
variables: dst, representing the final destination of the packet,
and ecmp, with values in [0,S] where S is the number of spines
switches, representing the result of the ECMP hash of the
packet’s flow id modulo the number of spines.

We define the metrics dst(q, t) as the destination of packets
that enter q at time t and ecmp(q, t) as the ECMP hash mod-
ulo number of spines for those packets. So, our workloads
describe traffic patterns in which packets entering a queue at
the same time have the same dst and ecmp.

For generating the base example, we add another optimiza-
tion criteria, to maximize the “smoothness” of flows. That is,
for the traffic entering from the hosts, the trace should not
introduce new flows or go back and forth between flows with
different dst and ecmp if not needed for satisfying the query.
When generating the rest of the good examples, we maintain
the same “smoothness” criteria, and when minimizing the
distance between eg0 and egi, we include the difference in
per-packet metadata in the computing the distance.

D.2 From User Interface to Logical Formulas
In the user interface described in §8, for the base workload,
the users can provide a list of constraints using an interface
that abstracts away the logical operators and expressions in
Figure 4. Here, we describe how these constraints are trans-
lated to the logical formulas in Figure 4.

• [t1, t2] q.m ⊕ c becomes ∀t ∈ [t1, t2] : m(q, t)⊕ c.
• [t1, t2] (q1.m + ... + qn.m) ⊕ c becomes ∀t ∈ [t1, t2] :

Σq∈{q1,··· ,qm}m(q, t)⊕ c.
• [t1, t2] q1.m ⊕ q2.m becomes ∀t ∈ [t1, t2] : m(q1, t)⊕m(q2, t)
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• [t1, t2] (q1.m + ... + qn.m)/t ⊕ c becomes ∀t ∈ [t1, t2] :
Σq∈{q1,··· ,qm}m(q, t)⊕ c · t

For queries, the users provide a list of questions with
a similar interface, asking if the value of a metric over a
time period for one or more queues can go above or be-
low a threshold. A single question [t1, t2] lhs ⊕ rhs becomes
∃t ∈ [t1, t2] : trans(qlhs ⊕ rhs), where trans(qlhs ⊕ rhs) is the trans-
lation of the left hand side similar to what is described above.
A list of questions will translate to the conjunction of their
equivalent logical formulas. Note that queries in the form of
∀t ∈ [t1, t2]lhs⊕ rhs are still possible in the user interface by
creating a separate question for each time step between t1 and
t2. It is also possible to extend the user interface to directly
specify ∀ queries.

D.3 Example Generation Optimizations
For our scalability experiments in Figure 7c, we started with
the default |G| = |B| = 50. However, example generation is
expensive, and automated theorem provers (e.g., Max-SMT
and SMT solvers) which we use in example generation and
workload verification, can take exponentially longer as the
problem size increases. So, to be able to observe the trends
for larger networks, we used |G|= |B|= 25

We also employed extra optimizations when generating G.
Recall that when generating the base example, we minimize
the number of queues that have traffic in them. If a queue
does not receive any traffic in the base example trace eg0, it
will stay empty in the rest of the traces in G. So, once eg0 is
generated, we create a “reduced” model in which remove the
input queues that are marked as empty in eg0 as they would be
empty in the rest of the examples anyway. This helps reduce
the number of variables and constraints, specifically in the
crossbar modules of the leaf switches.

Moreover, recall that when generating trace egi, we con-
strain it to have different randomly chosen values from egi−1
in p = P random places. If no trace is found in two tries, we
decrement p and try again. Instead of fixing the starting point
to p = P, we set it to the moving average of the ps the worked
when generating the last K examples.
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Abstract
Clos networks have witnessed the successful deployment

of RoCE in production data centers. However, as DCN band-
width keeps increasing, building Clos networks is becoming
cost-prohibitive and thus the more cost-efficient expander
graph has received much attention in recent literature. Unfor-
tunately, the existing expander graphs’ topology and routing
designs may contain Cyclic Buffer Dependency (CBD) and
incur deadlocks in PFC-enabled RoCE networks.

We propose Flattened Clos (FC), a topology/routing co-
designed approach, to eliminate the PFC-induced deadlocks
in expander networks. FC’s topology and routing are designed
in three steps: 1) logically divide each ToR switch into k
virtual layers and establish connections only between adjacent
virtual layers; 2) generate virtual up-down paths for routing;
3) flatten the virtual multi-layered network and the virtual
up-down paths using graph contraction. We rigorously prove
that FC’s design is deadlock-free and validate this property
using a real testbed and packet-level simulation. Compared to
expander graphs with the edge-disjoint-spanning-tree (EDST)
based routing (a state-of-art CBD-free routing algorithm for
expander graphs), FC reduces the average hop count by at
least 50% and improves network throughput by 2−10× or
more. Compared to Clos networks with up-down routing, FC
increases network throughput by 1.1−2× under all-to-all and
uniform random traffic patterns.

1 Introduction

Driven by the need of low latency, high throughput and low
CPU overhead, large Internet service providers such as Mi-
crosoft and Alibaba have deployed RDMA over Commodity
Ethernet (RoCE) [14, 20] in their Clos data centers. RoCE
requires a lossless network for optimal performance. To avoid
packet loss in Ethernet, Priority-based Flow Control (PFC) is
usually enabled to perform a hop-by-hop flow control to avoid
exhausting switch buffers by upstreaming flows. However,

*These authors contribute equally to this work.

enabling PFC introduces the risk of deadlocks, especially for
the large-scale deployment of RoCEv2. Thanks to the layered
structure of Clos data centers, the up-down routing in Clos net-
works can prevent deadlocks with proper safety mechanisms
under normal operations [20] and failure scenarios [24].

However, as the data center traffic and the network band-
width keep increasing, building Clos topologies is becom-
ing cost-prohibitive [4]. In order to reduce the network cost,
flatter expander graphs, such as Jellyfish [46], SlimFly [5],
Xpander [50], FatClique [54], etc., have been proposed to
build data centers. A recent study [36] shows that a full
throughput expander uses 25% fewer switches than a full
throughput Clos. Note that the throughput values of expander
graphs are attained using a multi-commodity flow formula-
tion based on the K-Shortest Path (KSP) routing [53]. Un-
fortunately, the KSP routing in expander graphs may contain
Cyclic Buffer Dependency (CBD), and thus could incur se-
vere PFC deadlocks. Therefore, the performance-gain or cost-
reduction of expander graphs over Clos becomes questionable
for RoCEv2 traffic.

The key to supporting RoCE in expander graphs is to
eliminate CBD. Approaches to eliminate CBD can be gen-
erally grouped into three classes. The first approach is to
assign different lossless priorities for packets at different
hops [12, 15, 27]. This approach has been widely adopted
in HPCs, in which the underlying Infiniband network sup-
ports 15 lossless priorities (a.k.a. Virtual Channel). However,
due to the limited switch buffer space, data center switches
can support at most two or three lossless priorities [20]. The
second approach is to disable PFC and redesign RoCE to work
with lossy networks, e.g., NDP [21], IRN [35], FatPaths [6],
etc. However, lossy RoCE requires hardware support. For
example, Mellanox ConnectX-4 onwards NICs support lossy
RoCE, but Mellanox ConnectX-3 NICs do not. In addition,
lossy RoCE may incur higher latency for mice flows, espe-
cially when a sender has to rely on a timeout to retransmit
a lost packet. iWarp [41] is another RDMA technology that
runs on lossy networks. However, its performance is poor
because it relies on TCP to guarantee lossless delivery.
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The third approach is to design a routing solution that is
fundamentally free of CBD, just as the up-down routing in
Clos. Along this direction, TCP Bolt [48] and DF-EDST [47]
were proposed, and the key idea is to find as many edge dis-
joint spanning trees (EDST) in an expander graph as possible
and then route each packet in one of the spanning tree from
its source to its destination. The EDST-based routing is CBD-
free, but its throughput performance is poor. The key reason is
that the EDST-based routing cannot effectively utilize all the
network resources: 1) the average path length is usually large
and increases quickly with network size; 2) some network
links could remain idle as they do not belong to any EDST.

Our work called Flattened Clos (FC) offers a novel
topology-routing co-design to eliminate CBDs in RoCE net-
works. FC’s topology is essentially a random regular graph
that is mappable to a multi-layered topology. We construct
FC’s topology in two steps: 1) virtually split each ToR switch
into k virtual switches, each of which belongs to a virtual layer,
and 2) randomly interconnect the layer-i (i = 2, ...,k−1) vir-
tual switches to the layer-(i−1) and the layer-(i+1) virtual
switches. The multi-layered virtual structure of FC allows per-
forming up-down routing based on virtual layers. To this end,
we propose the Edge-Disjoint Virtual Up-Down Routing for
FC. For every source-destination pair, FC’s routing transforms
the path-finding problem into a min-cost-flow problem and
then finds the maximum number of edge-disjoint paths. We
analyze FC’s design as follows to demonstrate its feasibility:

1. We offer a theoretical guidance for choosing the right
number k of virtual layers when constructing FC’s topol-
ogy (see the strategy (*) in Section 3.2.3), and validate
the strategy via numerical analysis.

2. We prove that FC’s routing is CBD-free, and thus is
deadlock-free. In fact, FC’s topology and routing paths
can be viewed as contracted graphs of a virtual multi-
layered network and virtual up-down paths. This graph
contraction operation preserves the CBD-free property.

3. We show that FC’s cabling complexity can be dramati-
cally reduced by introducing a layer of Patch Panels (PP)
or Optical Circuit Switches (OCS) to interconnect all
the ToR switches. Admittedly, having this PP/OCS layer
increases cable length and cable cost. As network size be-
comes large, the overall network cost of FC is still lower
than that of Clos under similar bisection bandwidth.

4. We demonstrate that FC outperforms expander graphs
with EDST routing [47, 48] (the state-of-art CBD-free
routing for expanders). Specifically, FC reduces the av-
erage hop count (AHC) by at least 50% and increases
network throughput by 2−10× or more.

5. We compare the throughput performance between FC
and Clos networks with up-down routing, built using
the same number of hosts and electrical switches. FC

achieves 1.1−2× throughput for all-to-all and uniform
random traffic patterns, but its near-worst throughput is
lower. We argue that when OCSs are used to construct
FC, vendors do not have to worry much about FC’s near-
worst throughput. By simply generating a different FC’s
topology, one can avoid matching an FC’s topology with
its near-worst traffic patterns.

6. We validate that FC is deadlock free using a small test
bed and a packet-level simulator, even under extreme
(but practical) cases where congestion control is disabled
and switches are misconfigured with a very small PFC
PAUSE threshold. In contrast, we see deadlocks trig-
gered under shortest-path routing and thus ECMP&KSP
routing is not safe.

2 Background & Motivation

2.1 Deploy RDMA over Ethernet in Clos

Clos network, a.k.a. fat-tree, was proposed for data center net-
work (DCN) architecture in [3], and has become the de-facto
standard for large service providers, such as Google [45], Mi-
crosoft [19], Facebook [44], etc. TCP/IP is the dominant trans-
port/network stack in today’s data centers. However, the tradi-
tional TCP/IP stack cannot offer high throughput (> 40Gbps
or more) and ultra-low latency (< 10us per hop) for modern
data center applications such as cloud storage, deep learning
framework and database [20, 30, 57]. Therefore, data center
operators, e.g., Microsoft [20], Alibaba [30], etc., have started
large-scale deployment of RDMA in Clos data centers to
attain better network performance.

RDMA is a hardware offloading technology that offers sev-
eral benefits such as high throughput, low latency and low
CPU overhead by bypassing the host networking stack. HPC
community has long used RDMA in special-purpose clus-
ters, and deployed RDMA using Infiniband (IB) technology.
However, modern data centers are built with IP and Ethernet
technologies. For technical and economical reasons, RoCE
was proposed for RDMA deployment in data centers.

The commonly used RoCE protocol is RoCEv2. RoCEv2
encapsulates an RDMA transport packet within a UDP packet
to be compatible with the existing networking infrastructure
of data centers. RoCEv2 was initially designed to run on a
lossless network, which can be guaranteed by enabling the
Priority-based Flow Control (PFC) [25]. Admittedly, there
have been advanced RoCE designs, e.g., Resilient RoCE,
IRN [35], etc., that could work with a lossy network. However,
supporting RoCE in lossy networks requires handling packet
retransmission using time out, selective ack, etc., which may
not only complicate the NIC design, but also hurt network la-
tency and throughput performance. As a result, lossy RDMA
may not be able to substitue lossless RDMA in all cases. In
this paper, we focus on lossless networks to support RoCEv2.
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Figure 1: Key technologies of supporting RoCE in a lossless Clos network.

2.1.1 Priority-based Flow Control (PFC)

PFC is a hop-by-hop flow control approach to prevent switch
buffer overflow, which is the primary cause of packet loss in
data centers. As shown in Fig. 1(a), the downstream switch
sends a PAUSE frame to its upstream switch when its ingress
queue length exceeds a certain threshold (XOFF). The up-
stream switch stops transmission after receiving the PAUSE
frame. A RESUME frame is sent when the downstream queue
drains below another threshold (XON). It takes some time
for the upstream switch to react to the PAUSE frame and
stop transmission. So the downstream switch needs to re-
serve some buffer space to accommodate the packets sent
by the upstream switch during this time. The buffer space is
called headroom. PFC can guarantee zero packet loss when
the headroom size is configured correctly. Typically, data
center switches can support at most two or three lossless pri-
orities [20] due to the buffer size limit. Although the switch
buffers keep increasing, the data center link bandwidth has
been increasing much faster and the buffer/bandwidth ratio
is actually decreasing over time [18]. Hence, we believe that
supporting more lossless priorities can be even more difficult
for the foreseeable future.

2.1.2 PFC-induced Deadlocks

PFC can raise some performance issues such as unfairness,
PFC storms and deadlocks [14, 20, 30, 57]. Specifically, the
PFC-induced deadlocks may hinder the large-scale deploy-
ment of RoCEv2. When cyclic buffer dependency (CBD)
exists, deadlocks can be triggered by PFC PAUSEs [23], caus-
ing packets to wait indefinitely for buffer resources [48]. As
shown in Fig. 1(b), four switches SA,SB,SC,SD have reached
the PFC threshold and start to send PAUSE frames; then the
network is trapped into a deadlock and no switch can make
any progress. Note that, the PFC-induced deadlock cannot go
away once it occurs even if we restart all the servers.

Deadlock recovery is a common approach to combat dead-
locks. It contains two steps: deadlock detection and deadlock
resolution. Traditional approaches detect deadlocks in the
control plane [34]. However, these solutions cannot react to
deadlocks quickly enough due to the large communication

latency between data planes and control planes. A recent
work, ITSY [51], could detect deadlocks in the data plane
and achieve at least 3.2× faster detection speed. However,
ITSY requires programmable switch hardware (e.g., P4) sup-
port. As for deadlock resolution, temporary rerouting [34] is a
common approach, but may create new congestion and dead-
locks. ITSY [51] tried to resolve deadlocks completely in the
data plane without rerouting, but the proposed solutions either
incur packet loss or cannot efficiently handle concurrent dead-
locks. To sum up, existing deadlock recovery mechanisms are
not ideal. As a result, deadlock prevention has received much
attention in the recent literature.

2.1.3 Avoiding Deadlocks in Clos Networks

Large vendors have gained years of experience in deploying
RDMA in Clos data centers [20]. The following strategies are
adopted to avoid deadlocks:

1. Perform up-down routing, which is CBD and deadlock-
free under normal network conditions in Clos networks.
(Note that containing a CBD is a necessary condition
to have deadlocks.) As shown in Fig. 1(c), the paths of
h1 → h5 and h2 → h4 obey the “up-down” rule and are
allowed; but the path of h6 → h10 contains a “down-up”
segment and thus is not allowed.

2. Do not put multicast and broadcast packets into lossless
classes. It was reported in [20] that ARP broadcasts+up-
down routing can cause PFC deadlocks.

3. Use a different lossless class for rerouted packets upon
network failures. [24] shows that packet rerouting may
break the “up-down” rule and trigger PFC deadlocks.

2.2 From Clos to Expander
Despite of the success of deploying Clos data centers, how-
ever, a Clos network is inherently suboptimal in terms of
bandwidth provision. As the Ethernet speed keeps increas-
ing, the network cost, especially the power consumption of
Clos networks, is becoming prohibitively high [4]. To reduce
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the network cost, researchers have started seeking for more
cost-effective network architectures.

One of the promising alternative for DCNs is expander
graph. As shown in Fig. 2, expander graphs adopt a flat topol-
ogy design: servers connect to ToR switches and these ToRs
are directly interconnected without a layered structure. Exam-
ples of expander graphs include Jellyfish [46], SlimFly [5],
Xpander [50], FatClique [54], etc. Expander graphs is more
cost-effective for bandwidth provision than Clos networks.
Using KSP routing, a full throughput expander uses 25%
fewer switches than a full throughput Clos [36]. The network
performance of expander graphs was also studied under other
routing protocols, including ECMP, Valient Load Balancing
(VLB) and a hybrid of the two [28]. However, none of these
widely studied routing strategies is CBD-free.

2.2.1 ECMP/KSP are not CBD-free in Expanders

Servers

Servers
Servers Servers Servers

Servers

Servers

ServersServers
Servers

B


A


C


D


Figure 2: An expander graph.

Consider the expander graph in Fig. 2. This expander is a
random regular graph with 4 inter-ToR links per ToR. Con-
sider the four ToRs A,B,C,D and the shortest paths for A→C,
B → D, C → A, D → B. Assume that there is a flow routed
along the shortest path A → B →C. Then, if the egress port
at link (B,C) is paused, the egress port at link (A,B) will
be paused. If there is another flow routed along the short-
est path D → A → B, since the egress port at link (A,B) is
paused, the egress port at link (D,A) will also be paused. Sim-
ilarly, if we have another two flows routed along the shortest
paths C → D → A and B → C → D, then the egress ports
at link (C,D) and link (B,C) will be paused. Now, we find
a CBD in this expander graph under shortest-path routing.
To sum up, when there are 4 flows routed along the paths
A → B → C,D → A → B,C → D → A and B → C → D, if
one of the egress ports (A,B),(B,C),(C,D),(D,A) is paused
for a sufficiently long time, a deadlock will be triggered.

The above analysis indicates that shortest-path routing is
not CBD-free. Now we consider ECMP and KSP routings.
ECMP uniformly split traffic among all the shortest paths,
while KSP split traffic among the first K shortest paths. (To
improve network performance under ECMP/KSP, one can
also optimize the path weights using a multi-commodity flow
formulation.) Under ECMP or KSP routing, it is still possible

to have four flows taking the paths A → B → C,D → A →
B,C → D → A and B →C → D in the above example. There-
fore, both ECMP and KSP routings are not CBD-free. Using
the same approach, we can prove that the VLB routing and
the hybrid of ECMP&VLB in [28] are not CBD-free, either.

2.2.1.1 Probability of Containing CBDs
We further analyze the probability of an expander graph con-

taining CBDs under different traffic patterns. We generate two
classes of expander graphs, Jellyfish [46] and Xpander [50].
In each expander graph, each ToR switch has 5 ports con-
nected to other ToRs. For each expander graph, we evaluate
two classes of traffic patterns under shortest-path routing (the
algorithm that determines if a set of paths is CBD free in a
given topology is offered in Appendix A.2):
All to All: Every source-destination pair has an on-going
flow. This represents the most-likely case of having CBDs.
Uniform Random-p: Every ToR randomly picks p fraction
of ToRs to communicate. This represents practical DCN traf-
fic patterns in which the majority of traffic of a server is often
destined to a few racks [44].
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(a) Jellyfish CBD probability.
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Figure 3: Jellyfish and Xpander CBD analysis.

The results are depicted in Fig. 3. We can see that as the
number of ToRs increases, the CBD probability quickly in-
creases to one and Xpander graphs are more likely to en-
counter CBDs than Jellyfish graphs. Note that even under
shortest-path routing (ECMP), the CBD probability becomes
one with only tens of ToR switches. Other routing algorithms,
including KSP, VLB, etc., contain even higher CBDs.
Remark on the necessity of eliminating CBDs: Even if the
probability that the ECMP/KSP/VLB routing policies lead to
CBDs is close to 1, the possibility that these CBDs eventu-
ally turn into deadlocks may not be that high. Nevertheless,
eliminating CBDs can be still important. Some network appli-
cations requires five-nines availability, which means that the
maximum downtime in a month must be less than 26.3 sec-
onds. As long as the deadlock probability is non-zero, when a
data center runs for a long time, a deadlock may be triggered
eventually and hurts the overall system availability.
Remark on Tagger’s approach: Given any routing paths,
Tagger [24] offered a generic approach to eliminate CBDs.
The key idea is to break each path into several segments
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and assign each segment a lossless priority. As long as the
path segments belonging to the same lossless priority are
CBD-free, the entire network is CBD-free. Unfortunately, this
approach may require too many lossless priorities to eliminate
CBDs in large expander networks.

3 Flattened Clos

We propose a new class of expander graphs, called Flattened
Clos (FC), for efficient deadlock prevention. Our design is
motivated by the CBD-free up-down routing in Clos networks
and the flattened butterfly topology [29]. FC is a topology built
on top of ToR switches. The key idea of FC is to split each
ToR switch into a few virtual switches, and assign each virtual
switch a virtual layer id. By creating links only between vir-
tual switches in adjacent virtual layers, FC can adopt virtual
up-down routing to avoid deadlocks. The detailed topology
and routing designs of FC are described below.

3.1 Topology
We study a data center network with N ToR (Top of Rack)
switches S = {S1,S2, ...,SN}. Each switch has p = s+h ports,
h of which connected to the hosts and s of which connected
to other ToRs. We construct an FC topology in two steps:
Step 1: Splitting Virtual Switches. To create an FC with k
virtual layers, we logically split each switch Si, i = 1,2, ...,N
into k virtual switches, and label these virtual switches as
S1

i ,S
2
i , ...,S

k
i . The virtual switch S j

i belongs to the j-th layer,
and has l j number of links to connect to other switches. The
total link count of the virtual switches S1

i ,S
2
i , ...,S

k
i is equal to

the total link count of Si that connect to other ToRs, i.e.,

k

∑
j=1

l j = s. (1)

Step 2: Random Wiring. For each j = 1,2, ...,k − 1, we
randomly generate a bipartite graph between the virtual
switches in layer j and the virtual switches in layer j + 1.
Let a j, j = 1,2, ...,k−1 be the degree of each virtual switch
in the j-th random bipartite graph. We must have

l1 = a1, l2 = a1 +a2, ..., lk−1 = ak−2 +ak−1, lk = ak−1. (2)

When we generate random bipartite graphs, we never create
links between S j

i and S j+1
i for i = 1,2, ...,N, j = 1,2, ...,k−1.

The reason is that S j
i and S j+1

i actually belong to the same
switch, and there is no need to create a link in between.

3.1.1 Theoretical Topology Properties of FC

In an FC’s topology, each ToR switch has s links connected to
other ToRs. Thus, FC falls into the category of random regular
graphs (RRG). Here, we restate some useful theoretical results
for RRGs in literature, which also applies to FC.

We represent a network by G = (V,E), where V is the
vertex set and E is the edge set. The bisection bandwidth of G
can be characterized by Edge Expansion, which is defined as
EE(G) = min|S|≤N

2

|∂S|
|S| , where N is the number of vertices in

V , S is a subset of V , |S| is the size of S, ∂S is the set of edges
leaving S. The Edge Expansion of an s-regular graph is upper
bounded by s/2 [50]. The following theorem indicates that
random regular graphs attain near-optimal edge expansion.

Theorem 1 (Near-optimal Edge Expansion [7]) For every
s ≥ 3 and 0 < η < 1 satisfying 24/s < (1−η)1−η(1+η)1+η,
almost every s-regular graph G has its edge expansion

EE(G)≥ (1−η)s/2.

Given a traffic matrix T = [tuv], where tuv is the amount
of requested flows from ToR switch u to ToR switch v. The
throughput α(G,T ) of a network G under the traffic matrix
T is defined as the maximum value θ(T ) for which T ·θ(T )
is feasible in G. The following two theorems guarantee that
random regular graphs achieve good throughput under both
uniform and adversarial patterns.

Theorem 2 (High throughput under all-to-all pattern [50]):
For the all-to-all traffic pattern Tall-to-all, almost every s-
regular graph G achieves a throughput

α(G,Tall-to-all)≥
1

O(logs)
α(G∗,Tall-to-all),

where G∗ is the s-regular graph that attains the optimal
throughput under Tall-to-all.

Theorem 3 (Resilience to adversarial patterns [50]): For
almost every s-regular graph G and every traffic pattern T ,
the throughput α(G,T )≥ 1

O(logN)α(G∗,T ), where G∗ is the
s-regular graph that attains the optimal throughput under T .

3.2 Routing
3.2.1 Edge-disjoint Virtual Up-down Routing

Although FC’s topology exhibits high network throughput
in theory, such a throughput may not be achievable in PFC-
enabled RoCE networks due to the potential risk of deadlocks.
To completely eliminate the risk of deadlocks, we propose the
CBD-free Edge-disjoint Virtual Up-down Routing. This
routing strategy computes paths in three steps:
Step 1: Construct a Multi-layered Virtual Topology. Ac-
cording to the construction of FC’s topology, each FC’s topol-
ogy is mappable to a multi-layered topology. Consider the
toy example in Fig. 4(a). While we construct this topology,
we have virtually divided each ToR switch Si into k = 3 sub-
switches S1

i ,S
2
i and S3

i . The first port of Si belongs to S1
i ; the

second and the third ports belong to S2
i ; the fourth port belongs

to S3
i . It is easy to check that each edge in Fig. 4(a) corre-

sponds to a solid line in Fig. 4(b). Note that the k sub-switches
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Figure 4: FC’s topology and routing design.

S1
i ,S

2
i , ...,S

k
i can communicate with each other, because they

belong to the same physical switch. Hence, we also create an
edge between S j

i and S j+1
i for every j = 1,2, ...,k−1 (see the

dashed lines) in Fig. 4(b).
Step 2: Construct a Directed Virtual Up-Down Topology.
Our objective is to find the maximum number of virtual up-
down paths in the multi-layered virtual topology. To enforce
this “up-down” constraint, we further convert the undirected
multi-layered graph in Fig. 4(b) to a directed virtual up-down
graph in Fig. 4(c). Specifically, we first split each virtual node
S j

i ( j < k) into one “up node” Si, j
u and one “down node” Si, j

d in
the directed up-down graph. (Note that we do not split the top
layer virtual nodes Sk

i .) We then map each link in Fig. 4(b) to
two directed links in Fig. 4(c): each undirected link (Sk−1

i1 ,Sk
i2)

in the top layer (see the red line in Fig. 4(b) as an example) is
mapped to two directed links (Si1,k−1

u ,Sk
i2) and (Sk

i2 ,S
i1,k−1
d );

each undirected link (S j−1
i1 ,S j

i2) ( j = 2, ...,k−1) (see the blue
line in Fig. 4(b) as an example) is mapped to two directed
links (Si1, j−1

u ,Si2, j
u ) and (Si2, j

d ,Si1, j−1
d ).

Step 3: Compute CBD-free Paths. For every source-
destination pair (Si,S j), we first find a path set Pi j with the
maximum number of virtual up-down paths from the node
Si,1

u to the node S j,1
d in the directed virtual up-down topology

using min-cost max-flow (see Appendix A.1 for more details).
In this set Pi j of paths, each solid link is used at most once
while each dashed link can be used multiple times. Then,
for every path P ∈ Pi j, we map it to a path in FC’s topology
(Fig. 4(a)). For example, as shown in Fig. 4(c), we find one
up-down path S2,1

u → S2,2
u → S3

3 → S3,2
d → S3,1

d (marked with
green) for the source-destination pair (S1,S2). Since S2,1

u , S2,2
u

are from the ToR switch S2 and S3
3, S3,2

d , S3,1
d are from the ToR

switch S3, this path can be contracted to S2 → S3 in the FC’s
topology. Since each solid link is used at most once in Pi j, the
resulting paths in the FC’s topology must be edge-disjoint.

3.2.2 FC’s Routing is CBD Free

In FC’s edge-disjoint virtual up-down routing, we first com-
pute an up-down path set Pi j based on the directed virtual

up-down topology, and then contract all the paths in Pi j to
obtain the final paths for FC’s topology. Let P = ∪i, jPi j be
the set of virtual up-down paths obtained from the directed
virtual up-down topology. According to Theorem 8 in Ap-
pendix A.2, P is CBD free. In order to prove that the final set
of paths in FC’s topology is CBD free, we need the following
definition and lemma (see Appendix A.2.1 for the proof).

Definition 1 Given a set of nodes V , {V1,V2, ...,Vm} is called
a partition of V , if the following conditions are met: 1) Vm1 ∩
Vm2 = /0 for every m1 ̸= m2; 2) V1 ∪V2 ∪·· ·∪Vm =V .

Lemma 4 Given a graph G(V,E), a path set P and a
partition {V1,V2, ...,Vm} of V , a graph and path set pair
(Ĝ(V̂ , Ê), P̂ ) is called a contraction of (G(V,E),P ) if

1. every node in v̂i ∈ V̂ corresponds to the vertex set Vi;

2. the number of edges between v̂i and v̂ j is the same as the
total number of edges between Vi and Vj in G(V,E);

3. each path P̂ ∈ P̂ is a contraction of a path P ∈ P , i.e., P̂
is obtained by first replacing each vertex in P by a vertex
in V̂ and then removing cycles and duplicated vertices.

Then, if the path set P is CBD-free in G(V,E), the path set P̂
must be CBD-free in Ĝ(V̂ , Ê).

Apparently, FC’s topology and routing path set can be
viewed as a contraction of the directed virtual up-down topol-
ogy and the corresponding virtual up-down path set P . Since
the path set P is CBD free in the directed virtual up-down
topology, then according to Lemma 4, we immediately know
that FC’s routing path set is CBD free.

3.2.3 How Routing Affects FC’s Topology Design?

We have described FC’s routing and topology designs. Note
that there is a critical parameter k in the design. If k is not
properly chosen, FC’s routing policy may not be able to find a
path for some switch pair, thus hurting the connectivity of FC.
In this section, we offer a theoretical guideline to determine
the number of virtual layers in FC.
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Number of Switches Number of Servers kmin k
Average Number of Edge
Disjoint Up-down Paths

Average Path Length of Edge
Disjoint Up-down Paths

Minimum Number of
Edge Disjoint Up-down Paths

500 12000 3 3 10.05 4.29 4.00
4 16.08 4.57 12.00

1000 24000 3 3 7.10 4.43 1.00
4 14.01 4.86 9.00

2000 48000 4 4 11.85 5.13 7.00
5 15.77 5.36 11.00

3000 72000 4 4 10.63 5.30 6.00
5 14.66 5.54 10.00

5000 120000 4 4 9.17 5.52 3.00
5 13.28 5.75 9.00

Table 1: Choosing the right k for FC.

Lemma 5 Let x be the number of ancestors in the virtual
layer k for each layer-1 virtual node. If x >

√
(2+ ε)N lnN,

where ε > 0 is an infinitesimal value, then as N →+∞, with
probability 1, every pair of layer-1 virtual nodes has a com-
mon ancestor in the virtual layer k.

Proof 1 We use Ai j to denote the event that the virtual nodes
S1

i and S1
j have no common ancestor in the virtual layer k.

Then, the probability that Ai j happens is

P(Ai j) =
Cx

N−x

Cx
N

≤ (1− x
N
)x

<

(
1−

√
(2+ ε) lnN√

N

)√(2+ε)N lnN

=

(1−
√
(2+ ε) lnN√

N

) √
N√

(2+ε) lnN


(2+ε) lnN

< (1/e)(2+ε) lnN = N−(2+ε).

Let A be the event that at least one pair of virtual nodes in
layer 1 has no common ancestor in layer k. Then,

P(A) = P(∪i ̸= jAi j)≤ ∑
i̸= j

P(Ai j)

=
N(N −1)

2
×N−(2+ε) <

1
2

N−ε.

Then, limN→+∞ P(A) = 0. This completes the proof.

Based on FC’s routing, it is easy to calculate that the num-
ber of distinct up-paths from a virtual node in layer 1 is
(a1 + 1)(a2 + 1) · · ·(ak−1 + 1), which is an upper bound of
the number of ancestors in layer k. According to Lemma 5,
we can choose a k such that

(a1 +1)(a2 +1) · · ·(ak−1 +1)>
√
(2+ ε)N lnN. (3)

According to Equation (1) and (2), it is easy to obtain
∑

k−1
i=1 ai = s/2. We could choose a1,a2, ...,ak−1 to maximize

the left hand side of (3), and obtain(
1+

s
2(k−1)

)k−1

>
√
(2+ ε)N lnN. (4)

Let kmin be the smallest integer solution of (4). We could
choose a k value around kmin. As shown in Fig. 5, kmin does
not grow fast with respect to N.
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Figure 5: Relationship between kmin and network size N.

Numerical Verification: To verify the above theoreti-
cal result, we perform a numerical analysis using 64-port
ToR switches. Each ToR switch has h = 24 ports con-
nected to the hosts and s = 40 ports connected to other
ToR switches. For different number of ToR switches (N =
500/1000/2000/3000/5000), we choose k = kmin,kmin + 1,
generate an FC’s topology and count the number of distinct
virtual up-down paths. As shown in Table 1, as we increase
k, more paths can be found for every source-destination ToR
switch pairs. Note that the average path length increases with
respect to k. Hence, it is better to choose a smaller k. On the
other hand, if we choose k to be too small, some ToR switch
pairs may not have sufficient number of distinct paths. Here
we suggest a simple strategy that works well for FC:

Strategy (*): Try kmin first; if not working, try kmin +1.

For example, in the case where N = 1000,k = kmin = 3, the
minimum number of distinct paths between ToR pairs is 1.
This creates a bottleneck in the network. Hence, k = kmin +
1 = 4 will be chosen instead.

3.2.4 Computational Complexity of FC’s Routing

The main complexity comes from using the min-cost max-
flow solver to find edge-disjoint virtual up-down paths. Given
a graph G = (V,E) with n vertices and m edges, the com-
putational complexity of the min-cost max-flow algorithm
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(a) Uniform cabling through OCSs/PPs. Any inter-ToR topology is realizable
by properly configuring the s OCSs/PPs one by one.
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(b) Virtual-layered cabling through OCSs/PPs. There is 1 port for virtual layer-
1 (L-1), 2 ports for L-2, and 1 port for L-3 in every switch. OCSs/PPs are
divided into 2 groups.

Figure 6: Example of cabling with the help of optical circuit switches (OCS) / patch panels (PP).

implemented in Ortools is O(m · n2 · log(n ·C)), where C is
the value of the largest link cost in the graph [1] (in our case,
C = 1). If we choose the parameters k and a1,a2, ...,ak−1 such
that (a1 +1)(a2 +1) · · ·(ak−1 +1) = Θ(

√
N logN), each vir-

tual node in the first virtual layer will be able to reach at most
Θ(k

√
N logN) virtual nodes through at most Θ(k

√
N logN)

edges. When we compute edge disjoint paths from Si to S j,
we only need to focus on a subgraph of the directed virtual
up-down topology, which contains all the nodes reachable
from Si,1

u and S j,1
d . This subgraph has Θ(k

√
N logN) nodes

and edges. Thus, the overall computational complexity is
Θ((k

√
N logN)3 · log(k

√
N logN)) = Θ(k3N3/2(logN)5/2).

3.3 Cabling

FC adopts random wiring for its topology design. However,
random wiring has long been criticized for its high cabling
complexity [50, 54]. Indeed, if we directly connect different
ToR switch pairs, the number of distinct fiber lengths would
be in the order of Θ(N2). Directly connecting ToR switches
could also increase the management complexity when we
perform data center expansion [56].

To reduce cabling complexity, motivated by TROD [9] and
Google’s Jupiter data center [40], we propose to use a set of
co-located optical circuit switches (OCS) or patch panels (PP)
to interconnect different ToR pairs and form FC’s topology.
Since these PPs/OCSs are co-located, the number of distinct
fiber lengths reduces to Θ(N). Next, we offer two strategies
to interconnect PPs/OCSs with ToR switches.
Uniform Cabling (see Figure 6(a)): Note that each ToR
switch has s ports to be connected to other ToR switches.
We use s OCSs/PPs, and construct a uniform bipartite graph
between ToR switches and OCSs/PPs. Under this cabling
strategy, it was proven in [55] (see Lemma 4 and Theorem
5 therein) that any inter-ToR topology is realizable by prop-
erly configuring the s OCSs/PPs one by one. According to
this fact, we could first generate an FC topology without con-
sidering the layer of OCSs/PPs, and then decomposite this
topology into s sub-topologies that can be mapped to each

OCS/PP. This approach reduces cabling complexity. However,
it encounters scalability challenge. Specifically, the port count
of the commercially available OCSs/PPs is on the order of a
few hundred. For example, a Calient s320 OCS [8] can offer
320 TX/RX ports. Thus, the number of ToR switches can
be at most a few hundreds. Since each ToR switch typically
connects to tens of servers, this uniform cabling strategy can
support at most a few thousands of servers.
Virtual-Layered Cabling (see Figure 6(b)): Note that FC’s
topology is designed based on the concept of virtual layers.
Assume that there are a1 ports for layer-1, a1 +a2 ports for
layer-2, ..., ak−1 +ak ports for layer-(k−1), and ak ports for
layer-k. We group all the OCSs/PPs into k− 1 groups, and
connect 2ai ports of each ToR switch to the i-th OCS/PP
group. In the i-th OCS/PP group, each OCS/PP have half of
its ports connected to ToR switches’ layer-i ports and half
of its ports connected to ToR switches’ layer-(i+1) ports. If
we enforce that every OCS/PP should connect to all the ToR
switches, we will encounter the same scalability challenge as
the uniform cabling strategy. In the virtual-layered cabling
strategy, 2ηai number of OCSs/PPs are used in the i-th group,
and each ToR switch will randomly choose 2ai OCSs/PPs in
group-i to connect its layer-i and layer-(i+1) ports. Under
this cabling strategy, the total number of ToR switches that
can be supported becomes “η× port count of an OCS/PP”.
This strategy scales well. For example, if we use 320-port
OCSs, 64-port ToR switches (assume that each ToR connects
to 24 servers), and choose η = 20, then the maximum num-
ber of servers would be 20×320×24 = 153600, which can
definitely support a large-scale data center.
Remark on the parameter η: When η > 1, a cabling con-
straint is imposed to FC when we generate the topology be-
tween adjacent virtual layers, i.e., not all topologies are real-
izable because the interconnection between ToRs and each
group of OCSs/PPs is not uniform. Fortunately, Appendix
A.5.1 shows that enabling this cabling constraint when gener-
ating FC’s topology has little impact on FC’s routing statistics.
Remark on the network cost: Compared to traditional ex-
pander graphs, having a layer of OCSs in FC reduces the
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(a) Throughput of the all to all traffic matrix. (The
ECMP and KSP curves overlap together.)
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(b) Throughput of uniform random traffic matrices
(averaged over 10 runs).
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(c) Throughput of the near-worst permutation traffic
matrix.

Figure 7: Throughput simulation results under ECMP, EDST, Edge-disjoint Virutal Up-down and 32-way KSP routing.

number of distinct cable lengths, but unfortuanately increases
the total cable length. We compare the total network cost
between FC and Clos in Appendix A.4. To achieve similar
bisection bandwidth, FC and Clos have similar network cost
when the network size is small and FC’s cost becomes lower
as the network size increases to a point where 4 switch lay-
ers are required to build a Clos. In addition, FC uses fewer
number of electrical switches and thus its network power
consumption is lower.
A potential future direction: Using OCSs introduces another
interesting problem: how to design deadlock-free and traffic-
aware topology & routing policies. As reconfiguring OCSs
incurs non-negligible delay, it may not be possible to recon-
figure OCSs for every traffic-pattern change. Google’s Jupiter
data center [40] and our prior work [9, 49] both showed that
low-frequency reconfiguration might be sufficent, because the
traffic patterns in real data centers do not change arbitrarily.
Low-frequency reconfiguration may also work for lossless
RDMA networks, but requires further investigation.

4 Numerical Throughput Analysis

We numerically evaluate the throughput for FC in this section.
We evaluate two scenarios. Due to space constraints, we only
present one here and put the other one in Appendix A.5.2.

We generate FC’s topologies of different sizes using up
to 500 32-port ToR switches. Each ToR switch has 18 ports
connected to other switches and 14 ports connected to servers.
The number of virtual layers k is chosen based on the strat-
egy (*) in Section 3.2.3. For each FC’s topology, we evaluate
four routing strategies: 1) FC’s edge-disjoint virtual up-down
routing, 2) EDST routing, 3) ECMP or Shortest-Path rout-
ing, and 4) KSP routing. Given a traffic matrix T , we use a
multi-commodity flow formulation to calculate the maximum
throughput value θ(T ) such that T ·θ(T ) is feasible under the
given topology and routing paths. (For ECMP, the throughput
is also calculated based on the multi-commodity flow formu-
lation. Evenly spreading traffic among all the shortest paths
may yield very poor throughput.) In addition, for each FC’s
topology, we also compare it with a Clos network generated
using roughly the same number of switches with throughput

optimized (see Appendix A.3).
We compute throughput values under all-to-all traffic pat-

terns, uniform random traffic patterns and near-worst traffic
patterns. In an all-to-all pattern, each server sends an equal
amount of traffic to all other servers. In a uniform random
pattern, each ToR randomly picks 10% of ToRs to communi-
cate. To generate near-worst patterns, we 1) first construct a
complete bipartite graph B with N source nodes and N desti-
nation nodes, where the weight of the edge (s,d) is the length
of the shortest path from ToR s to ToR d; 2) and then find the
permutation matrix with the maximum weight. This approach
was also adopted in [26, 36] to generate near-worst patterns.
We believe that the above three classes of traffic patterns of-
fer an adequate coverage of real data center traffic patterns.
The uniform random pattern is highly representative in real
data centers. Indeed, Google’s data center traffic patterns are
approximately uniform random [40]. The all-to-all pattern is
widely used in MPI communication. The near-worst pattern
allows us to understand network’s performance lower bound.

4.1 FC’s Routing vs EDST Routing

The EDST routing is CBD-free for expander graphs. A ran-
dom s-regular graph has s/2 edge-disjoint spanning trees with
high probability [38]. Thus, EDST is a direct competitor of
the Edge-disjoint Virtual Up-down Routing for FC’s topology.

As shown in Fig. 7, FC’s edge-disjoint virtual up-down
routing (denoted by “DISJOINT UP-DOWN”) performs con-
sistently better than EDST for all the traffic patterns. When the
network is small (N = 50), FC’s routing achieves 2× through-
put of the EDST routing. As the network size increases, the
performance of the EDST routing deteriorates quickly. When
N = 500, the performance gain of FC’s routing becomes 10×
and the gain keeps increasing with the network scale.

There are two reasons that lead to the poor performance of
the EDST routing. First, existing edge-disjoint spanning tree
(EDST) algorithms [42, 43] can find the maximum number
of spanning trees, but there is no guarantee that the height of
each spanning tree found is small. When we perform routing
in a tall spanning tree, the average hop count would be large.
This is also justified in the following routing-path analysis.
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Number of Switches Number of servers k
Port Count of

Virtual Switches Routing
Average Number

of Paths
Average Path

Length
Average Shortest

Path Length

50 700 4 [3, 6, 6, 3] Edge Disjoint Up-down 8.02 3.86 2.68
EDST 9.00 7.69 3.12

100 1400 4 [3, 6, 6, 3] Edge Disjoint Up-down 6.43 4.22 3.04
EDST 9.00 10.01 4.04

200 2800 4 [3, 6, 6, 3] Edge Disjoint Up-down 4.99 4.56 3.44
EDST 9.00 14.01 5.50

300 4200 4 [3, 6, 6, 3] Edge Disjoint Up-down 4.24 4.75 3.70
EDST 9.00 16.70 6.52

500 7000 5 [2, 4, 4, 5, 3] Edge Disjoint Up-down 4.55 5.22 4.00
EDST 9.00 21.96 8.14

Table 2: Edge-Disjoint Virtual Up-down Routing vs. the EDST Routing (32-port Switches are Used).

Second, some links remain unused in the EDST routing. In
an expander graph with N ToR switches, each spanning tree
contains N − 1 links. Note that the total number of ToR-to-
ToR links is Ns/2. When Ns/2 is not divisible by N−1, there
must be links not used by any spanning tree.
Routing-Path Analysis: For several FC’s topologies of dif-
ferent sizes (N = 50/100/200/300/500), we analyze the rout-
ing paths under FC’s routing and the EDST routing. We calcu-
late three metrics, including average number of paths, average
length of paths and average length of the shortest paths. As
shown in Table 2, although the EDST routing could find more
paths than FC’s routing, its average path length is much higher.
When N = 50, the average path length under FC’s routing is
1−3.86/7.69≈ 50% lower than that under the EDST routing.
As N increases to 500, the reduction of average path length
becomes 1−5.22/21.96 ≈ 76%. We expect that this number
will continue to increase for larger networks. The EDST rout-
ing cannot guarantee a small routing path length. In contrast,
the parameter k restricts that FC’s routing path length cannot
exceed 2k and k increases slowly with N.

4.2 FC’s Routing vs ECMP/KSP Routing
ECMP/KSP are widely-used routing protocols for expander
graphs. In FC’s topology, ECMP’s throughput fluctuates sig-
nificantly because ECMP cannot provide enough path diver-
sity; KSP’s throughput is more stable under different traffic
patterns. This coincides with the findings in Jellyfish [46].

Fig. 7 shows that KSP’s throughput is consistently higher
than that of the FC’s edge-disjoint virtual up-down routing.
However, deploying KSP routing in expander networks poses
a deadlock risk. We have shown in Section 2.2.1.1 that the
probability that ECMP/KSP routing contains CBDs is close
to 1. Although containing CBDs is not sufficient to trigger
deadlocks, we will show in Section 6.1 that ECMP/KSP could
indeed trigger deadlocks in certain cases in a real testbed.
How to close the throughput gap: FC uses only one lossless
queue, and its throughput performance is lower than that of
the KSP routing. The reason is that FC’s routing has lower
path diversity than the KSP routing. To improve path diversity,
we could let FC use more than one lossless queues. We will
explore this further in our future work.

4.3 FC vs Clos
Clos is the de facto standard topology for data centers and has
witnessed the successful deployment of RDMA in produc-
tion [20]. To ensure fair comparisons, given an FC’s topology
with N ToR switches and H servers, we choose a Clos net-
work that offers the maximum throughput to the H servers
using roughly the same number of switches (Appendix A.3).

As shown in Fig. 7(a) and 7(b), FC attains 1.1− 2× the
throughput of Clos networks. Note that there is a decrease in
throughput when the network size changes from 700 to 1400.
The reason is that when the switch port count is 32, we can
build a two-layered Clos to support 700 servers, but at least 3
layers are required in order for a Clos to support 1400 servers.

However, under near-worst traffic patterns, Fig. 7(c) shows
that FC’s throughput can be 15%−50% lower than that of the
Clos networks. We argue that this issue can be resolved when
a layer of OCSs is used to interconnect different ToRs. If the
real traffic pattern is close to a near-worst pattern of the current
topology, we can reconfigure the OCSs to generate a topology
that matches this traffic pattern. Then, a natural question arises.
How frequent should we reconfigure the topology? Certainly,
the answer to this question depends on the traffic patterns.
If the traffic patterns exbihit some long-term stability [40],
occasional reconfigration might be sufficient. We will study
this problem further in our future work.

5 Packet-Level Simulation

We cross-validate our throughput analysis using a packet-
level simulator [22]. We generate an FC’s topology using 144
32-port switches. Each switch has 8 ports connected to hosts
and 24 ports connected to other switches. In total, there are
1152 hosts. On top of this topology, we run FC’s routing or
the EDST routing. We also generate a Clos network using
148 32-port switches with throughput optimized. This Clos
network has 64 ToR switches, 56 aggregation switches and
28 spine switches. Each ToR has 18 ports connected to hosts
and 14 ports connected to the aggregation switches. The toal
number of hosts is still 1152. For this Clos topology, we use
up-down routing. The port speed is set as 25Gbps.
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We generate three sets of flows based on the all-to-all traffic
pattern, a uniform random traffic pattern (each ToR choose
12.5% of ToRs to communicate) and the near-worst traffic
pattern. In Facebook’s data centers, the median link utilization
varies between 10% to 20% and the busiest 5% utilization of
links is between 23% to 46% [44]. Here, we set the network
load as 0.3, meaning that the maximum ingress/egress traf-
fic of each ToR is 0.3×Number of Hosts per ToR×25Gbps.
For all the flows, we enable DCQCN for congestion control.
We adopt dynamic PFC threshold such that the PFC is trig-
gered when an ingress queue consumes more than 11% of the
free switch buffer as suggested by HPCC [30]. We evaluate
performance based on the flow completion time (FCT).

We summarize the FCT results in Table 3. FC attains higher
throughput under the all-to-all pattern and the uniform random
patterns. Correspondingly, FC achieves lower FCT in the
packet-level simulation. FC’s near-worst-case throughput is
lower than that of Clos. But Fortunately, FC has lower average
hop count and thus its FCT performance is not much worse.
More detailed results are available in Appendix A.5.4.

6 Formation and Impact of Deadlocks

We study how to trigger deadlocks and understand the impact
of deadlocks via both testbed experiments and simulations.
We will show that under extreme but practical cases, FC’s
edge-disjoint virtual up-down routing is still deadlock-free;
but ECMP/KSP could trigger deadlocks.

6.1 Trigger Deadlocks in a Real Testbed
We build a small testbed using four switches, each with 8
50Gbps ports. (The four switches are virtualized from a single
CE12800 switch. The original port speed is 100Gbps and we
limit the port speed as 50Gbps.) This testbed has 16 servers,
each equipped with one Mellanox CX5 NIC with maximum
rate configured as 50Gbps. (We use PCIE-3.0×8 to connect to
the NICs, and thus these NICs cannot run at a rate higher than
64Gbps.) Each switch in this testbed has four ports connected
to other switches and four ports connected to four servers.
We virtually split each switch into 3 virtual switches, with
1,2,1 number of ports respectively. The connections between
FC’s virtual switches are shown in Fig. 4(b), and the resulting
topology is shown in Fig. 4(a). This topology can be also
viewed as a subgraph of a large expander graph (see switches
A,B,C,D in Fig. 2). If a deadlock occurs in this subgraph, a
PFC storm will quickly propogate to the entire network.

We implement ECMP, edge-disjoint virtual up-down and
EDST routings using ACL rules in our testbed. We enable
PFC to guarantee that the network is loss-free. The PFC-pause
threshold XOFF is set to 50KB and the PFC-resume thresh-
old XON is set to 47KB. Note that these PFC thresholds are
lower than the recommended values. This allows the network
to trigger more PFC pauses. As we will see shortly, the virtual
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Figure 8: Average throughput of the testbed experiment.

up-down routing is deadlock-free even in this extreme situa-
tion. Note that this setup can be viewed as a misconfiguration
of network switches. Microsoft reports that switch misconfig-
uration accounts for 38% of the high-impact failures in their
data centers [52]. In a PFC-storm incident reported also by
Microsoft [20], a switch parameter was misconfigured such
that PFC PAUSE frames could be triggered more easily.

We generate RoCEv2 traffic using the “ib_write_bw [31]”
command. For every NIC, we establish an RDMA connection
with every NIC under a different ToR switch. For example,
NIC1 under the first ToR switch sends traffic to NIC5, NIC6,
..., NIC16. In total, we establish 16×12 = 192 RDMA con-
nections. We configure the “- -run_infinitely” parameter at
the client side of each connection to run the test indefinitely
until interrupted by external.
Results: In the first experiment, we apply ECMP routing.
ECMP is not CBD-free in this testbed. We see a deadlock after
running our testbed for just a few seconds. (KSP typically
generates more paths than ECMP, and thus KSP could also
trigger deadlocks.) When deadlock happens, a large number of
RDMA connections are broken. We deep dive into the source
code of “ib_write_bw” to understand why many connections
are tear down abnormally. We found that the PFC-deadlocks
cause the verbs API “ibv_post_send” to fail and return an error
code to the main program of “ib_write_bw”. Once the main
program catch the exception code, “ib_write_bw” will stop
sending traffic and clean up the resources. Note that, if we use
dynamic PFC thresholds or use the recommended values to
set static PFC thresholds (XOFF = 800KB,XON = 797KB),
we could not observe PFC deadlocks under ECMP routing.
However, this does not eliminate the deadlock risk for ECMP.

In the second and third experiments, we set up the edge-
disjoint virtual up-down and the EDST routing respectively
to run the same test. In this case, we do not see any deadlock
even under low PFC pause/resume thresholds and all RDMA
connections can work continuously. This experiment demon-
strate that both the virtual up-down routing and the EDST
routing can avoid PFC-deadlock in lossless Ethernet.

Finally, we track the average throughput for all the 192
RDMA connections under different routing strategies over
one minute, and plot the results in Fig. 8. The virtual up-
down routing attains the highest average throughput, which
is about 50% higher than that of the EDST routing. Under
ECMP routing, the average throughput drops quickly at the
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Network
Setup

Num. of
Hosts

Num. of
Switches

Copper / Fiber
Cable (km)

Num. of
Transceivers

Network Cost
(Million $)

All-to-All (load= 0.3) Uniform Random (load= 0.3) Near-Worst (load= 0.3)
Tput P50 FCT P99 FCT Tput P50 FCT P99 FCT Tput P50 FCT P99 FCT

FC 1152 144 2.3 / 55.5 3456 13.98 1.49 6.11 32.03 1.25 4.30 18.62 0.55 35.48 121.55
FC+EDST 1152 144 2.3 / 55.5 3456 13.98 0.48 12.42 99.88 0.39 196.46 509.73 0.16 7081.40 9889.53

Clos 1152 148 2.3 / 10.8 3584 10.77 0.78 11.65 44.68 0.78 6.95 39.55 0.78 42.67 118.74

Table 3: FCT Results vs. Throughput Analysis. (“Tput” is short for “Throughput”.)

first 5 seconds due to PFC deadlocks. Although the average
throughput of ECMP increases after deadlock recovery, 66%
of the RDMA connections have already failed.

6.2 Understanding Deadlocks via Simulation
We perform packet-level simulation to understand how a dead-
lock is triggered. We use the same testbed topology (Fig. 4(a))
in our simulation. We generate 192 flows at time 0, and set all
the flow sizes as 100MB. For different flows, we either disable
congestion control or enable DCQCN for congestion control.
When DCQCN is enabled, we set the ECN-marking related
parameters as Kmin = 5KB,Kmax = 200KB,Pmax = 0.01 as
suggested by the DCQCN paper [57]. To simulate the ex-
treme cases where lots of PFC pauses are triggered, we set a
small PFC-pause threshold and a small PFC-resume threshold
(XOFF = 50KB,XON = 47KB).

We evaluate ECMP and FC’s edge-disjoint virtual up-down
routing. For adjacent switch pairs, there are two paths un-
der both ECMP and FC’s edge-disjoint virtual up-down rout-
ing. For non-adjacent switch pairs, there are 8 shortest paths
(4 clock-wise paths and 4 counter-clock-wise paths) under
ECMP routing and 2 edge-disjoint virtual up-down paths (1
clock-wise path and 1 counter-clock-wise path) under FC’s
routing. We assign a path to each flow using two strategies:
Balanced Allocation: There are 16 flows generated between
every switch pair and we assign the same number of flows to
each path under both routing strategies. In this case, every link
between adjacent switch pair is shared by exactly 16 flows.
Imbalanced Allocation: Flows between adjacent switch pairs
are still equally assigned to all the paths; but flows between
non-adjacent switch pairs are only assigned to the clock-wise
paths. This situation could happen due to hashing imbalance.
In this case, every clock-wise link is shared by 24 flows,
which becomes the bottleneck of the network. Incast can thus
happen at the 4 switches. In addtion, under ECMP routing,
the following paths {[e1,e2], [e2,e3], [e3,e4], [e4,e1]} form a
CBD (actually there are more CBDs), which makes ECMP
prone to deadlocks.
Results: Under balanced allocation, we do not see deadlocks
even if we use a small static PFC threshold and disable DC-
QCN. In Fig. 9, we compare the CDFs of the FCTs (Flow
Completion Time) under both ECMP and FC’s edge-disjoint
virtual up-down routing with and without DCQCN. Both rout-
ing strategies yield similar FCT performancce.

Under imbalanced allocation, FC’s routing can still finish
all the flows and the FCT performance is shown in Fig. 9.
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Figure 9: CDF of the FCTs of ECMP and FC’s routing under
balanced/imbalanced allocation in the testbed topology.

In contrast, the ECMP routing triggers a deadlock even if
we enable DCQCN. To rootcause this issue, we record all
the PFC pauses and PFC resumes. We find 4 critical PAUSE
signals that lead to the deadlock: 1) at time 531 us, S1 sends a
PAUSE to the link e4; 2) at time 537 us, S4 sends a PAUSE to
the link e3; 3) at time 543 us, S3 sends a PAUSE to the link
e2; 4) at time 552 us, S2 sends a PAUSE to the link e1. These
events happen within just 21 us.
Takeaway: A DCN suffers from a high risk of deadlocks,
when the following three conditions are met: 1) there exist
CBDs in the network; 2) links in the CBDs are congested;
3) PFCs are triggered more frequently than usual. If we ap-
ply ECMP/KSP routing in an expander graph, we may have
to constantly monitor the congested links and the abnormal
switch behaviors. FC’s design completely eliminates CBDs,
and thus could significantly simplify the RoCEv2 deployment.

7 Discussion

7.1 Handling Link/Node Failures

Link/node failures are common in practical data centers [16].
When a link/node fails, to avoid packet drop, local rerout-
ing is performed to forward the affected packets along a
different path to the destination [32]. Unfortunately, local
rerouting may introduce CBDs and cause deadlocks even if
the original network is CBD-free [24]. Consider the Clos
network in Fig.10(a). Initially, packets from ToR A to ToR
E follow an up-down path A → B → C → D → E. When
the link DE fails, packets that arrived at the switch D can-
not find an alternative downstream path to E and thus are
bounced back to F . Then, the path from A to E becomes
A → B →C → D → F → G → E. This path contains a down-
up bounce, which could introduce CBDs into Clos networks.

To avoid deadlocks in Clos networks under link/node fail-
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Figure 10: Rerouting under link failures.

ures, Tagger [24] adds a tag to all the packets, increases the
tag on the bounce and puts packets with different tags into
different lossless queues. This approach should also work for
FC because we can treat FC as a virtual multi-layered net-
work. Nevertheless, better approach may exist for FC. In Clos
networks, every top-layer switch has a unique path to every
ToR switch and thus every packet affected by a downstream
link/node failure has to be bounced back to another top-layer
switch. In contrast, every packet affected by a link/node fail-
ure in FC can freely choose any virtual layer as long as there
is a link to forward this packet, because every virtual switch in
the same column (see Fig. 10(b)) belongs to the same physical
switch. For example, there is a flow from A to G in Fig. 10(b)
and the original path is A → B → C → D → E → F → G.
When the link EF fails, the affected packets can be rerouted
to A → B →C → D → E → H → G. This new path is still an
up-down path and thus tagging is not required. (Admittedly,
if the rerouted path contains a down-up bounce, we still need
to update the packet tags.) Based on the above analysis, we
suspect that FC could be more efficient in handling link/node
failures than a Clos network. We will explore this further in
our future work.

7.2 Handling Route Reconfiguration
Route reconfiguration is common in data centers, which could
happen when 1) new flows join/leave the network; 2) DCN

topology changes; 3) Traffic Engineering is enabled; 4) an
SDN controller reoptimizes routing paths after link/node fail-
ures. FC’s design makes it easy to handle route reconfigura-
tion. FC performs virtual up-down routing. As long as the
virtual layers remain unchanged (i.e., which ToR port belongs
to which virtual layer), the combined set of the original paths
and the post-reconfiguration paths is CBD-free. This could
dramatically simplify the workflow of route reconfiguration,
because any transient state during route reconfiguration is
guaranteed to be deadlock-free.

In rare cases, e.g., after data center expansion, we may need
to change the virtual layers because the original number of
layers may not be able to support a larger-scale network. In
this case, there could be a CBD in a transient state during
route reconfiguration. Existing solutions on deadlock-free
route reconfiguration [11, 24, 33, 39] can be applied here.

7.3 The Scalability of Routing Tables
Expander graphs, including FC, Jellyfish [46], Xpander [50],
FatClique [54], etc., face a common scalability challenge
in the switch routing tables. Unlike Clos, expander graphs
cannot easily aggregate IP addresses in the switch routing
tables due to the increased routing complexity. To resolve this
challenge, one potential solution is to design a hierachically
routing strategy, e.g., divide ToRs into groups based on their
IP prefixes and then perform intra-group and inter-group rout-
ing separately. This approach could increase the chance of
IP aggregation in the switch routing tables, but may also hurt
path diversity and load balancing efficiency. We will explore
this tradeoff further in our future work.

8 Conclusion

We present FC, a topology-routing co-designed methodol-
ogy to eliminate PFC-induced deadlocks, for cost-effective
and safe deployment of RoCEv2 over expander networks.
Motivated by the fact that the up-down routing paths of multi-
layered Clos networks are CBD-free, we design FC’s topology
to exhibit a virtual layered structure, and propose an edge-
disjoint virtual up-down routing for FC that is guaranteed
to be CBD-free. We evaluate FC against several competitors
using throughput analysis, testbed implementation and packet-
level simulation. Our evaluation results demonstrate that 1)
FC is deadlock-free while ECMP/KSP may trigger deadlocks;
2) FC significantly reduces average hop count and improves
network throughput over the state-of-art EDST-based routing
strategy; 3) FC attains higher throughput than Clos networks
built using the same number of switches under all-to-all and
uniform random patterns. These properties make FC a promis-
ing design for deadlock prevention in expander graphs.
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A Appendix

A.1 Finding Edge-Disjoint Paths Using Min-
Cost Max-Flow

Definition 2 (Min-Cost Max-Flow Problem) Given a flow
network G(V,E) with

• u(v,w), upper bound on flow from node v to node w;

• c(v,w), cost of a unit of flow on (v,w),

and a source-destination pair (s, t), [ f (v,w)](v,w)∈E is called
a flow assignment from s to t if the following constraints are
met:

1. Capacity constraints: 0 ≤ f (v,w)≤ u(v,w);

2. Flow conservation constraints: ∑u f (u,v) = ∑w f (v,w)
for any node v ̸= s, t and ∑w f (s,w) = ∑u f (u, t) = F.
Here F is called the total amount of flow from s to t.

The objective of the min-cost max-flow problem is to find a
flow assignment [ f (v,w)](v,w)∈E with the maximum flow that
minimizes

∑
(v,w)

c(v,w) · f (v,w).

Note that the constant parameters u(v,w) are all positive
and c(v,w) can be either positive or negative. In addition,
the min-cost max-flow problem has a very nice property that
guarantees integer solutions:

Theorem 6 (Integral Flow Theorem) Given a min-cost max-
flow problem, if u(v,w)’s are all integers, then there exists
an integer solution, i.e., f (v,w)’s are all integers, such that
[ f (v,w)](v,w)∈E attains the maximum flow with minimum cost.

In fact, when we solve a min-cost max-flow problem with
integer bounds using the Scaling Push-Relabel algorithm [1,
17], the resulting optimal solution is guaranteed to be an
integer solution.
Finding Edge-Disjoint Paths: As a consequence of Theorem
6, we can find the maximum number of edge-disjoint paths
from s to t using min-cost max-flow. Specifically, let E0 be
the set of links that can be used at most once (see the solid
links in Fig. 4(c)), and E \E0 be the set of links that can
be used multiple times (see the dashed links in Fig. 4(c)).
If we set the upper bound as u(v,w) = 1 for all the links
(v,w) ∈ E0 and set the upper bound as u(v,w) = ∞ for all the
links (v,w) ∈ E \E0, then the resulting min-cost max-flow
solution [ f (v,w)](v,w)∈E can be decomposed into F (F is the
maximum flow) paths where links in E0 can be used at most
once. The F paths can be found by performing Depth First
Search F times (see Algorithm 1). Note that when we perform
DFS in line 5 of Algorithm 1, we will never encounter a cycle.
Otherwise, by removing this cycle we could obtain another
flow assignment with lower cost. Having this observation
could slightly simplify the DFS implementation. We do not
need to track the set of visited nodes during the DFS search.

Algorithm 1: Find Edge-Disjoint Paths in the Di-
rected Virtual Up-Down Graph

Input :A directed virtual up-down graph (see Fig.
4(c)) and a source-destination pair (s, t).

Output :Maximum number of edge-disjoint up-down
paths from s to t.

1 Let E0 be the set of solid lines in the directed virtual
up-down graph. Construct a flow graph by setting the
link capacity and the link cost as 1 for all links in E0,
and setting the link capacity as ∞ and the link cost as
ε (an infinitesimal value) for all links not in E0.

2 Solve the min-cost max-flow problem. Let
[ f (v,w)](v,w)∈E be the optimal solution and let F be
the maximum flow from s to t.

3 Use P to store the set of paths, and initialize P = /0.
4 for i in {1,2,...,F} do
5 Use Depth First Search to find a path P from s to t

such that f (e)≥ 1 for every edge e in P.
6 Store P in P .
7 For every edge e in P, decrement f (e) by one.
8 end
9 Return P .

A.2 A Sufficient and Necessary Condition for
CBD-Free Routing

We first introduce the concept of link dependency graph.

Definition 3 Given a network G(V,E) and a path set P =
{P1,P2, ...,PK}, a link dependency graph G′(V ′,E ′) can be
constructed as follows:

1. V ′ is the set of directed links used by at least one path
P ∈ P ;

2. For any e1,e2 ∈V ′, there is a directed link from e1 to e2
in E ′ if and only if e1 is the next hop of e2 in one path
P ∈ P .

Then, the following theorem offers a sufficient and neces-
sary condition for a set of paths to be CBD-free.

Theorem 7 Given a network G(V,E), a path set P =
{P1,P2, ...,PK} is CBD free if and only if the corresponding
link dependency graph G′(V ′,E ′) contains no loops.

Proof 2 Necessity ⇒: If the path set P is CBD free, we prove
that G′(V ′,E ′) contains no loops. We prove this by contra-
diction. Suppose that G′(V ′,E ′) contains a loop v

′
1 → v

′
2 →

...→ v
′
s → v

′
1. Let ei be the link in G(V,E) that corresponds

to v
′
i. Since e1 is the next hop of e2 in a path, if e1 is paused,

e2 will be paused. Based on the same argument, e3, ...,es will
be paused. Since es is the next hop of e1 in a path, the pause
of es will in turn pause e1. Then, a CBD is formed, which
contradicts the assumption that the path set P is CBD-free.
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Sufficiency ⇐: If G′(V ′,E ′) contains no loops, we prove that
the path set P is CBD free. We again prove this by contradic-
tion. Suppose that P contains a CBD. Then, there must exist
a sequence of links e1,e2, ...,es such that ei is the next hop
of ei+1 in a path and es is the next hop of e1 in a path. Then,
the corresponding vertices of e1,e2, ...,es in G′(V ′,E ′) forms
a loop, which contradicts to the assumption that G′(V ′,E ′)
contains no loop.

According to Theorem 7, we design Algorithm 2 to check
if a set of paths is deadlock-free.

Algorithm 2: Check if a set of paths is deadlock-free
Input :A set of paths P = {P1,P2, ...,PK} and a

network G(V,E).
Output :Whether P is deadlock-free.

1 Construct a link dependency graph G′(V ′,E ′) based on
Definition 3.

2 Use deep first search to check if G′(V ′,E ′) has a loop.
3 Return true if G′ has no loop; return false otherwise.

A B

C

(a) An example network. (b) Link dependency graph.

Figure 11: Deadlock detection with a link dependency graph.

We use the example in Fig. 11 to illustrate the idea of the
deadlock detection algorithm. Given a path set P = {A →
B → C,B → C → A,C → A → B}, we can construct a link
dependency graph with three vertices: e1(A → B),e2(B →
C),e3(C → A). It is easy to see that this link dependency
graph contains a loop. Thus, the path set P contains a CBD.

Using Theorem 7, we can prove that up-down routing is
CBD-free in a multi-layered network.

Theorem 8 In a multi-layered network, the path set gener-
ated by up-down routing is CBD-free.

Proof 3 For all the links in a multi-layered network, we can
define a partial order as follows. A link e1 is considered
smaller than another link e2 if either of the following three
conditions is met:

1. e1 is an up link while e2 is a down link;

2. e1, e2 are down links and e1 is at a higher layer than e2;

3. e1, e2 are up links and e1 is at a lower layer than e2.

Then, when we construct a link dependency graph based on
up-down paths, it is easy to verify the following fact: if there is
a directed link from e1 to e2, we must have e2 < e1. Therefore,
the link dependency graph cannot contain a loop. As a result,
the path set generated by up-down routing is CBD-free.

A.2.1 Proof of Lemma 4

Proof 4 Since the path set P is CBD free in G(V,E), the
corresponding link dependency graph G′(V ′,E ′) must con-
tain no loop. In this case, we could construct a new graph
G′′(V ′,E ′′) by adding a link from v1 ∈V ′ to vk ∈V ′ whenever
there exists a sequence of node v2,v3, ...,vk−1 ∈V ′ such that
(vi,vi+1) ∈ E ′ for every i = 1,2, ...,k−1. It is easy to check
that G′′(V ′,E ′′) is also loop-free.

Now we consider the contraction process. Let Ĝ′(V̂ ′, Ê ′)
be the link dependency graph of (Ĝ(V̂ , Ê), P̂ ). We can prove
that Ĝ′(V̂ ′, Ê ′) is a subgraph of G′′(V ′,E ′′). First, in Ĝ(V̂ , Ê),
the edges within each vertex set Vi (i=1,2,...,m) are removed.
Thus, V̂ ′ ⊆V ′. Second, for any edge (e1,e2) ∈ Ê ′, there must
be a path P̂ ∈ P̂ , such that e1 is the next hop of e2 in P̂. Note
that P̂ is obtained by contracting a path P ∈ P . We must have
e1 as a down-streaming hop (not necessarily next hop) of
e2 in P. Based on the construction of G′′(V ′,E ′′), we know
that (e1,e2) ∈ V ′′. Therefore, Ê ′ ⊆ V ′′. Based on the above
analysis, we immediately know that Ĝ′(V̂ ′, Ê ′) is a subgraph
of G′′(V ′,E ′′). Since G′′(V ′,E ′′) is loop-free, Ĝ′(V̂ ′, Ê ′) must
also be loop-free. Then, according to Theorem 7, we must
have that the path set P̂ is CBD free in the topology Ĝ(V̂ , Ê).

A.3 Generating a Clos Network with H Hosts
Using N p-Port Switches

Given N p-port switches and H hosts, we study how to con-
struct a Clos network with the maximum throughput.

We first consider a 2-layered Clos Network. For each
switch, let h be the number of ports connected to hosts. Then,
the total number of switches in the first layer (i.e., the ToR
layer) is ⌈H/h⌉. As long as ⌈H/h⌉ ≤ p, we can put p− h
switches in the second layer and create a complete bipar-
tite graph between the ToR switches and the switches in the
second layer. In total, ⌈H/h⌉+ p− h switches are used. To
maximize throughput, we only need to find the smallest h by
solving the following optimization problem:

min h such that ⌈H/h⌉ ≤ p,⌈H/h⌉+ p−h ≤ N. (5)

In many cases, it may not be feasible to construct a 2-
layered Clos network or a 2-layered Clos network may not
be throughput optimal. Hence, we also need to study how to
construct a multi-layered Clos network.

We adopt a trial-and-error approach to find the throughput
optimal L-layered Clos network (L = 3,4, ...). Starting from
h = 1, we try if it is possible to construct an L-layered Clos
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Number
of Servers

Servers
per ToR

Number
of Switches

Number
of OCSs

Copper / Fiber
Cable (km)

Number of
Transceivers

Network Cost
(Million $)

Bisection
Bandwidth

FC Clos FC Clos FC FC Clos FC Clos FC Clos FC Clos

2400
8 16 300 406 24 4.8 / 158.3 4.8 / 40.6 7200 10560 27.58 29.76 1292 1280

12 22 200 220 20 4.8 / 75.1 4.8 / 15.2 4000 4480 17.89 15.71 684 560
16 25 150 166 16 4.8 / 40.2 4.8 / 8.7 2400 2688 12.93 11.62 396 336

4800
8 16 600 860 48 9.6 / 424.7 9.6 / 107.7 14400 19456 55.19 61.52 2526 2432

12 21 400 482 40 9.6 / 202.4 9.6 / 48.7 8000 10560 35.80 34.70 1358 1320
16 25 300 332 16 9.6 / 110.1 9.6 / 22.9 4800 5376 24.90 23.23 772 672

7200
8 16 900 1170 72 14.4 / 760.4 14.4 / 201.5 21600 29696 82.80 85.45 3786 3712

12 21 600 761 40 14.4 / 361.2 14.4 / 88.4 12000 15488 52.50 54.13 2018 1936
16 25 450 526 32 14.4 / 196.6 14.4 / 40.6 7200 8046 37.84 36.50 1156 1008

24000
8 16 3000 5500 240 48.0 / 4513.5 101.3 / 1393.5 72000 97008 276.29 383.53 12716 12288

12 22 2000 2885 140 48.0 / 2047.1 71.6 / 493.8 40000 44298 175.53 199.58 6788 6400
16 25 1500 2052 80 48.0 / 1102.0 62.3 / 268.8 24000 26880 124.60 140.70 3826 3584

48000
8 16 6000 12152 456 96.0 / 13571.0 227.0 / 5065.5 144000 192512 551.85 850.55 25614 24576

12 21 4000 6691 260 96.0 / 5762.6 156.4 / 2071.1 80000 100958 350.11 465.72 13612 12672
16 25 3000 4104 160 96.0 / 3002.8 124.7 / 940.8 48000 53760 249.32 282.75 7674 7168

72000
8 16 9000 21300 696 144.0 / 26774.9 406.1 / 11090.5 216000 288768 829.49 1471.83 38638 36864

12 21 6000 10018 380 144.0 / 10830.7 234.1 / 4480.7 120000 151360 524.91 702.92 20626 19712
16 25 4500 6828 240 144.0 / 5462.5 201.3 / 2021.8 72000 80640 374.11 468.66 11714 10752

Table 4: Cost Analysis: FC vs. Clos.

Switch [2] OCS [8] 2m Copper
Cable [10]

Fiber Cable [13] Transceiver [37]
2m 5m 10m 15m 20m 30m 50m 100m (100 + 50x)m 100m 500m 2000m

$ 59099 $ 60000 $ 189 $ 4.29 $ 4.71 $ 5.29 $ 5.71 $ 6.38 $ 7.38 $ 9.46 $ 16.54 $ (16.54 + 6.3x) $ 499 $ 799 $ 1099

Table 5: Unit Price of Different Network Components.

network using at most N switches. If it is possible, we obtain
the optimal h for the L-layered Clos network; otherwise, we
increase h by one and retry the construction.

Starting from L = 2, we could use the above approach to
find the best h(L) for every L (h(L) = ∞ if it is not feasible
to construct an L-layered Clos network). h(L) may decrease
at the beginning, but will eventually increase with respect
to L. Whenever we see h(L) < h(L+ 1), we can stop and
return the minimum value of h, denoted by h∗. With h∗, the
optimal throughput is (p− h∗)/h∗. When h∗ ≤ ⌊p/2⌋, the
optimal throughput becomes larger than 1. In this case, the
DCN offers abundant capacity while the access links between
servers and ToRs become the bottleneck.

A.4 Network Cost Analysis
We offer a rough estimate about the total network cost for FC
and Clos in this section. The network cost includes the elec-
trical switch cost, the OCS cost and the cabling cost. Given
an FC and a Clos with the same number of servers, we vary
the number of servers per ToR switch and compute the num-
ber of required electrical switches and OCSs (only FC uses
OCSs). To compute the cabling cost, we assume that intra-
rack connections use direct attach copper cables, and inter-
rack connections use optical fibers. An optical fiber requires
an optical transceiver to connect to an electrical switch. The
number of optical transceivers is easy to compute, which is
equal to the total number of connected electrical switch ports

(some switch ports may be unused) minus the total number
of hosts. In contrast, the copper/fiber cable length depends on
the detailed network layouts.

A.4.1 FC’s Layout

In order to estimate the cable length, we make the following
assumptions about FC’s layout. On a data center floor, all the
servers, switches and OCSs are hosted in racks. We use 2d
coordinates (x,y) to represent a rack location.

• The i-th ToR switch is located at
((−1)⌊i/Nr⌋(⌊i/(2Nr))⌋ + 1), i%Nr), where Nr is
the number of racks per column;

• A rack can host four OCSs, and the i-th OCS is located
at (0,⌊i/4⌋).

Fig. 12(a) shows FC’s layout. For FC, the server-ToR connec-
tions use 2-meter copper cables and the ToR-OCS connections
use fiber cables. We use Manhattan distance to compute the
cable length between two racks. We vary Nr so that the total
fiber cable length is minimized.

A.4.2 Clos’s Layout

We focus on 3-layered and 4-layered Clos networks below.
Both the 3-layered and 4-layered Clos networks follow the
ToR-Aggregation-Spine architecture. In a 3-layered Clos,
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Number of Switches Number of Servers k
Port Count of

Virtual Switches η Cabling Constriant Average Number of Paths Average Path Length Minimum Number of Paths

500 12000 4 [7, 13, 13, 7] 4 N 16.08 4.57 12.00
Y 16.10 4.57 12.00

1000 24000 4 [7, 13, 13, 7] 7 N 14.01 4.86 9.00
Y 14.01 4.86 9.00

2000 48000 5 [5, 10, 10, 10, 5] 13 N 15.77 5.36 11.00
Y 15.77 5.36 11.00

3000 72000 5 [5, 10, 10, 10, 5] 19 N 14.66 5.54 10.00
Y 14.66 5.53 10.00

5000 120000 5 [5, 10, 10, 10, 5] 32 N 13.28 5.75 9.00
Y 13.28 5.75 9.00

Table 6: Using virtual-layered cabling has little impact on FC’s routing statistics (64-port switches are used).

OCS
Legend

ToR

...

x

y

(a) FC cabling.

Aggr
Spine
Legend

ToR

...
x

y

(b) Clos cabling.

Figure 12: Layouts of FC and Clos. The red lines are the cable
paths. To avoid visual clutter, most cable paths are omitted.

each spine is an electrical switch; in a 4-layered Clos, each
spine is a 2-layered folded Clos built with electrical switches.
We make the following assumptions about Clos’ layout.

• The aggregation swtches in the i-th PoD are located at
((−1)i(⌊i/2⌋+1),0);

• The j-th ToR switch in the i-th PoD is located at
((−1)i(⌊i/2⌋+1),(−1) j(⌊ j/2⌋+1));

• For a 3-layered Clos, a rack can host 24 spine switches,
and the i-th spine is located at (0,(−1)⌊i/24⌋(⌊(i +
24)/48⌋)). For a 4-layered Clos, we use 2 co-located
racks to host a gigantic spine. Each gigantic spine is a
folded Clos network, with 32 32-port switches in the first
layer and 16 32-port switches in the second layer. The
i-th gigantic spine is located at (0,2(−1)i(⌊(i+1)/2⌋))
and (0,2(−1)i(⌊(i + 1)/2⌋) + 1). Note that the intra-
spine links use copper cables.

Fig. 12(b) shows Clos Network’s layout. For Clos, the ToR-
Aggregation and Aggregation-Spine connections use fiber
cables. The Server-ToR connections use 2-meter copper ca-
bles. For 4-layered Clos, the intra-Spine connections also use
2-meter copper cables. Again, we use Manhattan distance to
compute the cable length between two racks.

A.4.3 Comparison Results

Table 4 compares the number of electrical switches/optical
transceivers/OCSs and the copper/fiber cable length for FC

and Clos networks. For each row, the number of servers per
ToR in a Clos network has been carefully chosen such that its
bisection bandwidth is equal to or slightly lower than that of
FC. Generally speaking, given an FC and a Clos with the same
number of hosts and similar bisection bandwidth, FC requires
fewer number of electrical switches and optical transceivers,
but it requires more fiber cables and additional OCSs.

Next, we offer a rough estimate on the total network cost
for FC and Clos. The unit prices of different network compo-
nents are summarized in Table 5. A 32×400Gbps electrical
switch costs about $59000 [2] and a 320×320 optical circuit
switch costs about $60000 [8]. Intra-rack connections, includ-
ing server-ToR connections and intra-spine connections, use
2-meter 400Gbps copper cables, which cost about $189 [10].
The price of fiber cables increases sub-linearly with respect
to the fiber length [13]. (The prices listed in [13] are the
prices for 12-fiber bundles. We have divided the original price
numbers by 12 in Table 5.) Hence, for each fiber cable used,
we pick the shortest fiber in Table 5 that is longer than this
fiber cable and use its price as the cost. The price of optical
transceivers also varies depending on the transmission dis-
tance [37]. For FC, we use 2km optical transceivers because
the adopted transceivers must have enough power budget to
traverse an OCS. Note that traversing an OCS typically in-
curs about 1.5dB loss (at most 3dB) [8]. For Clos, we choose
between 100m or 500m optical transceivers depending on the
fiber cable length. We compare the total network cost in Table
4. When the network size is small (3-layered Clos is used),
FC and Clos have similar network cost; when the network
size is large (4-layered Clos is used), FC’s network cost is
smaller. In addition, under similar bisection bandwidth, FC
uses fewer number of electrical switches and thus its network
power consumption is lower (the power consumption of an
OCS is only 50watts [8], which is negligible).

A.5 Additional Results

A.5.1 Impact of Cabling on FC’s Routing

We generate FC’s topology of different sizes & η values and
evaluate if the virtual-layered cabling strategy has any impact
on FC’s routing. From Table 6, we cannot see clear difference
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(b) Throughput of uniform random traffic matrices.
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(c) Throughput of the near-worst traffic matrix.

Figure 13: Throughput simulation results using 64-port switches.

Number of Switches Number of servers k
Port Count of

Virtual Switches Routing
Average Number

of Paths
Average Path

Length
Average Shortest

Path Length

500 12000 4 [7, 13, 13, 7] Edge Disjoint Up-down 16.08 4.57 3.20
EDST 20 18.34 5.26

1000 24000 4 [7, 13, 13, 7] Edge Disjoint Up-down 14.01 4.86 3.50
EDST 20 26.52 6.99

2000 48000 4 [7, 13, 13, 7] Edge Disjoint Up-down 11.85 5.13 7.00
EDST 20 33.49 9.12

3000 72000 4 [7, 13, 13, 7] Edge Disjoint Up-down 10.63 5.30 6.00
EDST 20 39.82 10.45

Table 7: Edge-Disjoint Virtual Up-down Routing vs. the EDST Routing (64-port Switches are Used).

when we enable/disable the cabling contraints.

A.5.2 Throughput Analysis

Clos, FC and Expander+EDST are three network architectures
that are guaranteed to be deadlock-free. For networks built
using 32-port switches, we demonstrate in Section 4 that

1. FC consistently outperforms Expander+EDST;

2. FC achieves higher throughput than Clos networks under
all-to-all and uniform random traffic patterns.

In this section, we generate FC’s topologies of different
sizes using up to 600 64-port ToR switches. Each ToR switch
has 40 ports connected to other switches and 24 ports con-
nected to servers. The number of virtual layers k is chosen
based on the strategy (*) in Section 3.2.3. We evaluate both
FC’s edge-disjoint virtual up-down routing and the EDST
routing. For each FC’s topology, we also compare it with a
Clos network generated using roughly the same number of
switches with throughput optimized. From Fig. 13, we can
see that the above conclusions on FC’s throughput benefits
also hold for networks built using 64-port switches.

A.5.3 Routing-Path Analysis

We then perform the same routing-path analysis for FC’s
edge-disjoint virtual up-down routing and the EDST rout-
ing. We generate FC’s topologies of different sizes (N =
500/1000/2000/3000) using 64-port ToR switches with s =
40. As shown in Table 7, the average path length under FC’s
routing is still much shorter than that under the EDST routing.

A.5.4 More Packet-Level Simulation Results

In Section 5, we perform packet-level simulation for three
network setups: FC, FC+EDST, and Clos. Here, we present
the detailed simulation results. We plot the CDFs for FCTs in
Fig. 14. Apparently, the FCT performance under FC’s routing
is much better than that under the EDST routing. Hence, we
mainly focus on the comparison between FC and Clos.

Under the all-to-all traffic pattern and the uniform random
traffic pattern, FC achieves clearly better FCT performance
than Clos because it has higher throughput. This coincides
with our throughput analysis in Section 4.3.

However, under the near-worst traffic pattern, we find that
FC’s FCT performance is just slightly worse than the Clos net-
work’s FCT performance. In contrast, our throughput analysis
in Section 4.3 suggests that FC’s throughput is lower than the
corresponding Clos network’s throughput. (In this case, FC’s
throughput under the near-worst pattern is about 0.5, while
the Clos network’s throughput is about 0.78.) The reason is
that, the average hop count under FC is shorter than that under
a Clos network; when the network is not congested, having a
smaller average hop count compensates for the throughput gap
between FC and Clos. Nevertheless, as network load increases,
FC will encounter more severe congestion than Clos. We per-
form another simulation for the near-worst traffic pattern with
network load increased from 0.3 to 0.7. (More specifically,
we increase the size of each flow by 7/3 times.) As shown in
Fig. 14(d), we can see that FC’s FCT performance is much
worse than the Clos network’s FCT performance. In fact, we
see a large amount of PFC PAUSE frames in FC’s network.
But the good news is, there is no deadlock.
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Figure 14: Compare FCTs for FC, Clos and Expander+EDST.
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Abstract
In this paper, we consider how to provide fast estimates of

flow-level tail latency performance for very large scale data

center networks. Network tail latency is often a crucialmetric

for cloud application performance that can be affected by a

wide variety of factors, including network load, inter-rack

traffic skew, traffic burstiness, flow size distributions, oversub-

scription, and topology asymmetry. Network simulators such

as ns-3 and OMNeT++ can provide accurate answers, but are

very hard to parallelize, taking hours or days to answer what

if questions for a single configuration at even moderate scale.

Recent work with MimicNet has shown how to use machine

learning to improve simulation performance, but at a cost

of including a long training step per configuration, and with

assumptions about workload and topology uniformity that

typically do not hold in practice.

We address this gap by developing a set of techniques to

provide fast performance estimates for large scale networks

with general traffic matrices and topologies. A key step is

to decompose the problem into a large number of parallel

independent single-link simulations; we carefully combine

these link-level simulations to produce accurate estimates of

end-to-end flow level performance distributions for the entire

network. LikeMimicNet,weexploit symmetrywherepossible

to gain additional speedups, but without relying on machine

learning, so there is no training delay. On a large-scale net-

work where ns-3 takes 11 to 27 hours to simulate five seconds

ofnetworkbehavior, our techniques run inone to twominutes

with accuracy within 9% for tail flow completion times.

1 Introduction
Counterfactual simulation—to answer “what if” questions

about the interaction of network protocols, workloads, topol-

ogy, and switch behavior—has long been used by both re-

searchers and practitioners as a way of quantifying the effect

of design options and operational parameters [2, 16, 21, 23–

26, 36]. As production data center networks have scaled up in

bandwidthandscaledout insize [4, 29],however,networksim-

ulation has failed to keep pace. Although there is ample par-

allelism at a physical level in large scale data center networks,

it has been difficult to realize significant speedupwith packet-

level network simulation [22, 30].As packets flow through the

network, the scheduling decisions at each switch affect the

behavior of every flow traversing that switch, and therefore

the scheduling decisions at every downstream switch, and—

with congestion control—future flow behavior, in a cascading

web of very fine-grained interaction. In our own experiments

using ns-3 [23], for example, simulating a 384-rack, 6,144-host

network on a single thread of amodern desktop CPU took 11

to 27 hours of wall-clock time to advance five seconds of sim-

ulated time. While parallel techniques for discrete event sim-

ulation exist [10], recent work has demonstrated their limited

efficacy for speeding up simulations of highly interconnected

data center networks [34]. As a result, packet-level network

simulation today is mostly used for small scale studies.

The need for faster network simulation has spawned recent

efforts to use machine learning to model how different parts

of the network affect each other [32, 34]. While promising,

these approaches have several limitations.MimicNet requires

hours-long retraining for newworkloads and network con-

figurations, and it only accelerates simulations of uniform

fat trees with uniform traffic among equally-sized clusters of

machines [34]. DeepQueueNet relaxes some of MimicNet’s

restrictions but does notmodel congestion control, which can

be a first-order determiner of performance [32].

This paper aims to address this gap, to develop techniques

for fast approximate simulation of large scale networks with

arbitrary workloads and topologies. Our work involves no

training step, aiming to produce near-real time results even at

scale. In addition to reducing the cost of evaluating new pro-

tocols, another goal is to provide real-time decision support

for network operators, such as warnings of SLO violations if

links fail [17, 20], advice on task placement of communication-

intensive jobs [7], and predicting the performance impact of

planned partial network outages and upgrades [8, 35].

A key observation is that we could achieve high degrees of

parallelism if we could somehow disentangle the interactions

between switch queues, allowing us to study the behavior of

the traffic on each link in isolation. Of course, switch queues

arenot in reality completely disentangled. Thepackets for any

particular flow experience a very specific set of conditions at

each switch, and those conditions are affected by the presence

of upstream bottlenecks which can smooth packet arrivals

for competing flows at downstream switches. The congestion

response for a flow depends on the combination of conditions

at every switch along the path.

However, large scale data center networks are typically

managed with the goal of delivering consistent high perfor-

mance to applications.While congestion events do occur, they

are often chaotic rather than persistent, popping up and then

disappearing in different spots due to the inherent burstiness

and flow size distribution of applications, rather than due to

some long-termmismatch between demand and capacity in

some portion of the network [33]. Further, we are often inter-

ested in aggregate behavior, such as the frequency of poor

flowperformance, rather than the behavior of each individual

packet or flow.
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Figure 1. CDF of ns-3 versus Parsimon for flow completion time

(FCT) slowdown across multiple flow size ranges, zoomed into

the tail. While ns-3 took nearly 11 hours to produce these results,

Parsimon took one minute and 19 seconds, end-to-end. Results

were taken on a 6,144-host topology with an industry traffic matrix,

2-to-1 oversubscription, and bursty traffic.

Tomodel aggregate behavior, our hypothesis is thatwe can

approximate the distribution of end-to-end flow performance

for a particular workload running on a large scale network by

modeling the frequency and magnitude of local congestion

events at each link along individual paths. A long flowwill

of course experience multiple congestion events during its

lifetime, but most of these will occur at different points along

the path at different times.Modeling the effect of simultaneous

congestion events, and the response of the congestion algo-

rithm to multiple simultaneous bottlenecks, is second order.

Our hypothesis is related to the concept of product-form

solutions in queuing theory. For certain classes of queueing

networks (e.g., Jackson [12] andBCMPnetworks [6]), the equi-

libriumdistributionofqueue lengths canbewritten inproduct

form, i.e., the state of an individual queue is only dependent

on the traffic it receives and not on the state of the rest of the

network. These results generally require specific assumptions

about job arrival processes (e.g., Poisson), service-time distri-

butions (e.g., Exponential), and queueing/routing disciplines

(e.g., FIFO or processor-sharing queues), and there has been

much theoretical work on identifying classes of queueing

networks that admit product-form solutions [13]. Although

data center networks do not strictly conform to these condi-

tions and the dynamics of each individual queue can be quite

complex (e.g., due to congestion control), our hypothesis is

that product-form solutions are approximately true in most

realistic settings, and therefore we can analyze individual

queues in isolation and combine the results to approximate

end-to-end network behavior.

We built Parsimon to directly test this hypothesis. First,

we deconstruct the network topology into a large number of

simple and fast simulations where each can be run entirely

in parallel by a single hyperthread. Each simulation aims to

collect the distribution of delays that flows of a particular

size would experience through a single link, assuming that

the rest of the network is benign. We then combine these

simulated delay distributions to produce predictions of the

end-to-end delay distribution, again for flows of a given size.

At each step, we make conservative assumptions for how

delays should be computed and combined. In many settings,

researchers and operators are interested in keeping tail behav-

ior well-managed, making a conservative assumption more

appropriate than anoptimistic one. Finally,Parsimon clusters
links with common traffic characteristics, eliminating much

of the overhead of simulating parallel links in the core of the

network as well as edge links used by replicated or parallel

applications, further improving simulation performance.

Because validation against detailed packet-level simulation

at scale is so expensive, we focus our study on a single widely

used transport protocol, DCTCP [2], with FIFO queues with

ECN packet marking at each switch [27]. We also focus on

queue dynamics rather than packet loss; most data center

networks are provisioned and engineered for extremely low

packet loss [28, 29]. We note that these assumptions are not

fundamental to our approach. We show Parsimon general-
izes to two other transport protocols, DCQCN [36] and the

delay-based TIMELY [19]. Validation of other transport pro-

tocols [3, 14, 16, 21], switch queueing disciplines [1, 9, 11, 21],

and packet loss remains future work. We note that modern

data center transport layer protocols are adept at quickly

adapting to the presence and absence of congestion, and so

we caution our results may not extend to older transport

protocols where convergence time is a large factor.

Parsimon speeds up simulations by reasoning about links

independently, which enables massive parallelization, but at

a cost in accuracy. Aswewill see in §3.6, anything that creates
standing congestion both at the core and at the edge, or when

cross traffic is correlated across multiple hops, will result in

less accurate estimates.While ourmethods are designed to fa-

vor overestimating rather than underestimating tail latencies,

this property is only evaluated experimentally (§5). In general
there is no formal guarantee, since factors like congestion

control can in theory behave in arbitrary ways that render

less appropriate the approximation of considering links inde-

pendently. We assume that we can simulate for long enough

for the network to reach equilibrium; studies of short term

transient behavior should not use our approach. We do not

provide predictions at the level of an individual flow, but we

are able to show that Parsimon is accurate for sub-classes of
traffic for mixed workloads. We do not attempt to model end

host scheduling delay of packet processing, even though that

may have a large impact on network performance [14, 15];

we leave addressing that to future work.

To assess accuracy, we compare distributions of flow com-

pletion time (FCT) slowdown, defined as the observed FCT di-

videdby the best achievable FCTonanunloadednetwork, and

we say a flow is completewhen all of its bytes have been deliv-

ered to its destination. Fig. 1 shows a sample of our results for
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the 6,144 host networkmentioned above, running a published

industry trafficmatrix [28] andflow size distribution [21], and

with standard settings for burstiness and over-provisioning.

We describe the details of this and other experiments later in

the paper. Depicted are FCT slowdown distributions binned

by flow size. While ns-3 took nearly 11 hours on this con-

figuration, Parsimon was able to match flow-size specific

performance of ns-3 in 79 seconds (a 492 times speedup) on a

single 32-waymulticore server with an error of 9% at the 99th

percentile. Given a small cluster of simulation servers, we

estimate a completion time of 21 seconds using our approach.

In our evaluation, we scan the parameter space to identify

circumstances where our approximations are less accurate.

Link clustering improves performance but hurts accuracy

somewhat; this tradeoff can be avoided by usingmore simula-

tion cores.Without clustering, accuracy suffers when there is

high utilization of links in the core (above 50%), there are high

levels of oversubscription, and a large fraction of network

traffic is due to flows that finish within a single round trip.

Generally, a combination of factors is required for poor accu-

racy. In 85% of the configurations we test, the error relative

to ns-3 is under 10%.

Parsimon source code and evaluation scripts are publicly
available at https://github.com/netiken.

2 ParsimonOverview
This paper describes a set of methods to quickly and scalably

estimate distributions of flow performance in data center

networks. These techniques are implemented in a prototype

called Parsimon, designed to provide the following:

• Fast, scalable estimates.We aim to supply estimates

twoto threeordersofmagnitude faster thanfull-fidelity

simulation. Given enough cores, execution time should

remain bounded regardless of network size.

• Tight latencybounds, including tail performance.
Our approximations bias slightly towards overestima-

tion, but still provide close estimates even for the 95th

or 99th percentile of the distribution for a given flow

length.

• Minimal restrictions on topology andworkload.
Ourmethods are largely independent of both topology

and workload, although some combinations of topol-

ogy and workload will have lower accuracy.

Fig. 2 illustrates the intuition behind its core method, and

Fig. 3 depicts its workflow. The user supplies 1) a description

of the topology, as a set ofnodes and links, and2) theworkload,

as a set of flows and routes. In our implementation, we gen-

erate the flow list by sampling from the traffic matrix and the

flow size distribution, with inter-arrival times determined by

a burstiness parameter. Once inputs are supplied, Parsimon
proceeds in several steps:

Decomposition. To start, flows are assigned to each link

they traverse, e.g., for a fat tree using ECMP. Then, for each

link 𝑙 , Parsimon generates a custom backend simulationwith

a topology selected to determine—as accurately as possible—

the contribution of 𝑙 to the end-to-end flow completion times

(FCTs) of the flows passing through it. Each of these backend

simulations can run in parallel.

Clustering. Depending on the size of the topology, there

may be tens or hundreds of thousands (or more) of link-level

simulations to perform. Fortunately, data center topologies

exhibit notable symmetries, and industry has reported that

the same is true for many of their workloads [28]. Parsimon
can optionally cluster links with similar workloads together.

Only one representative from each cluster need be simulated;

the rest of the link-level simulations are pruned. Clustering

is discussed in more detail in §4.2.
Simulation. The next step is to simulate all cluster repre-

sentatives in parallel. The decomposition step resulted in a

topology and a workload for each link-level simulation, and

we can use any simulation backend. Our prototype supports

two: ns-3 and a custom high-performance link-level simula-

tor (§4.1). This allows us to directly validate our link-level

simulator against ns-3. However, other efficient models, such

as fluid flow [18] or machine learned models could be used

here instead, for different tradeoffs of performance and ac-

curacy. Each link-level simulation produces a distribution of

the delay contributed by that link to the flow completion time

(FCT), bucketed by flow size. Note this is not the link’s propa-

gation delay—we calculate that contribution directly from the

topology. These distributions—described in the next section

(§3)—are organized according to the original input topology,
as depicted in Fig. 2. Recall that only one representative from

each cluster is simulated; every other link is populated with

the distributions of its cluster representative.

Aggregation. The last step is to aggregate the link-level

results into estimates for entire paths through the network.

These estimates are also represented as delay distributions.

Conceptually,Parsimonobtainsadelaydistribution forapath
by convolving together the appropriate distributions from

each of the path’s component links. Since there are multiple

distributions per link and potentially many paths through the

network, we do not compute convolutions up-front. Instead,

convolution is done on-demand via Monte Carlo sampling; a

by-product is that we can efficiently produce estimates for in-

dividual source-destination pairs, virtual networks, or classes

of service (§A). To make a single point prediction for a flow

taking some path through the network, Parsimon uses the
flowsize tofind theappropriatedistribution for each link, sam-

ples a value from each of them, and combines them together.

This process is repeated for each flow.

At a bird’s-eye view, Parsimon’s method is simple: to ac-

celerate FCT estimates, we estimate the effect of each link

independently and inparallel. Then tomakepredictions about

the whole network, we combine the results. However in our

experience, the accuracy of the method hinges tightly on the
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(see §3). Further, for added performance, link-level simulations are optimized and redundant simulations (due to e.g., ECMP or symmetries
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quality of the link-level estimates and subsequent aggrega-

tion. For example, when generating the backend simulations,

we have observed that failure to adequately capture perti-

nent features of the network severely degrades the quality

of Parsimon’s estimates. Similarly, link-level results must

be processed and aggregated with care to preserve accuracy

across all flow sizes. §3 describes these techniques in detail.
3 KeyMethods: Decompose and Aggregate
Together, themethods for decomposition and aggregation are

what enables Parsimon’s scaling, and while we later engage
additional techniques for further speed-up, they are a byprod-

uct of—andnot independent from—thesemore essentialmeth-

ods. Decisions made during this step are also the central de-

terminers of accuracy. This section describes these processes

in detail: how link-level topologies are generated, how the

link-level data are post-processed and stored, and finally how

they are aggregated to produce end-to-end estimates.

3.1 Generating Link-LevelWorkloads

To start, Parsimon associates each linkwith the flows passing
through it. Since links are bidirectional, there are two sets

of flows—and consequently two link-level simulations—per

link. Parsimon populates links with flows using flows’ routes.
Then for each link and in each direction, the associated flows

constitute the inputworkload to the link-level simulation.The

sizes and arrival times of the flows pass though unmodified.

3.2 Generating Link-Level Topologies

Once the link-level workloads are in place, we generate the

link-level topologies. In this step, we think of each link as

contributing some amount of delay to end-to-end FCTs. Any

given flow will accrue these delays at each hop, depending

on—for example—howmuch bandwidth is available and how

much queueing is present. Highly-loaded links are expected

to contribute more delay, while rarely utilized links will con-

tribute relatively little.

For each link and in each direction, we generate a topology

and perform a simulation using just the flows traversing that

link. Once the simulation is finished, the delay caused by the

link for a given flow is computed by taking the observed FCT

and removing the ideal FCT for that flow size. (For a flow

of size 𝑠 traversing a link of speed𝐶 and propagation delay

𝑙 , the ideal FCT is 𝑠/𝐶 + 𝑙 .) This intuitively captures all de-

lays incurred due to queueing, congestion control, bandwidth

sharing, and so on at the target link.

In generating a per-link topology, our goal is to isolate and

measure the expected delay contribution of the target link. A

simple but inefficient strategy would be to use the original

topology, but with only the traffic traversing the target link,

without any cross traffic. This would be relatively accurate at

measuring the delay contributed by the target link, albeit a bit

conservative. Upstream cross traffic congestion will slightly

smooth out downstream congestion at the target link, and so

removing cross traffic would make the queue distribution at

the target link slightly worse than in reality.

Although relatively accurate and parallelizable, simulating

every linkon theoriginal network topologywould still be inef-

ficient, as packet-level simulation cost is roughly proportional

to the number of packets simulated times the number of hops

each packet takes through the network. Because we run the

link simulation separately in each direction on every packet

that passes through that link, this would inflate the aggregate

computational cost of the simulationbyamultiplicative factor

of roughlyhalf the averagenetworkpath length—a significant

factor for large-scale networks. Instead, we want to simulate

only a small constant number of hops per target link.

An extreme alternativewould be to simulate only the target

switch queue. This is inaccurate for two reasons. First, we

688    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



0

3

2

1

0 1 2 3

0

1

2

3

0

1 2

3
A

B

C

A B C

1
1

1 1
3

3

2

2

1

1

3

3

1

Figure 4. An illustration of how Parsimon generates link-level topologies. Simulations are unidirectional, and a different topology is used
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a propagation delay of one. To the left is the original topology; to the right are the corresponding link-level topologies, with new propagation

delays annotated. Bold lines denote links whose bandwidths have been artificially increased during topology generation.

need to preserve end-to-end round trip delays, as these affect

the speed of the congestion control adaptation to congestion

or its absence; hosts closer to the target adapt faster than

those farther away. Second, we need to preserve the spacing

of packets induced by the original topology—a large flowdoes

not immediately dump all of its data into the queue for the

target link; instead, those packets arrive spaced apart by the

edge link capacity. Ignoring this effect would lead to larger

queues andmore delay at the simulated link thanwould occur

at that link in the original network.

Thus, we construct a topology for each link-level simula-

tion that reflects a performance-accuracy tradeoff, attempting

to capture themost important effects for computing the delay

contributed by the target link. Fig. 4 showshow topologies are

minimized. The generated topology takes one of three shapes,

depending on the location and direction of the target link: (i)

a first-hop up-link from a host to a ToR, (ii) a switch-to-switch

link in the middle of the network, or (iii) a last-hop downlink

from a ToR to a host.

Suppose the traffic through the target link originates from

sources 𝑆 and terminates in destinations𝑇 . In case A of Fig. 4,
we connect the target link directly to each host in𝑇 via a ded-

icated link. If the target link is a switch-to-switch link (case

B), we remove intermediate hops and connect the hosts in 𝑆

directly to the input, and the output directly to the hosts in𝑇 .

Lastly, if the target link is a last hop (case C), then the hosts in
𝑆 are connected directly to the input. Rewriting the topology

in thismanner ensures that packets can traverse atmost three

hops, regardless of the size of the original topology.

Modeling round-trip delay. Next, we set the link delays in

each constructed topology to match the round trip delays in

theoriginalnetwork. Forexample, in caseAofFig. 4, the round-
trip time between host 0 and host 2 is 8 in both the original
topology and the generated topology, even though Parsimon
has removed intermediate hops between the switch and host

2. Fig. 4 is meant as illustrative; as with ns-3, Parsimon can
model arbitrary round-trip delays.

In data center networks, congestion controllers play a large

role in determining the extent to which longer flows yield

throughput to benefit the latency of short flows. Most algo-

rithms such as DCTCP [2], DCQCN [36], and TIMELY [19]

are end-to-end in the sense that sources adjust their send-

ing rates based on feedback echoed from destinations [11].

With an end-to-end control loop, a sourcemust wait an entire

round-trip time (RTT) before being able to adapt its sending

rate based on congestion feedback, resulting in longer queue

lengths with higher RTTs. Thus, correctly modeling RTTs is

essential to correctly modeling queue dynamics.

Selecting link bandwidths. In some cases, we artificially

increase the bandwidth of downstream links to ensure that

they do not artificially add congestion. We say such links are

inflated. For example, in cases A and B of Fig. 4, the bandwidths
of the last-hop links are inflated. We want any queueing to be

due to the target link and not the downstream link. By inflat-

ing downstream links, we remove store and forward delay (a

small packet following a large packet would otherwise need

to queue for the downstream link); it also addresses the case

where core links are fatter than downstream links. Queueing

at the downstream link itself is accounted for in case C. By
contrast, we do not inflate first-hop links in cases B and C, as
this would enable a long flow to arrive at the target link at a

higher rate than it would in practice.

A cluster of sources sending simultaneously through an

oversubscribed top-of-rack (ToR) switch in the original net-

workwill be throttled beyondwhat is implied by the edge link

capacity. To improve simulation speed, we ignore this effect

and are therefore slightly conservative in our estimates for

oversubscribed networks.

Correcting for ACK traffic. Since Parsimon only simu-

lates one direction at a time, we must account for the load

induced by acknowledgments due to traffic in the reverse

direction. This is usually small, but can be significant at high

load and where average packet size is small. Instead of model-

ing ACK traffic in detail, we apply a simple rule, mechanically

reducing the forwardbandwidthoneach simulated linkby the

average volume consumed by ACKs for flows in the opposite

direction over the course of the simulation. This correction

is applied to all links but is most necessary for the target link.

Note that Parsimon does not account for extra delay caused
by ACK jitter on the reverse path; this could be an issue when

applying our ideas to networks with bandwidth asymmetry

between forward and reverse paths [5].
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3.3 Post-Processing Link-Level Results

Each link-level simulation produces an FCT for each flow in

the link-level workload, and these FCTs are used to compute

delays. Recall from §3.2 that the delay is just the observed

FCTminus the ideal FCT on an unloaded network. For each

flow, we could, theoretically, estimate the end-to-end delay as

some function of the delay contributed by each link for that

flow.We discuss how that function works in Parsimon, along
with its sources of bias, later in this section.

First, we address a different issue. Recall that we cluster

similar links together (§4.2) so thatwe only simulate the flows

through a single representative link for each cluster of links.

Thus, to compute the end-to-end delay for a particular flow,

we take a sample from the delay distributions at each hop in

the path, or from the hop’s standin representative.

In post-processing the link-level results and constructing

these distributions, our primary objective is to support accu-

rate estimates for all flow sizes. It is not enough to produce

the correct FCT distribution across the entire workload; we

must also accurately estimate the FCT distribution for short

flows containing just a few packets as well as for long flows

that last for hundreds of round trips. This extra requirement

necessitates some post-processing before distributions can

be constructed. Here we describe how this is done.

Packet-normalizeddelay. Maintainingaccuracyacross all

flow sizeswould not be possible if we used delays directly. For

example, long flows,whichmay experience variations in their

bandwidth share over time, will almost always experience

more absolute delay than short flows.

As a start, we can address this by normalizing delays by

flow size: after computing the delay for a particular flow, we

can then divide the delay by the flow’s size in packets.We call

the resulting metric the packet-normalized delay, and it has
the intuitive interpretation of summarizing the flow’s aver-

age delay per packet. Link-level distributions are constructed

from packet-normalized delays rather than absolute delays.

We normalize by the number of packets instead of the num-

ber of bytes because flows are discretized into—and therefore

delays are incurred by—packets. Further, normalizing by the

number of bytes loses accuracy for small flows, especially

those smaller than the maximum packet size. For example,

a 10 byte packet would be delayed by the same amount as

would a 100 byte packet if it arrived in the switch queue just

behind a jumbo (9 KB) frame [31].

Bucketing distributions. Even with packet-normalized

delays, we should still expect long flows to have different

delay distributions than short flows. The FCT of a long flow

is mainly determined by the throughput it achieves, while

the FCT of a short flow depends on how much queueing it

encounters. Further, congestion control algorithms trade the

throughput of long flows for the latency of shorter ones to

varying degree. An aggressive congestion control algorithm

could try to keep queues near-empty [16], resulting in smaller

short-flow delay and larger long-flow delay.

To ensure that estimates for different flow sizes are accu-

rate, it is necessary to sample each packet-normalized delay

from the appropriate distribution. We bucket the distribution

of packet-normalized delays by flow size. Buckets need to

contain enough samples to form statistically meaningful dis-

tributions, but they should also be small enough so that the

values come from flowswith similar delay characteristics (i.e.,

similarly-sized flows).

Parsimon uses a simple bucketing algorithm. In brief, we

start with a packet-normalized delay per flow, and we sort

them according to flow size. Then, starting with the short-

est flow, we begin populating buckets. For each bucket 𝑏, let

maxf𝑏 and minf𝑏 be the maximum and minimum flow sizes

associated with 𝑏, respectively, and let 𝑛𝑏 be the number of

elements in 𝑏. Each bucket 𝑏 apart from the last one is locally

subject to two constraints

𝑛𝑏 ≥𝐵 and maxf𝑏 ≥𝑥 ∗minf𝑏,

for some choice of 𝐵 and 𝑥 . Globally, Parsimon also ensures
buckets are contiguous and non-overlapping. For any bucket,

once the two local constraints are satisfied, Parsimon begins
populating the next bucket, and the final bucket is assigned

whatever elements remain.

In practice, we find 𝐵 = 100 and 𝑥 = 2 works well. Data

center workloads have heavy-tailed flow size distributions

in which short flows arrive much more frequently than long

ones. With these parameters, the first buckets will have size

boundaries that are approximately powers of two, and as

flows get larger, buckets will cover larger and larger ranges.

This is the desired behavior. Intuitively, a queueing-sensitive

1 KB flow should not be grouped with a throughput-sensitive

1 GB flow, but a 1 GB flow can be grouped with a 10 GB

flow provided the distribution of throughput is stable on long

timescales. Accuracy across different flow sizes at finer or

coarser resolution can be achieved by modulating 𝑥 . We ex-

amined sensitivity to the number of buckets by decreasing 𝑥

for selected experiments and found no meaningful change in

the predicted distributions.

In summary, each link-level simulation produces FCTs, and

these FCTs are used to construct bucketed distributions of

packet-normalized delay. Since different links have different

workloads, bucketing is performed on a per-link basis. This

means that the links in any given path are likely to have dif-

ferent bucket sizes with different flow size ranges. In the next

subsection (§3.4) we describe how the data are aggregated.

3.4 Aggregating Link-Level Estimates

For any given range of flow sizes, the final distribution of

(packet-normalized) delay for any path through the network

canbe estimatedby selecting an appropriate distribution from

each component link and then performing an n-ary convolu-

tion. However, the efficiency of this step must be considered.

Since there are multiple distributions per link and potentially
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Figure 5. An illustration of how Parsimon aggregates link-level
results into a path-level point estimate. Parsimon samples a

packet-normalized delay (§3.3) from each link along the path, and

combines these to estimate the end-to-end absolute delay𝐷 .

many paths through the network, performing all convolu-

tions up front and storing one path-level distribution per path,

per flow-size range would be costly in space and in time.

To avoid these costs, Parsimon uses an on-demand sam-

pling strategy to perform the convolution. Recall that the

simulation step resulted in bucketed distributions of packet-

normalized delay per link, organized in a graph isomorphic to

the original topology. Parsimonmakes this graph a queryable

object that is capable of supporting point estimates. Given a

size, a source, and a destination, Parsimon computes a path

from the source to the destination and uses the size to select

a distribution per-link. Then, one packet-normalized delay

is sampled from each distribution and the results are subse-

quently combined into a point estimate. Suppose there are 𝑛

hops and let𝐷∗
1
,𝐷∗

2
,...,𝐷∗𝑛 be the sampled packet-normalized

delays. Then, the end-to-end absolute delay𝐷 is computed as

𝑃

𝑛∑︁
𝑖=1

𝐷∗𝑖 =

𝑛∑︁
𝑖=1

𝐷∗𝑖 𝑃 =

𝑛∑︁
𝑖=1

𝐷𝑖 = 𝐷,

where 𝑃 is the input flow size in packets and𝐷𝑖 is the absolute

delay for hop 𝑖 . Fig. 5 illustrates this process. Finally, to obtain

a distribution of end-to-end delay estimates, we need only

sample enough point estimates for the desired flow size range

and source destination pairs.

3.5 Primary Source of Speedup

Parsimon speeds up large network simulations by consid-

ering the effect of each link in isolation, allowing it to scale

in the size of the simulated network and the number of pro-

cessing cores. Although the link is the unit of decomposition,

Parsimon’s scaling ability is determined not by the total the

number of links, but rather by the fraction of total packets
traversing any link. In other words, Parsimon’s speed-up de-
pends on the number of busy links and howwell the load is

balanced among them. This explains why Parsimon is most

suited for large data center networks, where the total work-

load comprises many source destination pairs with many

paths between them. If a network traffic is heavily skewed

such that most of the workload traverses only a few paths,

the amount of speedup will be limited.

3.6 Primary Sources of Error

To balance accuracy and performance, Parsimon makes a

number of approximations, with some having more of an

effect on accuracy than others. Here we catalog some of the

main sources of error, describing 1) howwe expect the errors

to manifest and 2) what modifications, if any, could be made

to address them.

Bottleneckfan-in. Tosimulateagiventarget link in thenet-

work, Parsimon constructs a topology that connects all of the
source nodes feeding traffic directly into that target. In prac-

tice, of course, there would be multiple stages of fan-in, and

that fan-inwould tend to spreadoutanyburstof arrivingflows

due to upstream bandwidth capacity constraints. Any target

link would experience slightly less queueing and less conges-

tion in reality than in Parsimon. Of course, Parsimon also
simulates the upstream link; because it is closer to the sources,

its traffic and queueing behavior would be a closer model to

what would happen in a full network-wide simulation.

Because Parsimon sums the delay contributed by each hop

along a flow’s path, the lack of fan-inwill tend to slightly over-

estimate the delays caused by downstream links. Put another

way,anydelay inducedbyfan-inconstraints is counted twice—

once whenwe simulate the upstream link and again whenwe

simulate the downstream link. In our evaluation, accuracy is

slightly lower for networks with higher degrees of oversub-

scription, as we would expect. We could potentially remove

this inaccuracy by including the upstream fan-in as part of the

topology for each link simulation. Since simulation time ispro-

portional to the number of hops, this would decrease individ-

ual link simulation efficiency by a small but significant factor.

Lack of traffic smoothing. Similarly, any cross-traffic that

shares a portion of a path with traffic destined for the target

link will tend to smooth out traffic before it reaches the target.

Parsimondoesnot include any cross-traffic in its per-link sim-

ulation, making it slightly overestimate the queueing delay

at the target link. Assuming the simulation is stable—that the

arrival rate does not exceed the service rate for any link—the

target link will experience the correct long-term average rate,

but without as much smoothing as would happen in practice.

We see evidence of this effect in our evaluation, where error

is slightly larger for workloads with a predominance of short

flows which would benefit more from smoothing. Of course,

correctly modeling the effect of cross-traffic on the traffic ar-

riving at a downstream link would be difficult to accomplish

without reverting to a full network simulation.

Link-level independence. Amore fundamental approxi-

mation is that link-level simulationsare treated independently.

This technique enables wholesale parallelization, but its accu-

racy depends on the amount of correlation between the traffic

intensities on the various hops along the path. Themore corre-

lated the traffic, the more error Parsimon’s method produces.

Since Parsimon produces estimates by convolving delay

distributions (adding independent random variables), full ac-

curacy requires the mutual independence of delays among

the links in every path. Consider a single-packet flow that

traverses two hops, both with load 𝑙 . If the delays along the

two hops are independent, the probability that the flowwill

encounter no queueing is simply (1− 𝑙)2. However, if both
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hops tend to have queueing at the same time (i.e., if the traf-

fic intensities and therefore the delays are correlated), then

that probability is closer to 1− 𝑙 . Since Parsimon does not

distinguish between these two scenarios, the difference is not

reflected in its estimates.

In very large networks with thousands of hosts and paths,

and with realistic workloads, we expect the effects of corre-

lation to be small. A basic result of queueing theory is that

under some circumstances it is possible to analyze queues

independently, even when the output of one queue connects

to the input of another, so that queue behaviors are obviously

correlated. One view of our work is that we are empirically

observing that data center networks approximately admit

product-form solutions for their equilibrium state queue dis-

tributions under realistic workloads.

However, somenetworksusePFC [36] to reducepacket loss

due to go-back N error handling in some RDMA network in-

terface cards. Because PFC suffers fromhead-of-line blocking,

PFCcancausecorrelatedcongestionacrossmultiple links, and

so Parsimonwould not be a good choice for modeling such

networks. If correlation is a problem, we could potentially

measure thedegreeofcorrelationandapplyacorrecting factor

during the convolution step, butwe leave that for futurework.

One bottleneck at a time. Estimating the performance of

long flows comes with an additional difficulty which is also

exacerbated by correlated delays. While a single packet flow

can only reside in one queue at a time, a long flow can be back-

logged on multiple links at the same time.Depending on the
specific congestion control mechanism, the throttling back

of a long flow (the delay it experiences) is typically not the
sum of the delays it would experience on individual links (as

Parsimon approximates), but rather only the delay caused by

the true (instantaneous) bottleneck. Since Parsimon sums all

delays, it will overestimate the end-to-end delay for the long

flow that encounters simultaneous cross-traffic congestion

at multiple points along its path. In summary, Parsimon is
more accurate when the congestion is episodic and tempo-

rary, appearing at different links at different times, and less

accurate when congestion is persistent across multiple edge

and core links of a given path.

Congestion on any link (and therefore simultaneous con-

gestion onmultiple links) becomesmore commonwithhigher

network load, and we see this effect in our evaluation. We

can potentially correct for this bias by using a more complex

function for combining link delays when overall network uti-

lization is high. Because network operators are often willing

to over-provision their network hardware to reduce applica-

tion tail latency, this is rare in practice. For example, some

recent end-to-end congestion protocols, such as Homa [21],

simply assume that network congestion predominantly oc-

curs at the last hop of each path. We do not make such an

assumption; we handle congestion equally wherever it might

occur. However, we do assume that congestion events are not

persistent and network wide.

Our approximations are biased toward producing overesti-

mates rather thanunderestimates, becauseweexpectnetwork

operators to be more sensitive to over-promising tail behav-

ior, even if that comes at the cost of being too conservative

with respect to capacity planning. Additional analyses on the

errors induced by these approximations can be found in the

appendix (§C).
4 ComplementaryMethods
The previous section described howwe decompose a single

large network simulation into many small, independent ones

that can be executed in parallel and later combined. This sec-

tion describes additional optimizations that reduce, cluster,

and prune these link-level simulations for better computa-

tional efficiency. These reduce the number of cores needed to

simulate a given network within some time bound, or equiv-

alently, the execution time on a single server machine.

4.1 Fast Link-Level Simulation

By far the largest computational cost in Parsimon are the

link-level simulations. Initially we used ns-3 as our link-level

backend. However, as a general-purpose simulator, ns-3 is

designed to support arbitrary protocols with arbitrary exten-

sions, all the way down to hardware models. This is more

flexible but means that every packet in ns-3 generates events

at everyhost, queue, and link—aswell as throughout thehosts’

modeled network stacks.

Instead, we implemented a custom and minimal simula-

tor optimized for high fidelity single link simulation. This

backend only models the workload, topology, queueing, and

congestion control. For congestion control, our prototype

implements DCTCP’s core algorithm [2] in a few tens of lines

of code. For example, we do not need to model the mecha-

nism for carrying ECN bits from switches back to endpoints.

Switching to a custom simulator speeds up the individual link

simulations by roughly anorder ofmagnitude,withnegligible

loss of accuracy. Reducing the simulation time of the worst

case (most congested) link also reduces the critical path dra-

matically. If more simulation features are needed, Parsimon
can use ns-3 at the cost of using more cores.

4.2 Clustering and Pruning Simulations

Lastly,we recall thatParsimon’s decomposition results in two

simulations per link: one in each direction (§3.1). On a large-
scale 6,144-host topologyweuse for evaluation, there are over

9,000 links, and therefore over 18,000 simulations generated.

Fortunately, data center topologies commonly induce sym-

metries that render some of these simulations redundant. For

example, up-links in the sameECMPgroupingcanbeassumed

to have the same characteristics and traffic patterns. Further-

more, the workloads themselves may also induce symmetries

due to communication patterns and load balancing [28].

We can take advantage of these symmetries by clustering

links that carry similar traffic and only simulating one rep-

resentative from each cluster. Then, in each cluster, all links
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Algorithm 1Greedy link clustering
1: unclustered←AllLinks ⊲ links here are unidirectional

2: clusters← [] ⊲ list of list of links

3: while not Empty(unclustered) do
4: members← [] ⊲ new cluster

5: representative← PopFirst(unclustered)

6: Push(members, representative) ⊲with initial member

7: for candidate in unclustered do ⊲ find other members

8: rfeature← Feature(representative)

9: cfeature← Feature(candidate)

10: if IsCloseEnough(rfeature, cfeature) then
11: Push(members, candidate) ⊲ newmember

12: Remove(unclustered, candidate)

13: Push(clusters, members)

14: return clusters

inherit the delay distribution produced by the representa-

tive link. Parsimon’s clustering requirement is quite specific,

which limits the range of popular clustering algorithms that

can be used. Let 𝑙1,𝑙2 ∈ 𝐿 be any two link-level simulations,

and let 𝑑 :𝐿×𝐿→R be a distance function. Ideally,

𝑙1 and 𝑙2 are clustered together⇐⇒ 𝑑 (𝑙1,𝑙2)<𝜖,

where 𝜖 is some bound. The left-to-right direction preserves

accuracy; the right-to-left supports efficiency. Most centroid-

basedanddensity-basedclusteringalgorithmsaren’tdesigned

to provide the left-to-right property. Instead, Parsimon uses
Alg. 1. This algorithm greedily clusters simulations together,

using a distance function that predicts which links will have

similar delay profiles. In our prototype, we check that the

link flow size and inter-arrival time distributions—as well as

their load levels—are close.We find this provides a reasonable

tradeoff between efficiency and accuracy, but users can turn

off the optimization at the cost of using more cores. Further

details about the clustering can be found in the appendix (§D).
5 Evaluation
Parsimon’s goal is to quickly estimate tail latencies for a vari-

etyof largedata centernetworks andworkloads. In evaluating

Parsimon, we would like to assess 1) Parsimon’s accuracy
and performance at the scale of thousands of hosts, and 2)

how accuracy is affected by awide range of variables over the

workload and the topology.

Our strategy is as follows. Using workloads extracted from

industry datasets, we start with a 384-rack, 6144-host topol-

ogy to evaluate Parsimon’s speed and accuracy in one sce-

nario at scale. Then, to evaluate nearly 200 other topology

and workload scenarios, we downsample the workload so

that it can run on a smaller 256-host topology. This allows us

to run enough ns-3 simulations quickly enough to perform

a detailed sensitivity analysis.

To more clearly illustrate sources of error in Parsimon, we
also construct and evaluate Parsimon on syntheticworkloads
on a small-scale parking lot topology in Appendix §C.

Variant Clustering? Link-level backend

Parsimon No custom

Parsimon/C Yes custom

Parsimon/ns-3 No ns-3

Parsimon/inf — custom

Table 1.The Parsimon variants under consideration. Parsimon/inf
is a variant that assumes infinite cores and memory.

5.1 General Setup

Each scenario we consider has six components: 1) a topology

size, 2) an oversubscription factor, 3) a traffic matrix, 4) a flow

size distribution, 5) a burstiness level, and 6) a maximum load

level. Here, we briefly describe how these are specified and

configured.We also discuss which Parsimon variants wewill
assess and howwe establish a baseline.

Topology and oversubscription. To mimic an industry

topology, our topologies are modeled after Meta’s data center

fabric [4]. In brief, there are three layers of switches: hosts

connected to a top-of-rack switch (ToR) with 10 Gbps links

constitute a rack, racks connected to each other via fabric

switches with 40 Gbps links constitute a pod, and pods con-
nected to each other via spine switches with 40 Gbps links

constitute a cluster. Spine switches are organized in planes.
We can modulate the size of a topology (corresponding to a

cluster) by adjusting the number of pods, the number of racks

per pod, and the number of hosts per rack, and we can mod-

ulate the oversubscription factor by adjusting the number of

spines per plane.

Trafficmatrices. The traffic matrices are extracted from

the datasets accompanying Roy et al.’s study of Meta’s data

center network [28]. The data only allow us to construct re-

liable rack-to-rack matrices. When sampling workloads, we

use the matrices to generate rack-to-rack traffic, but once a

rack is chosen, we select its hosts uniformly at random. This

may bear semblance to reality: according to Roy et al., Meta’s

racks typically only contain servers in the same role, and load

balancing is used pervasively. We use traffic matrices from

three different clusters: a database cluster (matrix A), a web

server cluster (matrix B), and a Hadoop cluster (matrix C).

Fig. 6a shows 32-rack samples of the matrices.

Flow sizes and burstiness. We use three flow size distribu-

tions, estimated from published data in Roy et al.’s study [28].
These are reproduced in Fig. 6b. For inter-arrival times,weuse

the log-normal distribution to model bursty traffic, and we

modulate the burstiness by adjusting the log-normal shape

parameter 𝜎 . For low burstiness, we select 𝜎 =1, and for high

burstiness, we choose 𝜎 =2.

Maximumload level. When setting a load level, we ensure

that the offered rate is less than the link capacity for each link

by specifying the maximum load level that any link can have.

Note that a given maximum load level may result in different

link load distributions, depending on the traffic matrix and

the topology. Fig. 6c shows the distribution of normalized link
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Figure 6. In the evaluation, we model workloads using data from Roy et al.’s study of Meta’s data center network [28]. The traffic matrices in

Fig. 6a are extracted from the accompanying dataset, and the flow size distributions in Fig. 6b are estimated from the published data. Lastly, for

a given topology, the distribution of link loads depends on 1) the trafficmatrix and 2) the degree of oversubscription. Fig. 6c shows the link loads

induced by thematrices in Fig. 6a on two 32-rack topologieswith different overprovisioning. The x-axis is normalized to themaximum link load.

Estimator Time Speed-up

ns-3 10h 48m 26s —

Parsimon 4m 13s 154×
Parsimon/C 1m 19s 492×
Parsimon/inf 21s 1864×

Table 2. Running times and speed-up of Parsimon variants

for five seconds of simulated time on a large oversubscribed

network with thousands of hosts. We find that Parsimon estimates

latencies orders of magnitude faster than does ns-3. If there is ample

opportunity for clustering or if there are infinite compute resources,

speed-up is substantially further increased. Measurements were

taken on a 32-core machine.

loads on a 32-rack topologywith the trafficmatrices in Fig. 6a

and two different oversubscription factors. When describing

how loaded a topology is, we will usually specify the average

load of the top 10%most loaded links.

Parsimonvariantsandbaseline. Toestablishabaseline for

Parsimon’s accuracy and performance, we use ns-3 with the

optimized build profile. We also consider several Parsimon
variants, summarized in Table 1. By default, Parsimon uses
the custom link-level backend (§4.1) with clustering turned
off. This expresses a lower bound on Parsimon’s expected
speed-up given a particular machine. Parsimon/C adds clus-

tering to the default variant using the methods described

at the end of §4.2, and Parsimon/ns-3 replaces the default’s
custom backend with ns-3. Lastly, Parsimon/inf provides an
estimate of Parsimon’s performance given infinite cores and

infinite memory, computed by adding the run time of the

longest link-level simulation to the fixed costs of network

setup and convolution sampling. This represents an upper

bound on the Parsimon’s achievable performance. All per-

formance measurements are taken on a 32-core AMD Ryzen

Threadripper 3970X.

5.2 Analysis on a Large-Scale Network

Here we evaluate Parsimon’s accuracy and performance on

a 384-rack, 6144-host topology. The topology has eight pods,

48 racks per pod, and 16 hosts per rack, with 2-to-1 oversub-

scription. For the workload, we use matrix B, theWebServer

flow size distribution, and high burstiness (𝜎 = 2). We set a

maximum link load of about 50%, which gives the 100 most

loaded links an average load of 32%, and the top 10% most

loaded links an average load of about 15%.We configure all

simulations to run for five seconds of simulated time. To es-

tablish a baseline, we first run the scenario in ns-3, then we

run the scenario in Parsimon and Parsimon/C (see Table 1).

Due to memory constraints we omit Parsimon/ns-3 here, but
we include its analysis at smaller scale in §5.3.

Fig. 7 shows the accuracy of Parsimon relative to ns-3

across fourflowsizebins.Wefindthatacrossall bins, bothvari-

ants accurately estimate tail latencies. If we consider all flow

sizes together,wefind thatParsimon andParsimon/C overes-

timate the p99 FCT slowdown by 8.8% and 7.5%, respectively.

Table 2 shows the running time and speed-up for each

estimator, which includes topology generation and convolu-

tion sampling overheads where applicable. While ns-3 took

nearly 11 hours, Parsimonwithout clustering took four min-

utes and 13 seconds, for a speed-up of 154×. If we turn clus-
tering on by using Parsimon/C, the running time is further

reduced to one minute and 19 seconds, for a speed-up of

492×. 1 In this case, only 25% of links were simulated; the rest

were pruned. Lastly, Parsimon/inf estimates Parsimon’s best
possible performance given infinite compute resources. The

longest-running single-link simulation took 11 seconds, and

with the additional 10 seconds required for network setup

and convolution sampling, the fastest projected running time

is 21 seconds.

We chose an oversubscribed topology to slightly disad-

vantage Parsimon’s method, as oversubscription can lower

Parsimon’s accuracy. §5.3 analyzes the effect of oversubscrip-
tion in more detail. We also ran the above experiment on a

topology without oversubscription, which for the same maxi-

mum load setting increased the top 10%average link load from

15% to 25%. We found Parsimon’s p99 accuracy improved

from 9% to about 7%, while Parsimon/C’s accuracy remained

1
We advise caution both in interpreting this number and in generalizing

it to scenarios at large. While our workloads are modeled after industry data,

they are still synthetic. There may be more or less opportunity to cluster and

prune link-level simulations, depending on the structure of real workloads

and the quality of the clustering algorithm.
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Figure 7. CDFs of FCT slowdown estimated by ns-3 and two Parsimon variants (note the y-axis). On a large network with 6,144 hosts,

an industry traffic matrix (matrix B), and 2-to-1 oversubscription in the core, Parsimon’s latency estimates are similar to those produced

by full-fidelity simulation. Table 2 shows the performance of each estimator.

Parameter Sample space

Oversubscription 1-to-1, 2-to-1, 4-to-1

Traffic matrix Matrix A, Matrix B, Matrix C

Flow size distribution CacheFollower, WebServer, Hadoop

Burstiness Low (𝜎 =1), High (𝜎 =2)

Max load 26% to 83% (continuous range)

Table 3. The sample space for the sensitivity analysis in §5.3.

0.0 0.1 0.2 0.3 0.4 0.5
Error of p99 FCT slowdown

0.00

0.25

0.50

0.75

1.00

CD
F

Max load range (max top 10% avg load)
26% - 41% (34%)
56% - 83% (68%)

41% - 56% (50%)
all scenarios

Figure 8. CDFs of p99 error between Parsimon and ns-3 across all
scenarios drawn from the sample space in Table 3. The distributions

are binned by maximum load. In parentheses, we give the maximum

value for the top 10% average load in each bin. Under common

conditions of low to moderate load, Parsimon’s estimates for the

p99 FCT slowdown are reliably within 10% of the ground truth.

approximately the same. However, because aggregate load in-

creased, ns-3 took 27 hours for five seconds of simulated time,

and speed-ups for Parsimon, Parsimon/C and Parsimon/inf
were 152×, 872×, and 3487×, respectively. Parsimon/C bene-

fited from the increased number of links in each ECMP group-

ing, allowing it to prune 85% of the link-level simulations.

5.3 Sensitivity Analysis at Small Scale

Next we turn our attention to how different aspects of work-

loads and topologies affect Parsimon’s accuracy. To be able
to simulate enough scenarios in ns-3 for a sensitivity analysis,

we downsample the topologies and trafficmatrices to 32 racks.

The resulting topologies have two pods, 16 racks per pod, and

eight hosts per rack, and the number of spines per plane varies

to accommodate different oversubscription factors.

Our approach is as follows. First, we construct a sample

space over the parameters defining the workload and the

topology (aside from the number of servers, which is fixed).

The sample space is shown in Table 3. Then, we sample 192

scenarios uniformly at random, and we run ns-3 and the de-

fault Parsimon variant on each of them for several seconds

of simulated time. Next, for each scenario, we take the p99

FCT slowdown estimated by both ns-3 and Parsimon, andwe
compute the error between them. If these values are 𝑛 and

𝑝 respectively, then the error is (𝑝 −𝑛)/𝑛. Negative values
indicate that Parsimon produced an underestimate.

Since we have one error value per scenario, the errors give

rise to distributions of error associated with the original sam-

ple space. Nowwhat remains is to determine how the work-

load and topology parameters affect error distributions. To

start, recall from the discussion in §3.6 that the magnitude

of error is expected to be load-dependent, with higher errors

typically manifesting at higher loads, so we begin by exam-

ining the effect of the maximum load setting on Parsimon’s
accuracy.

Maximumload. Fig. 8 shows the error distributions binned

by maximum load. Among all scenarios, Parsimon’s p99 es-
timates are within 10% of ns-3’s estimates 85% of the time At

high load, we observe larger overestimates of up to 52% in

theworst case. In themost highly-loaded group of scenarios—

with maximum link loads between 56% and 83%—Parsimon
is within 10% of ns-3 62% of the time, with an average error

of about 11%. However, this includes scenarios where 10% of

the links have an average load of up to 68%, which is much

higher than what is reported in the literature. For example,

Roy et al. report that in Meta’s data center network, 99% of

host links are less than 10% loaded, and the top 5% of core

links have loads between 23% and 46% [28]. Among scenar-

ios where the maximum link load is between 26% and 41%,

Parsimon is within 10% of ns-3 100% of the time. If we further

include scenarios with maximum link loads between 41% and

56%, that number falls to 96%. Finally, while Parsimon’s tech-
niques tend to overestimate latencies, in 3% of the scenarios,

Parsimon underestimates p99 slowdown by up to 2%.

Other parameters. We next turn to the effects of all other

workload and topology parameters. We start by only consid-

ering scenarios where the maximum link load is less than or

equal to 50%; this will tell us whether any of the parameters
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Figure 9.Distributions of p99 error between Parsimon and ns-3, faceted by different workload and topology parameters. For each distribution

we show the median, the quartiles, and a rotated kernel density estimation. We consider the low-load regime (Fig. 9a) and the high-load

regime (Fig. 9b) separately. At low load, the workload and topology parameters only have a modest effect on Parsimon’s accuracy, but at high
load, the conditions leading to the largest errors come into view: high load, high oversubscription, with very short flows. Note the different

y-axes between the two load regimes.

Error Max load Matrix Sizes Oversub 𝜎

51.9% 77.6% A WebServer 4-to-1 1

30.1% 67.3% A WebServer 4-to-1 2

29.6% 67.0% A WebServer 4-to-1 2

25.6% 65.9% A WebServer 4-to-1 1

24.6% 73.2% B WebServer 4-to-1 1

Table 4. The five scenarios with the highest error values from the

sensitivity analysis in §5.3.

have a large effect on accuracy in the low-load regime. Fig. 9a

shows the median error and error distributions as a violin

plot for low-load scenarios grouped by traffic matrix, flow

size distribution, oversubscription, and burstiness. Overall,

changes to these parameters appear only to have a modest

effect. The choice of traffic matrix has the clearest trend, but

load is a confounder here: recall from Fig. 6c that different

traffic matrices yield different link load distributions for the

same maximum load setting.

When we look at the high load regime in Fig. 9b, a clear

picture comes into view. We see much longer tails in error

distributions for matrix A, theWebServer flow size distribu-

tion, and 4-to-1 oversubscription. Together with Fig. 9a, this

suggests that none of these settings has a strong effect on its

own, but coupled together in the high load regime, they have a
pronounced effect on Parsimon’s accuracy. Matrix A induces

higher average load and hasmore cross-rack traffic,making it

more likely for its flows to encounter multiple simultaneous

bottlenecks. The WebServer flow size distribution is domi-

nated by short flows (Fig. 6b), a third of which are smaller

than 1 KB and 80% of which are smaller than 10 KB. Because

more of the traffic completes within a single round trip, there

is more ephemeral congestion and bandwidth smoothing can

have a larger impact.

Finally, oversubscription has an effect at high load: if we

removed all scenarios with 4-to-1 oversubscription, the max-

imum error would only be 20% rather than 52%, even at high

load. In addition to the double counting of delays described in

§3.6, oversubscription can also increase correlations in link
delays. To achieve 4-to-1 oversubscription in topologies as

small as these, there are only four spine switches per plane

forwarding traffic between groups of 16 racks, leaving rel-

atively few paths through the core. Fewer paths can result

in higher degrees of correlation—especially with matrix A,

whose traffic is primarily inter-rack (Fig. 6a). Finally, this

setting combined with the short flows from theWebServer

distributions gives rise to errors of up to 52%.

Table 4 lists the scenarios with the top five highest error

values. Four have matrix A, all have theWebServer distribu-

tion, and all five have 4-to-1 oversubscription. In this group,

the average maximum load is 70.2%. Since we expect the

combination of all-to-all workload, heavily oversubscribed

topology, and persistently high core utilization to occur rela-

tively infrequently, the data suggest thatParsimonmaintains

good accuracy under common conditions.

MixedWorkloads. Wealso use the small topology to study

the Parsimon prediction error for subsets of traffic in hetero-

geneous workloads in Appendix §A.
5.4 Analysis of One Configuration

We pick one representative scenario to examine in more de-

tail, to test if our approach is robust to alternate definitions

of tail latency, congestion control protocol, workload, and

topology. To pick a scenario whose accuracy is somewhat

worse than the average case, we rank-order all scenarios by

error and select the one at the 85
th
percentile. This has matrix

A, the Hadoop flow size distribution, low burstiness, 2-to-1

oversubscription, and amaximum load of 68% (with a top 10%

average load of 56%).
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Figure 10. CDFs of FCT slowdown estimated by ns-3 and

Parsimon for the scenario whose error is at the 85th percentile of
the p99 error distribution. Note the y-axis. Even though the accuracy

here is worse than in the common case, Parsimon’s estimates

remain close across most of the tail. Also shown is Parsimon/ns-3.

Protocol Max load Error in p99 FCT slowdown

< 10 KB 10 KB - 1 MB > 1MB

DCTCP 45% 1.4% 9.2% 15.9%

TIMELY 45% 4.0% 17.9% 13.7%

DCQCN 45% 5.9% 11.6% 12.8%

DCTCP 56% 2.8% 9.2% 14.6%

TIMELY 56% 8.1% 20.0% 11.3%

DCQCN 56% 7.6% 14.6% 12.2%

DCTCP 67% 13.8% 11.3% 13.6%

TIMELY 67% 13.3% 18.2% 5.0%

DCQCN 67% 18.0% 15.2% 13.6%

Table 5. Prediction error of Parsimon/ns-3 for estimated p99 FCT

slowdown with three different congestion control protocols for

the sample configuration at different load levels and for different

request sizes.

Tail distribution. Operators may differ in their definitions

of tail latency, e.g., focusing on the 90th or 99.9th percentile,

rather than just the 99th FCT slowdown. Fig. 10 shows the tail

of the cumulative distribution of FCT slowdown for different

flow sizes for the selected configuration, for ns-3 and each of

the Parsimon variants. The prediction error is similar across

the tail of thedistribution for this scenario,with little accuracy

difference between any of the variants.

Transport protocols. We use the sample scenario to test

the generality of Parsimon to two additional congestion con-
trol protocols, DCQCN [36] and TIMELY [19]. DCQCN is

designed for RDMA traffic, while TIMELY uses network de-

lay, rather than ECN signals, to detect congestion. To focus

on prediction error for our approximation methods, we use

the pre-existing ns-3 implementation of the protocols as the

Parsimon link level simulator for this part of the evaluation.

Note that Parsimon and Parsimon/ns-3 exhibit a few percent

difference in p99 error for DCTCP for this configuration. Be-

cause the prediction error for different congestion control

protocols may depend on the amount of congestion, we also

run the experiment at varying load levels.

Table 5 shows the prediction error for Parsimon/ns-3 rela-
tive to ns-3 in the estimated p99 FCT slowdown at three load

levels for the three transport protocols, aggregated by request

size. For this configuration, Parsimon is most accurate for

small flows and low to moderate maximum link utilization,

and that is true for all three congestion control protocols.

DCTCP has somewhat lower error for small and medium size

flows at low to moderate utilization. Relative error is higher

for larger transfers and highermaximum link utilization,with

no clear pattern in the error for different protocols.

Simulated link failures. We also use the sample configu-

ration to examine the prediction accuracy for topologies with

simulated link failures in Appendix §B.
6 Conclusion
In this paper, we propose and evaluate a newmethod for com-

puting a conservative estimate of flow-level tail latency for

large scale data center networks, given an arbitrary trafficma-

trix, topology, flow size distribution, and inter-arrival process.

Our approach decomposes the problem into a large number of

individual link simulations, specially constructed to produce

accurate estimates of the probability distribution of delay

contributed by congestion at each link.We thenmechanically

combine these link-level delay distributions to produce flow-

level estimates. On a large-scale network using a commercial

workload, our approach outperforms ns-3 by a factor of 492

on a single multicore server with a loss of accuracy of less

than 9% in the tail of the latency distribution.
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A MixedWorkloads
Parsimon’s methods are designed to estimate performance

distributions rather thanper-flowmetrics.However, it is often

useful to aggregate FCT performance estimates in different

ways. For example, an operator may wish to estimate the

performance of individual virtual networks or individual ser-

vices. In this section,weconduct a simple experiment to assess

Parsimon’s ability to estimate performance for separate ag-

gregates.

We start bymixing three differentworkloads—eachwith its

own traffic matrix and flow size distribution—into one work-

load. Table 6 summarizes their differences. Eachworkload has

a maximum load setting of 20% and a high burstiness setting

(𝜎 =2), and their combination results in a maximum link load

of about 50%. We run the combined workload on the small-

scale topology with 2-to-1 oversubscription from §5.3, and
we observe the accuracy for each workload faceted by flow

size. Fig. 11 shows the cumulative distribution function (CDF)

of FCT slowdown for ns-3 and Parsimon. We observe that

across all workloads and flow size bins, Parsimonmaintains

good accuracy.

B Link Failures
One operational use case for Parsimon is to estimate counter-

factual network performance in the presence of potential

link failures or planned outages. In this section, we use the

sample scenario from §5.4 (matrix A, the Hadoop flow size

distribution, low burstiness, 2-to-1 oversubscription, and a

maximum link load of 68%) to evaluate Parsimon for this

use case. For this configuration, the error in estimated p99

FCT slowdown between ns-3 and Parsimonwas around 10%.
Since link failures increase the load on the remaining links,

we should expect some decreased accuracy for Parsimon in
this case. On the other hand, simulating all possible network

failures in ns-3 would be prohibitively expensive.
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Figure 11. CDFs of FCT slowdown for ns-3 and Parsimon,
bucketed by workload and flow size. Note the y-axes. When mixing

workloads in a single simulation, Parsimon can accurately estimate

performance distributions for individual workloads in addition to

full-network aggregates.
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Figure 12. Errors between ns-3 and Parsimon in estimated FCT

slowdowns when there is a link failure. Fig. 12a shows the error

distribution for p99 estimates from ten trials—eachwith one random

link failure—with the dashed line showing the error with no link

failure. Fig. 12b shows the CDF of FCT slowdowns for the trial with

the highest p99 error. For the small oversubscribed topology used in

this experiment, a link failure modestly increases estimation error.

In selecting links to fail, we only consider links in ECMP

groupings, such that the failure of one link causes traffic to be

routed to the other links in the group. In Meta’s data center

fabric [4], this corresponds to links between fabric switches

and spine switches and links betweenToR switches and fabric

switches. In the small 32-rack topology used here (§5.3 for
details), there are 96 such links. We run ten trials, each time

picking a randomoneof the links to fail, keeping theworkload

constant. We note that this setting represents a particularly

bad case for Parsimon: in addition to the high link loads, the
scenario uses an all-to-all communication pattern on a small

and oversubscribed topology, which means each link failure

in the core can have an outsized effect on other core links.
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Figure 13. The parking lot topology used in §C. In this topology,
zero sends to six, one sends to two, three sends to four, and five

sends to six. We refer to the traffic from zero to six asmain traffic
and to all other traffic as cross traffic. The bolded red links contain
both main traffic and cross traffic, and we call them congested links.
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Figure14.CDFsof FCTslowdownestimatedbyns-3 andParsimon
for themain traffic, bothwith andwithout cross traffic.When there is

cross traffic, errors arising from first-hop delays are second-order, as

most delays are cause by queueing on the congested links. However,

when there is no cross traffic, those errors become dominant. The

graph on the right uses the same workload as the one on the left,

except the cross traffic is removed. Note the different x-axes.

Fig. 12a shows the distribution of errors in p99 estimates.

With a single link failure, the errors range from 11% to 14%,

with amedian error of 12%. Fig. 12b shows the estimatedCDFs

of FCT slowdown for the trial with the highest error.

C Studying Error Sources
Recall from §3.6 that Parsimon’s approximations induce er-

rors in its end-to-end estimates. In this appendix, we use

microbenchmarks to study the effects of some pathological

cases on Parsimon’s accuracy. For an initial discussion on

these topics, please refer to §3.6.
Throughout, we use the parking lot topology shown in

Fig. 13 with 40 Gbps links. The flow of traffic through the

topology is shown with arrows and described in the caption.

We refer to the traffic fromnode zero tonode six asmain traffic
and to all other traffic as cross traffic. The bolded red links

contain both main traffic and cross traffic, and we call them

congested links. In all experiments, we set the load of the main

traffic to 25%.When there is cross traffic, its load is also 25%,

yielding a total load of 50% on all three congested links. Lastly,

to isolate the effects on the main path from zero to six, we

measure FCT slowdowndistributions only for themain traffic.

C.1 First-Hop Delays

First, consider the case where all traffic in Fig. 13 originates

from node zero and is destined to node six, and recall that

all links have the same capacity. In a real network, all queue-

ing in this scenario would occur at the first hop. Subsequent

hops would see traffic completely smoothed, and they would

therefore contributing zero queueing delay.

If we re-examine how link-level topologies are constructed

in Fig. 4,we see that this smoothing effect is captured, since all

trafficpasses throughedge linkswith theoriginal edge-linkca-

pacities. However, for the link-level topologies in cases B and

C of Fig. 4, it is possible for first-hop edge links to contribute

delays thatwill be (erroniously) attributed to the target link. In

most cases,weexpect themagnitudeof this error tobe small.A

target linkwill almost always havemultiple sources, and only

the traffic passing through the target link is simulated. Con-

sequently, the first-hop delays in link-level simulation are ex-

pected to be small compared to delays accrued at target links.

The scenario which we first described—in which all traf-

fic on a path originates from a single source—represents the

worst case. Here, all target links (aside from the first hop) con-

tribute no queueing delay, thus magnifying the error induced

by repeatedly counting the first-hop delays for each target

link. Fig. 14 shows this effect. In this experiment, the main

traffic consists of one kilobyte flows, and the cross traffic con-

sists of 10 kilobyte flows. All traffic follows a Poisson arrival

process. With cross traffic, we see from the graph on the left

that Parsimon accurately estimates the FCT slowdown dis-

tribution of the main traffic. However, when we remove the

cross traffic, as done to produce the graph on the right, we see

substantial error in Parsimon’s estimates due to the first-hop

delayspreviouslydescribed.Wenote that this error exists even
when there is cross traffic, but the error contributes so little to
total delays—which are dominated by queueing at congested

links—that Parsimon still maintains good accuracy.

C.2 Correlated and Simultaneous Delays

Next we examine the effect of correlated and simultaneous

delays on Parsimon’s accuracy.We begin by artificially corre-

latingdelays and examining the effect on estimated slowdown

distributions.Note that if thedelays alongapatharepositively

correlated—for example, if the probability of encountering

delay at hop 𝑖+1 is higher given there is delay at hop 𝑖—then
we also expect to see more simultaneous delays along the

path. We create these correlated delays by modulating the

cross traffic. For regular unmodified cross traffic, we use the

same setup as in the previous subsection (§C.1). To artificially
correlate delays,we replicate the exact sequence of flows from

source one on sources three and five in Fig. 13, so that all three

sources of cross traffic send the same flows at the same time.

This produces an extreme case of correlation.

Because short-flow and long-flow estimates have different

sources of error, we separate the two cases when generating

the main traffic. For short flows we use the same one kilobyte

flows as before, and for long flows we generate flows that

are 10 times the maximum bandwidth-delay product, or 400
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Figure 15. CDFs of FCT slowdown estimated by ns-3 and

Parsimon for the main traffic with regular or identical cross traffic.

The main traffic consists either of short flows (Fig. 15a) or long

flows (Fig. 15b). When delays are artifically correlated by replicating

the same cross traffic across hosts, accuracy decreases for both

short and long flows, with long flows seeing larger errors. In fact,

long-flow estimates have significant error even when delays are not

explicitly correlated; this is due to the simultaneous delays induced

by the smooth Poisson cross traffic.
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Figure 16. CDFs of FCT slowdown for the same scenario as in

Fig. 15b, but with bursty cross traffic (log-normal inter-arrival times,

𝜎 =2). When the cross traffic is bursty, long flows experience fewer

simultaneous delays with regular cross traffic. This results in less

error in Parsimon’s estimates.

kilobytes. Fig. 15 shows the effect of correlating delays on

Parsimon’s accuracy for short and long flows.

Short-flowmaintraffic. In the caseof shortflows (Fig. 15a),

a chief effect of increased correlation is to alter the probability

that a flow will encounter queueing. For example, suppose

a short flow traverses only two links at 50% utilization. If

the delays of the two links are independent, we can estimate

the probability that the flow encounters no delay (i.e., no

queueing) as 50% × 50% = 25%. However, if the delays are

perfectly positively correlated, then the probability that the

flowencounters no delay increases to 50%. Parsimon does not
capture this effect because it treats all links independently;

in this experiment, this manifests as slight overestimates in

FCT slowdown distributions.

Long-flowmain traffic. While the total delay for a short

flow can be thought of as the sum of individual link delays,

the same reasoning does not straightforwardly extend to long

flows. Unlike a short flow, a long flow occupies multiple hops

at the same time, and only the bottleneck at each instant con-

tributes to end-to-end delay. Summing link delays is therefore

onlyappropriate if differenthops contribute significantdelays

at largely different times. However, Parsimon always aggre-
gates individual link contributions by adding them, regardless

of whether a link was the bottleneck when the delay was in-

curred.Whenwe turnour attention to Fig. 15b,we see that not

only is the effect of identical cross trafficmore severe, but also

there is significant error evenwith regular cross traffic. This is

because the cross traffic is smooth (recall that it uses uniform

flowsizes andaPoissonarrival process). Smooth traffic results

in small but frequent delays at congested links, increasing the

chance that long flows will experience simultaneous delays.

In Fig. 16, we duplicate the scenario in Fig. 15b, except we

make the cross traffic bursty by using a log-normal inter-

arrival time distribution with shape parameter 𝜎 =2. Because

the cross traffic is bursty, there is less simultaneous delay

in the regular case, and the induced error is less dominant.

Consequently, Parsimon’s estimates are closer to the ground

truth in the graph on the left. Identical cross traffic still in-

duces large and frequent simultaneous delays, so the errors

remain in the graph on the right.

D Clustering Details
Here we briefly describe the distance function and the thresh-

olding critera we use in the evaluation (§5) for clustering link-
level simulations. First, recall from §4.2 that the link features
we extract are 1) the average load, 2) the flow size distribution,

3) the inter-arrival time distribution. For any two links, we

compute distances between their features, and we cluster the

links together if the distances are under some threshold.

Distance functions. To compute a distance between link

loads, we compute the error. If𝑎 and𝑏 are two link loads, error

𝑒 is computed as

𝑒 =
|𝑎−𝑏 |
𝑎

.

To compare distributions, there are many options. We opt for

a function that is 1) easily interpretable, 2) scale-independent,

and 3) adequately captures differences in the tail. To com-

pute a distance between two distributions, we extract 1,000

percentiles from each of them, and we compute a weighted

mean absolute percentage error (WMAPE) between them.

Suppose𝐴 and 𝐵 are the sequences of extracted percentiles.
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Then, WMAPE is computed as

WMAPE =

∑𝑛
𝑖=1 |𝐴𝑖−𝐵𝑖 |∑𝑛

𝑖=1 |𝐴𝑖 |
.

For our purpose,𝐴𝑖 and 𝐵𝑖 are non-negative for all 𝑖 . We note

it is a bit counterintuitive for our distance functions not to

commute. However, we have found that it is easy to set thresh-

olds for these metrics, and they produce adequate clustering

for the workloads under study.

Distance thresholds. Recall that we only want to cluster

two links together if we expect their simulation outputs to be

similar. Consequently, when setting a threshold for link loads

we must consider the network and the workload being as-

sessed. At high load, small differences in link loads can yield

large differences in the tails of FCT distributions; in these

cases, we typically set tighter thresholds to preserve accuracy

(as usual, this is subject to a speed-accuracy trade-off). For

highly-loaded networks, we commonly require 𝑒 <0.001 or

𝑒 <0.002 for links to be clustered together. Ideally, this deci-

sion would be made on a link-by-link basis, so that tighter

thresholds would be set only for high-load links—doing so

may allow for more liberal clustering of the low-load links

contributing little delay, resulting in more pruned simula-

tions. However, the current prototype sets a single threshold

per simulation. To set a threshold between distributions, we

typically requireWMAPE<0.1.
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Abstract
Dynamic adaptation has become an essential technique in
accelerating distributed machine learning (ML) training. Re-
cent studies have shown that dynamically adjusting model
structure (e.g., lottery ticket hypothesis [16]) or hyperparame-
ters (e.g., batch size [1]) can significantly accelerate training
without sacrificing accuracy. However, existing ML cluster
schedulers are not designed to handle dynamic adaptation.
We show that existing schemes fail to provide fairness and de-
grade system efficiency when the training throughput changes
over time under dynamic adaptation. We design Shockwave,
a scheduler with future planning that builds on two key ideas.
First, Shockwave extends classic market theory from static
settings to dynamic settings to co-optimize efficiency and
fairness. Second, Shockwave utilizes stochastic dynamic pro-
gramming to handle dynamic changes. We build a system
for Shockwave and validate its performance with both trace-
driven simulation and cluster experiments. Results show that
for traces of ML jobs with dynamic adaptation, Shockwave im-
proves makespan by 1.3× and fairness by 2× when compared
with existing fair scheduling schemes.

1 Introduction
GPU-powered deep neural network (DNN) training is rapidly
becoming a core workload in data centers [25, 28, 29]. Due to
the sheer volume of training data and massive, ever-increasing
model sizes, many DNN models cannot be trained on a single
GPU device, and distributed, multi-GPU training has become
the norm. The increasing demand for GPU devices motivates
enterprises to consolidate their hardware resources and run
their workloads in a shared GPU cluster [25]. Thus, building
scheduling mechanisms that can fairly arbitrate among jobs
competing for GPU resources and efficiently schedule them
for high cluster utilization is important.

While there has been a plethora of work in designing sched-
ulers for DNN workloads, they do not use a rigorous ap-
proach to co-optimize system efficiency and fairness. Systems
like Gandiva [41] and Tiresias [21] optimize makespan and
average JCT (Job Completion Time) with techniques such

as dynamic scaling, time-slicing, and over-subscription, but
do not consider fairness. Processor sharing [40] based ap-
proaches such as DRF [17] and Gavel (Weighted Max-Min
Fairness) [33] provide instantaneous fair share of (dominant)
resources in each scheduling round, but this can significantly
undermine efficiency [20, 35]. Stride [39] scheduling-based
approaches such as Gandiva-Fair [10] require cluster opera-
tors to explicitly specify an individual job’s share (e.g., A 20%
and B 80% of GPUs), and manually specified fixed shares
can violate long-term fairness for ML jobs [29]. Finally, Al-
loX [28] and Themis [29] aim to provide long-term fairness
by adopting a filter-based approach where within each round,
a subset of jobs that are furthest from the fair share are filtered,
and among the filtered jobs the ones which maximize effi-
ciency are chosen by the scheduler. However, the filter value
requires onerous hand-tuning; furthermore, even with careful
tuning, using a fixed filter can lead to sub-optimal efficiency
and fairness (§2).

We design Shockwave, a scheduler that leverages market
theory to jointly optimize efficiency and fairness for ML train-
ing jobs in a systematic and principled fashion. We formulate
a Fisher market [5] where every job receives an equal budget
to purchase resources from a central arbiter. The arbiter then
computes prices such that the market reaches an equilibrium;
i.e., each job’s budget is spent to maximize its performance
(e.g., training throughput) and all resources are completely
sold. Formulating resource allocation using market theory
is powerful because achieving market equilibrium guaran-
tees both fairness and efficiency. Each job has equal purchas-
ing power in acquiring resources, ensuring fairness. Further,
market-clearing equilibrium ensures work conservation and
that each job’s performance is maximized given its budget.

While economic theory has been the basis of many prior
systems (e.g., DRF [17], Themis [29], and REF [43]), they
all assume jobs have known static resource requests. This
assumption is no longer true for elastic ML training jobs [24,
30,36] whose resource requirements dynamically change over
time; further, the changes in resource requirements depend
on model update patterns, and thus they are unknown apriori.
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For example, training jobs can dynamically scale their batch
size by computing the gradient noise scale (GNS) [30, 31].
OpenAI has used batch size scaling (from 32 to 32M) to
accelerate GPT-3 training by 500x [7] and similarly, BERT-
Large training uses dynamic batch sizes (256 to 4096) to
achieve a 2.5x speedup [37]. In this paper, we extend market
theory to develop an efficient and fair scheduler for ML jobs
with elastic resource requirements.

Existing schedulers are either agnostic or reactive to dy-
namic changes and our experiments show (§3) that they fail
to guarantee fairness or significantly degrade efficiency. The
key reason for this is that an optimal schedule or weight as-
signment [10] at the current instant can be suboptimal in the
future, and reactively re-prioritizing jobs can be too late to
compensate for the under-prioritization in the early phases.
State-of-the-art schedulers that accommodate dynamism, e.g.,
Pollux [36] do so automatically on behalf of jobs, e.g., by
automatically scaling batch sizes. We find that this can hurt
training accuracy [1, 11] (§2.3); thus, our aim is to let users
perform elastic changes as their algorithms demand. Achiev-
ing fair allocation under dynamism without assuming any
control over said dynamism is challenging, and is not studied
in existing research. We present a detailed comparison be-
tween Shockwave and other schedulers such as Themis [29],
AFS [24] and Pollux [36] in Section 2.

To support dynamic changes in resource requirements over
time, we extend the classic, static Fisher market and propose
a new discrete-time, dynamic market that can ensure long-
term efficiency and fairness. Using discrete time helps us
capture the effects of running a market repeatedly over many
rounds and a dynamic market helps us capture time-varying
utility1 for jobs. For example, consider a scenario where we
are running 20 rounds of scheduling for a job. If a job’s per-
GPU batch size increases by 2× after 10 rounds due to GNS
scaling, its utility from being allocated one GPU (𝑢0) will also
double after 10 rounds (𝑢1 = 2𝑢0). A static market will assume
time-invariant utility, and will compute the accrued utility over
20 rounds for the job as 20𝑢0; in contrast, a dynamic market
can capture the change in utility for the job over time, and can
accurately compute the accrued utility over 20 epochs as 30𝑢0.
Accurately computing the utility can enable the dynamic
market to optimize fairness and efficiency over time. We prove
that our dynamic market formulation (§4.2) guarantees long-
term efficiency and fairness properties such as maximized
Nash social welfare over time, Pareto optimality over time,
and sharing incentive.

Implementing the dynamic market formulation in real sys-
tems is challenging for two main reasons. First, the market for-
mulation needs to know utility values in the future to compute
market equilibrium. Dynamic adaptations in jobs are non-
deterministically triggered, as they are dependent on gradient
values that vary across models and datasets, which makes

1A utility function maps a job’s allocated resource (e.g., GPU) to the
resulting performance (e.g., throughput).

it challenging to predict utility in the future. Second, solv-
ing the dynamic market equilibrium for an (infinitely) long
time horizon is difficult and impractical. It is computation-
ally prohibitive and requires forecasting every job’s future
performance characteristics. Further, as jobs arrive and com-
plete online, we need to periodically solve for the market
equilibrium while maintaining low scheduling overheads.

To bridge the gap between theory and systems, Shockwave
addresses these challenges and implements a dynamic adap-
tation predictor and an approximate dynamic market. First,
we observe that dynamic adaptation for real-world ML work-
loads follows a handful of patterns, and these patterns can be
predicted using Bayesian statistics. We then develop methods
to integrate these predictions into our dynamic market for-
mulation. Second, while performing round-based scheduling,
we find that planning a schedule for an (infinitely) long time
horizon can introduce significant overheads. To maintain low
scheduling overheads, Shockwave only plans the schedule for
a finite length window (e.g, 30-60 minutes), and we design
estimators that can capture the effects on long-term fairness
and long-term efficiency that arise from short-term planning.
This design helps us balance the system overheads without
sacrificing long-term objectives.

We evaluate Shockwave on a 32-GPU cluster testbed and
use a simulator to study large-scale GPU clusters. Using multi-
ple workloads derived from prior, real-world systems [33,36],
we find that Shockwave improves makespan by 1.3× and
fairness by 2× compared to existing fair DNN cluster sched-
ulers including Themis [29], Gavel [33], AlloX [28], etc. We
further evaluate Shockwave on differently sized clusters. Us-
ing a simulator built with the same scheduler as in a phys-
ical cluster we find that Shockwave scales to schedule 900
active DNN training jobs on 256 GPUs and maintains the
benefits in makespan (1.26-1.37×) and fairness (2.5-3.1×)
when compared to existing schedulers. We show that our
solver overhead remains low and is less than 12.5% of a two-
minute-long round duration.2 Shockwave is open sourced at
https://github.com/uw-mad-dash/shockwave.

2 Motivation
We begin by motivating the need to design a new cluster
scheduler for machine learning workloads.

Filter 𝑓 Worst FTF-𝜌 SI Avg. JCT Makespan
Adaptive - 1/ 1

3 / 2
3 0.83 ✓ 5 7

Fixed - 1/3 1.0 ✓ 5.7 7
Fixed - 2/3 1.1 × 5.7 7
Fixed - 1 1.1 × 6.0 7

Table 1: Themis example: using a fixed filter yields subop-
timal JCT and/or fairness compared with an adaptive filter.
Figure 1 visualizes the schedule for 𝑓 = 2/3, showing the
cluster and job setting, and demonstrates how a filter works.

2The solver runs asynchronously in a separate thread and does not block
the main scheduling loop.
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GPU ID \ round ID 0 1 2 3 4 5 6
0 A B A A B A A
1 A B A A B A A
2 B C C B C A A
3 B C C B C   
f 2/3 2/3 2/3 2/3 2/3 2/3 2/3

Cluster setting: 4 GPUs. Jobs: A, B, C are three DNN training jobs with one iteration.
Serial (1-GPU) iteration times for A, B, and C are 12, 8, and 6.

The number of requested GPUs per iteration for A, B, and C are 3, 2, and 2.

Figure 1: Example - Themis [29] with a static filter ( 𝑓 = 2/3).
In each round of allocation, the filter (grey color) selects 2/3
of the jobs unfairly treated so far. The resulting FTF-𝜌 values
for jobs (A, B, C) are (0.78, 0.83, 1.1), showing a static filter
hurts fairness. As in Themis, we assume a linear slowdown
when the number of allocated GPUs is less than requested.

2.1 Jointly Optimizing Fairness and Efficiency

Existing scheduling mechanisms lack a systematic approach
to jointly optimize fairness and efficiency. We first formally
define a fairness metric: we adopt the definition of fairness
used in recent work such as Themis [29], Gavel [33], and
Pollux [36]: Finish Time Fairness (FTF) 𝜌(𝐺) = 𝑡𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒

𝑡𝑒𝑔𝑎𝑙𝑖𝑡𝑎𝑟𝑖𝑎𝑛
;

where 𝑡𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒 represents the job finish time resulting from
a policy 𝐺, and 𝑡𝑒𝑔𝑎𝑙𝑖𝑡𝑎𝑟𝑖𝑎𝑛 is 𝑡𝑒𝑥𝑐𝑙𝑢𝑠𝑖𝑣𝑒 ·𝑁; 𝑁 indicates the
number of contending jobs, 𝑡𝑒𝑥𝑐𝑙𝑢𝑠𝑖𝑣𝑒 indicates run time when
running exclusively with requested resources. FTF 𝜌 > 1
(𝜌 <= 1) indicates that a job is unfairly (fairly) scheduled.
Note that while we focus on FTF, Shockwave’s underlying
market formulation can be extended to support other fairness
metrics. For example, by assigning different budgets to jobs
we can support weighted proportional fairness [27] with the
budgets encoding priorities.

Second, we define a policy as efficient if it minimizes
makespan, or correspondingly, maximizes cluster utilization
given a sequence of jobs.
Instantaneous fair-share sacrifices efficiency. Existing fair
sharing policies, such as Processor-Sharing (PS) [40] and its
multi-dimensional extension, Dominant Resource Fairness
(DRF) [17], guarantee that at each instant, any job in the sched-
ule obtains exactly a 1/𝑁 share of the (dominant) resources.
However, restricting schedulers to instantaneous fair share
can adversely degrade long-term efficiency. Previous work
in Altruistic Scheduling (AS) [20] has shown that sacrificing
instantaneous fair share and letting some jobs altruistically
contribute resources can improve efficiency by 26% [20].
Using filters to balance fairness and efficiency is sub-
optimal. Given the limitations of instantaneous fair sharing
schemes, recent work [28,29] has proposed using round-based
schemes that optimize instantaneous efficiency and long-term
fairness. Within each round of scheduling, AlloX [28] and
Themis [29] select for allocation a fixed fraction ( 𝑓 ) of jobs
that have attained the least resource share in the past. Within
these filtered jobs, the scheduler tries to maximize efficiency.
Across rounds, the filter compensates for jobs unfairly sched-
uled in the past and thus pursues fairness in the long run.

Existing studies pre-specify a fixed value for filter 𝑓 across

rounds, but we find that adopting a fixed filter can incur a
loss in average JCT or makespan [29], and filter tuning is
challenging. Table 1 uses a simple example with three jobs
to show how different filters yield very different performance
outcomes: fixed filter values 𝑓 = 1 and 𝑓 = 2

3 violate finish
time fairness (𝜌 > 1) while 𝑓 = 1/3 leads to worse JCT. We
included the full toy examples in Appendix B. Tuning the
hand-crafted fairness filter is challenging without any insight
into the resulting performance outcomes, and it is more diffi-
cult when the workload varies.

Overall, this argues for a rigorous, systematic approach that
jointly and intrinsically (i.e., without knob-tuning) optimizes
efficiency and fairness in resource sharing.

2.2 Handling Dynamic Batch Size Scaling

The above goal of optimizing for fairness and efficiency is
made further challenging in the presence of dynamism. Dy-
namism can result in a number of different scenarios. For
example, dynamism can result from job arrivals leading to
time-variant cluster contention, and systems like AFS [24]
are designed to improve JCT by adjusting shares based on job
arrivals. On the other hand, dynamism can arise from training
jobs that can change their training configurations dynamically.
For example, if a job uses gradient noise scale (GNS) [30,31],
the batch size used can change dynamically. This can affect
fair scheduling because when a job switches to using a large
batch size, the per epoch time will decrease, and thereby its re-
maining running time will also decrease (Figure 2(a)). Unlike
prior systems which only handle dynamism that arise from
job arrivals, Shockwave (and prior work in Pollux [36]) focus
on handling dynamic changes in batch sizes of training jobs.
Being agnostic or reactive to dynamic adaptation breaks
finish time fairness. We show that being agnostic or reactive
to dynamic changes (or dynamic adaption) can yield severe
unfairness. Finish time fairness (FTF) implies a soft dead-
line 𝑡𝑒𝑔𝑎𝑙𝑖𝑡𝑎𝑟𝑖𝑎𝑛 = 𝑡𝑒𝑥𝑐𝑙𝑢𝑠𝑖𝑣𝑒 ·𝑁 for job completion; the later
the job finishes after the deadline, the more unfair the sched-
ule is. Computing FTF requires computing the exclusive run
time (i.e.,𝑡𝑒𝑥𝑐𝑙𝑢𝑠𝑖𝑣𝑒), which is straightforward for static jobs
since run time roughly equals training throughput (samples
per second) times the remaining amount of work (remain-
ing number of epochs). However, for jobs that use dynamic
adaptation, future training epochs could be significantly faster
because of using a larger batch size. Agnostic scheduling and
reactive scheduling are both unaware of future speedups and
hence overestimate run time, and thus mistakenly extend the
deadline 𝑡𝑒𝑔𝑎𝑙𝑖𝑡𝑎𝑟𝑖𝑎𝑛 leading to significant unfairness.

Figure 2b uses a job from our trace to show the difference
between Themis, which uses a reactive approach, and Shock-
wave, which uses a proactive approach. The job dynamically
doubles batch size three times from 32 to 256, and gradually
boosts training speed by up to 1.7× (Figure 2a). Themis is
notified and updates the job’s throughput immediately after
each batch size scaling, and recomputes the estimated finish
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(a) Dynamic Adaptation
(b) 𝑇𝑒𝑔𝑎𝑙𝑖𝑡𝑎𝑟𝑖𝑎𝑛 - Interpolated finish time
under 1/𝑁 cluster share (c) GPU Allocation

Figure 2: Example - Reactive scheduling (Themis [29]) for dynamic adaptation breaks finish time fairness. Proactive scheduling
(Shockwave) for dynamic adaptation preserves finish time fairness.

Figure 3: Comparing model accuracy (ResNet18-CIFAR-10)
for vanilla training, expert-set batch size scaling, and Pollux
autoscaling. The legends in the bottom figure indicate batch
size.

time based on that (red dashed line in Figure 2b). Changes in
the estimated finish time lead Themis to detect that the job
has received less than its fair share and Themis attempts to
prioritize this job in future scheduling rounds. However, the
job has already suffered from under-prioritization in its early
phases and misses the fairness deadline by 2.07× (Figure 2c).
Agnostic scheduling is even worse and increases the job’s
FTF 𝜌 to 3.07; we omit this from the figure.
Being agnostic or reactive to dynamic adaptation degrades
system efficiency. Many makespan-minimizing algorithms,
such as Mixed Integer Linear Programming (MILP), Longest
Processing Time (LPT) [14], and JCT (Job Completion Time)
minimization algorithms such as Shortest Remaining Time
(SRPT) and AlloX [28], rely on the exact job run time, or the
ordering of jobs’ run time to derive a schedule.

However, dynamic adaption adaptively changes a job’s
throughput, and thus a job’s run time can be reduced (when
batch size is increased) or prolonged (when batch size is de-
creased) on the fly. This means that when making scheduling
decisions, the job run time estimated using initial or current
throughput is only valid for the current instant, and if it is used
beyond that system efficiency can be significantly undermined.
In Figure 4, the example shows that for MILP makespan mini-
mization, being reactive to dynamic adaptation yields a 22.3%

Job 1 vanilla training, bs=16

bs=16 bs=128

Job 3 vanilla training, bs=32

Job 2 vanilla training, bs=40

bs=40

1 1
32 2

1
1

3
2 2

1 1
3

2 2

⬇

⬇

G
PU

1
G

PU
0

G
PU

1
G

PU
0

G
PU

1
G

PU
0

(b) Agnostic scheduling

(c) Reactive scheduling

(d) Proactive scheduling

(a) Jobs 1 & 2 apply dynamic 
adaptation after 2s,
accelerating training

0 1 2 3 4 5 6 7 8 9 10 t

0 1 2 3 4 5 6 7 8 9 10 t

0 1 2 3 4 5 6 7 8 9 10
t

0 1 2 3 4 5 6 7 t

bs=80

Figure 4: Being agnostic and/or reactive to dynamic adapta-
tion undermines efficiency while proactive scheduling mini-
mizes makespan and maximizes efficiency.

worse makespan and 28% worse cluster utilization compared
to proactive scheduling. Reactive scheduling considers 𝐽1
and 𝐽2 as long-running jobs from their initial throughput and
prioritizes them to minimize makespan. But due to dynamic
adaptation, 𝐽1 and 𝐽2 become shorter than 𝐽3 in their second
epoch, and it is too late to compensate and re-prioritize 𝐽3.
Being completely agnostic to dynamic adaption is even worse,
yielding a 30% worse makespan.

Overall, the above points motivate the need for a scheduler
that can model future dynamic adaptation and account for this
uncertainty while optimizing for both fairness and efficiency.

2.3 Supporting User-defined Dynamic Ddaptation

While dynamic adaptation with batch size scaling is a key
enabler for efficient training of large-scale DNNs, improper
changes to the batch size can adversely impact convergence
properties and degrade model accuracy. Thus, unlike systems
such as Pollux [36] which automatically modify the batch
size of training jobs, we argue that schedulers should support
user-defined dynamic adaptation schedules to avoid affect-
ing training accuracy. This is mainly because no adaptive
batch size scaling technique works consistently well across
all datasets and optimizers. As a result, ML researchers have
developed many different batch sizing scaling policies includ-
ing linear scaling rule [7], Accordion [1], Gradient Noise scale
(GNS) [36], SimiGrad [37], Hessian eigenspectrum [42], etc.
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We next study an example of how choosing an incorrect
batch size schedule can affect accuracy. In Figure 3, we con-
sider a CIFAR-10 training job on 2 GPUs with ResNet18 with
an initial batch size of 32. When using Pollux [36], the end-to-
end training time reduces by 5× as Pollux scales up the batch
size from 32 to 64 at epoch 1, and then up to 314 at epoch 2,
then to 690 at epoch 30, and finally up to 1682 at epoch 70 till
completion. However, this aggressive scaling leads to a 2-3%
accuracy loss. Plotting the statistical efficiency (as defined in
Pollux [36]), we find that using large batch sizes in the first 30
epochs leads to accuracy degradation. Our conversation with
the authors of Pollux suggests that the accuracy degradation
depends on the initial batch size used (32 in this case) and
can thus vary across jobs.3

We also tested an expert heuristic for batch size scaling
of ResNet18 training on CIFAR-10. The heuristic scales up
the batch size when the gradient norm [1] has insignificant
(<50%) changes, and does not scale in the initial epochs 20
epochs and the 10 epochs before and after each learning rate
decay. This expert-defined scaling schedule has minimal ac-
curacy loss and is 3× faster than vanilla training. Such expert
heuristic and the associated thresholds vary across models and
datasets; the above heuristic is specific to ResNet-18-CIFAR-
10 training and is not easily transferable. For example, for
ResNet-50-ImageNet training, the experts propose a different
heuristic that scales up the batch size by a factor of ten at the
30th, 60th, and 80th epoch, respectively [38]. Thus, while
prior work has developed scheduling mechanisms for specific
dynamic adaptation techniques, in Shockwave, on the other
hand, we assume no preference for any technique and respect
any choice made by users regarding how to dynamically scale
a training job’s batch size.

In summary, we find that automatically performing dy-
namic adaptation runs the risk of accuracy degradation. Hence
in this work, we aim to develop a scheduler that can observe
and forecast future scaling events but treats dynamic adapta-
tion as a part of the user’s program that cannot be modified.

3 Overview
We next present an overview of Shockwave, a new scheduling
framework that jointly optimizes efficiency and fairness for
machine learning workloads in shared clusters.
Using Market Theory for Efficiency and Fairness In Shock-
wave we propose using market theory to provably guaran-
tee efficiency and fairness for resource sharing. While prior
schedulers [29, 44] have also leveraged market theory for
fair sharing, they are built on static market models which
assume that resource requests for a job don’t change over
time. We find that the fairness and efficiency guarantees of a
static market do not hold when jobs dynamically change over
time [15]. Thus, Shockwave extends the classic, static market

3We also found that the statistical efficiency metric in Pollux can be
incorrect for Neural-MF models [22]. We include details of this experiment
in Appendix A.

to a discrete-time, dynamic market, to support efficient and
fair resource sharing under dynamic adaptation.
Predicting Dynamic Adaptation Building a dynamic market
alone is not enough as it presumes perfect future knowledge of
jobs’ dynamic adaptation behavior; that is, the market needs
to know when and how much jobs’ performance (e.g., train-
ing throughput) is changed by dynamic adaptation as training
progresses. As ML training itself is a stochastic process, the
trajectory of dynamic scaling is intrinsically uncertain. We
address this problem in Shockwave by forecasting the trajec-
tory of dynamic adaptation and developing methods to use
these forecasts in the dynamic market.
Scalable System Implementation Solving a dynamic mar-
ket and predicting dynamic adaptation introduces scheduling
overhead. We build a centralized, round-based scheduler [33]
and incorporate tractable approximations that can ensure the
overhead remains low even as we scale the number of GPUs
and cluster size. We find that Shockwave can maintain low
overhead while scheduling every 120 seconds and scale to
handle 900 active jobs running on a cluster of 256 GPUs.

4 Dynamic Market Theory Formulation
We begin by describing our theoretical formulation of a
discrete-time, dynamic market and the properties it provides.

4.1 Volatile Fisher Market

Market theory provides a fundamental approach to provably
guarantee efficiency and fairness in resource sharing. The
equilibrium of a Fisher Market [5], which is solved by max-
imizing Nash Social Welfare (NSW) [8], is a strong condi-
tion that implies all fairness guarantees used in prior sys-
tems. It is known that Fisher market equilibrium (under equal
endowment) implies Pareto Optimality (PO), Envy-freeness
(EF), and Proportionality (PR), which are fairness properties
adopted by existing systems like DRF [17].

We define efficiency in terms of the utility of a job, where
utility is a function that maps allocated resources to the result-
ing job progress (e.g., throughput improvement if we allocate
more resources). The market equilibrium for a Fisher market
has also been shown to maximize efficiency [6]. Thus, we
explore the applicability of Fisher markets for DL jobs.
From static market to dynamic markets: Volatile Fisher
Market. Classic Fisher Market assumes static, time-invariant
utility for jobs, and a recent study [15] shows that efficiency
and fairness guarantees can be violated for dynamic, time-
variant utilities. Prior work [2,3] on dynamic markets has also
studied settings where goods (resources) arrive online, while
our market considers a different setting where buyers in the
market have time-variant utilities over goods.

To perform efficient fair sharing under dynamic adapta-
tion, we extend the static Fisher market to a discrete-time,
dynamic market. We name this new market Volatile Fisher
Market (VFM). We prove that maximizing Nash Social Wel-
fare Over Time (i.e., NSWOT in Equation 1) solves the market
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equilibrium of VFM and establishes long-term efficiency and
fairness properties, such as Proportionality Over Time, i.e.,
PROT, which has strong implications for finish time fairness
and sharing incentive. We leave the formulation and related
proofs of VFM in Appendix C-D, and provide a succinct
description below.

VFM operates at discrete time intervals 𝑡 = 1, . . . ,𝑇 . At each
time instant, a central seller (the scheduler) sells resources
(e.g., GPUs and/or CPUs) to buyers (jobs). All resources are
volatile. That is, resources bought by a job at time 𝑡′ cannot be
carried over to the future time steps 𝑡 > 𝑡′. To model dynamic
adaptation, the utility for any job 𝑖 is a sequence of time-
variant functions 𝑢𝑖𝑡 (𝑡 = 1, . . . ,𝑇). For example, a job might
have a utility 𝑢0 when the batch size is 16 and its utility
could double 𝑢1 = 2𝑢0 when the batch size doubles at 𝑡 = 1.
Since jobs’ utilities can change over time, this creates dynamic
changes in demands over time, and thus, resource price, which
is achieved at equilibrium, is also time-variant. We assume
that each job is endowed with an initial budget to spend across
rounds. The budget for a job reflects its purchasing power and
different budgets can reflect scheduling priority.

Given the resource demands, budget, and utility for each
job, at every time instant, the VFM solves for an allocation
and assignment of prices that can lead to market equilibrium.
We define the market to have reached an equilibrium when
two conditions are satisfied. (a) Optimal Spending: Each
job’s utility accrued over time, i.e,

∑𝑇
𝑡=1 𝑢𝑖𝑡 , is maximized

under its budget. (b) Work-conserving: There are no leftover
resources if the price for the resources is non-zero.

4.2 Equilibrium Properties

The market equilibrium achieved by VFM has a number of
powerful properties that we define below. Proofs for them are
in Appendix C-E.
Cluster-level performance. The equilibrium of VFM maxi-
mizes Nash Social Welfare Over Time(NSWOT) which is an
indicator of cluster-level performance.

NSWOT (𝑈1 (𝑋𝑋𝑋111), . . . ,𝑈𝑁 (𝑋𝑋𝑋𝑁𝑁𝑁 )) =
∏
𝑖

𝑈𝑖 (𝑋𝑋𝑋 𝑖𝑖𝑖)
𝐵𝑖∑
𝑖 𝐵𝑖 ,

𝑈𝑖 (𝑋𝑋𝑋 𝑖𝑖𝑖) =
∑︁
𝑡

𝑢𝑢𝑢𝑖𝑡 (𝑥𝑖𝑡 )
(1)

Let 𝑈𝑖 (𝑋𝑖) =
∑
𝑡 𝑢𝑖𝑡 (𝑥𝑥𝑥𝑖𝑡 ) represent the utility (e.g., epoch

progress) for a job 𝑖 accrued over rounds 𝑡 = 1, . . . ,𝑇 , 𝑋𝑋𝑋 𝑖𝑖𝑖
represent the sequence of allocations 𝑥𝑥𝑥𝑖1, . . . , 𝑥𝑥𝑥𝑖𝑡 , . . . , 𝑥𝑥𝑥𝑖𝑇
received for individual rounds, and 𝐵𝑖 represent the budget
provided for the job. Maximized NSWOT guarantees that the
(weighted) geometric mean of job progress is maximized for a
𝑇-round-long time horizon. In effect, this property guarantees
that the overall cluster-wide utility is maximized across all
jobs, thus leading to improved utilization.
Pareto Optimality over time. We prove that maximized
NSWOT also implies Pareto Optimality Over Time (POOT),
which guarantees resource allocation efficiency. Specifically,
POOT ensures that each job has no surplus resources at each

instant; i.e., we cannot increase one job’s training progress
without depriving that of another job.
Finish Time Fairness (FTF) over time. We also show that
maximized NSWOT minimizes the product of FTF across all
jobs and that this directly leads to sharing incentive (assuming
budgets are equal). A formal statement is in Corollary 4.0.1
and the proof is in Appendix E.

Corollary 4.0.1. The equilibrium of the Volatile Fisher Mar-
ket with linear or Leontief utility at each instant (a) minimizes
the product of FTF (𝜌) across all jobs (i.e.,

∏
𝑖 𝜌𝑖); (b) when

the budgets assigned to jobs are equal, the equilibrium prov-
ably guarantees Sharing Incentive (SI), i.e., all jobs’ FTF 𝜌

are no greater than 1, i.e., 𝜌𝑖 ≤ 1, ∀𝑖.
Thus, our formulation of volatile Fisher markets can cap-

ture time-varying utility for jobs while providing a number of
powerful guarantees in terms of fairness and efficiency.

4.3 Handling Uncertainty

The Volatile Fisher Market model described above assumes
perfect knowledge of the future. That is, the model requires
knowing at which time point 𝑡 will the throughput change due
to dynamic adaptation. However, dynamic adaptation in jobs
is non-deterministically triggered, as they are dependent on
stochastic gradient values and can thus vary across models and
datasets. To handle this, in §5, we develop methods to predict
dynamic adaptation in jobs. But given that the predictions are
random variables, we further extend our above formulation
to derive a VFM that can handle uncertainty in future request
demands. We show that this extension guarantees Maximized
Nash Social Welfare Over Time in Expectation (MNSWOTE).
Details are provided in Appendix F.

5 Predicting Dynamic Adaptation
In this section, we develop techniques to predict the dynamic
adaptation of the batch size that occurs in elastic ML training
workloads. Our key insight in developing a predictor is to
leverage our knowledge about techniques that are used for
batch size scaling [1, 31] and thereby restrict the search space
of possible batch size changes. We next define how changes
in batch size over time can be viewed as trajectories and then
describe how we can use Bayesian statistics to predict which
trajectories are most likely.
Dynamic adaption, regimes, and randomness. We define a
regime of training 𝑅 as a tuple 𝑅 = (𝑐, 𝑓 ); where 𝑐 indicates
the job configuration (e.g., batch size) used in the regime and
𝑓 represents the duration (as a fraction of the total epochs)
that this regime lasts. For example, if a 100-epoch-long DNN
training job starts with batch size 32 (denoted 𝐵𝑆32) for epoch
1-20, then the first regime is denoted as 𝑐1 = 𝐵𝑆32, 𝑓 1 = 0.2.
We define a trajectory as a sequence of regimes. For example,
if the same job scales up to 𝐵𝑆64 for epoch 21-80, and finally
scales down to 𝐵𝑆32 for epoch 81-100, then its trajectory
is represented as (𝑐1 = 𝐵𝑆32, 𝑓 1 = 0.2)→(𝑐2 = 𝐵𝑆64, 𝑓 2 =

0.6)→(𝑐3 = 𝐵𝑆32, 𝑓 3 = 0.2). Thus, given a new job, each
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Figure 5: Shockwave Dynamic Adaptation Modeling Error.

regime 𝑐𝑖 , 𝑓𝑖 is a tuple of random variables.
Leveraging domain knowledge. We leverage domain knowl-
edge about techniques used for batch size scaling to constrain
the random variables. Techniques for scaling batch size have
deterministic patterns. (a) Accordion [1] only alternates be-
tween two configurations 𝑐1 for small batch size and 𝑐2 for
large batch size. When gradient values change slowly (below
a threshold) during training, Accordion scales up the batch
size from 𝑐1 to 𝑐2, and when gradient values change rapidly,
Accordion scales from 𝑐2 back to 𝑐1. (b) GNS [31] only scales
up the batch size up to the pre-specified limit and never scales
down. Existing studies show that the gradient noises tend to
grow throughout training, implying that GNS will gradually
scale up the batch size and never scale down [30, 31]. We use
a simple model of GNS scaling where, as the gradient noise
grows above a relative threshold, the batch size doubles.

We choose Accordion and GNS as representative batch size
scaling patterns as they have been used in prior systems like
KungFu [30] and Pollux [36]. Further, their scaling decisions
are completely determined by gradient states (i.e., gradient
norms and noises), which encode the stochasticity induced
in back-propagation algorithms. Most other dynamic batch
sizing policies also adapt to gradient states and we plan to
add support for more policies in the future.
Prior for regime transition. Given that batch size scaling
rules have deterministic configuration transitions, the only
random variable is a regime’s duration. For a job with 𝐾
regimes, we define a probabilistic model 𝑃( 𝑓1, . . . , 𝑓𝐾 ) to
represent the probability that regime 𝑘 (𝑘=1, . . . , 𝐾) lasts for
𝑓𝑘 fraction of epochs. We also note that the sum of all regimes’
epoch fractions needs to sum up to 1 4. Given this formulation,
we use an approach based on Bayesian statistics to predict
regime duration. At a high level, our approach is to define
a prior distribution of regime duration and then update the
posterior distribution in real time as training progresses. The
key challenge here is in determining how we can update the
posterior as training progresses.
The restatement posterior update rule. Given our prob-
lem formulation, we adopt the commonly used Dirichlet prior
𝐷𝑖𝑟 (𝑛1, . . . , 𝑛𝐾 ). A standard Bayesian posterior update rule

4We don’t make any stationary assumptions about the distribution.

assumes the epoch samples of individual regimes are inde-
pendently and randomly drawn as training progresses. But
this does not hold in practice. Epochs of the 𝑘-th regime
can only emerge if the 𝑘 −1-th regime finishes. To deal with
the temporal-dependence issue, we design a simple update
rule, named the restatement rule, for posterior updates. The
restatement rule only updates the prior’s parameters that
correspond to completed epochs, while continuing to be-
lieve that the ongoing and future regimes will evenly split
the remaining epochs. Specifically, suppose a user specifies
that at a maximum, 𝐾 regimes can exist, the prior is set as
𝐷𝑖𝑟 (𝑁/𝐾, . . . , 𝑁/𝐾) for the 𝐾 potential regimes. When the
𝑘-th (𝑘=1, . . . , 𝐾 −1) regime finishes, suppose the observed
epochs for past regimes 1, . . . , 𝑘 are 𝑚1, . . . ,𝑚𝑘−1, we up-
date the posterior distribution to 𝐷𝑖𝑟 (𝑚1, . . . ,𝑚𝑘 , 𝑆𝑘 , . . . , 𝑆𝑘),
where 𝑆𝑘 = (𝑁 − ∑𝐾

𝑘=1𝑚𝑘)/(𝐾 − 𝑘). We compare the
Bayesian update rule with the restatement rule in Figure 5
and find the restatement rule has a lower interpolation error;
the interpolation error is averaged over 200 jobs randomly
drawn from the Gavel workload trace (Section 8.1), each with
a batch size scaling schedule imposed by Accordion or GNS.
Predicting job remaining time. Given the predictions from
the Bayesian model, we next predict the remaining runtime
for a job. This is necessary for estimating finish time fairness.
We sum up individual regimes’ expected duration to calculate
total job runtime. Total job time minus cumulative run time
in the past (i.e., 𝑇𝑗 ) gives the remaining time.
Computational tractability. Finally, as each job can com-
prise of many possible regime trajectories, at the cluster level,
the trajectory space for all jobs is combinatorially large. To
avoid space explosion, the scheduler only considers a single
regime transition trajectory for each job, which is the mean
(expectation) of its posterior distribution model [4].
Evaluating prediction accuracy. Figure 5 shows the online
prediction (i.e., mean of posterior distribution) accuracy for
regime transition and job run time. We compare Shockwave’s
restatement rule with two baselines. The first is a standard
Bayesian posterior update rule; the second is a greedy ap-
proach that forecasts future job run time only using the most
up-to-date job throughput, which is used by all reactive sched-
ulers. The evaluation includes 200 Accordion and GNS jobs
with real dynamic adaptation trajectories. Shockwave’s re-
statement rule converges to the oracle job run time and the
oracle dynamic adaptation trajectory faster than the baselines.
Throughout the training, the error in modeling the duration
of each regime is on average 6%, which results on average
an 84% accuracy in run time prediction. In summary, we see
that our proposed predictor for elastic training jobs is able to
accurately capture the total run time without prior training
and by only observing job progress across epochs. We next
discuss how our predictor can be integrated with the market
formulation.
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6 Shockwave Design
Overview. Figure 6 presents the overall system design of
Shockwave. When a new job arrives (1), the Bayesian predic-
tor will construct a prior model for the job’s batch size scaling
schedule and the job is added to the active pool.

As a job makes progress, upon epoch completion or when
the job triggers a dynamic batch size scaling (2), the job’s
Dirichlet posterior model is updated using the restatement
rule (3). The posterior model then forecasts the future batch
size schedule for this job and delivers it to the scheduler solver.
Further, the posterior model predicts the job’s (remaining) run
time under dynamic batch size scaling and delivers this to the
long-term efficiency and fairness estimator.

We design two estimators: a long-term efficiency estimator
(4) that can estimate the makespan (time to finish all active
jobs) and a long-term fairness estimator (5) that can estimate
FTFs for all active jobs. The schedule solver converts the
predicted batch size schedules into the utility for each job
and synthesizes a generalized Nash social welfare function
(6) that uses jobs’ FTF estimate as weights and the makespan
estimate as a regularizer. Finally, the output of the solver is a
schedule for the next 𝑇 rounds, and this schedule is used by
the cluster manager to launch jobs (more details in §7).

We next discuss some design details of how the generalized
Nash social welfare function is derived from its inputs. We
also present an overview of how the efficiency and fairness
estimators work. We include a more detailed explanation in
Appendix G.

6.1 Schedule Solver

Output. The solver plans the schedule for a configurable
number of future rounds 𝑇 (the default is 20 two-minute-long
rounds). Thus, the output is a 𝑁 ×𝑇 binary matrix X, where
𝑁 is the total number of active jobs available for scheduling.
X[ 𝑗 , 𝑡] = 1 (X[ 𝑗 , 𝑡] = 0) represents scheduling (descheduling)
job 𝐽 𝑗 in round 𝑡.
Objective. The inputs to the schedule solver include the batch
size schedule for all jobs, which can be used to derive their
utility (epoch progress) UTIL 𝑗 , the estimated FTFs 𝜌 𝑗 , and
the estimated makespan 𝐻.

The objective of the solver is to maximize the gen-
eralized Nash social welfare as shown in Equation 2.∑
𝑡 UTIL 𝑗 (X[ 𝑗 , 𝑡]) represents the summed utility of all active

jobs. The utility increases when a job is scheduled for more
rounds within the planning window, and the sum of the loga-
rithm of utilities, across all jobs, represents the Nash social
welfare. We use the k-th (default: 5) power of FTF values 𝜌 𝑗
as weights to prioritize jobs that are at risk of violating FTF
(e.g., jobs that have been waiting in the queue for a long time).
Finally, we add a regularization term that penalizes schedules
(in the planning window) that could potentially increase the
makespan estimate 𝐻 (𝑋). Coefficient 𝜆 (default: 1e−3) con-
trols the magnitude of the regularizer, 𝑍0 is a normalization
factor that renders the regularizer insensitive to the scale of

Figure 6: Design of Shockwave showing how the different
components interact with each other to derive a schedule.

𝐻 (𝑋), and 𝑀 is the total number of GPUs in the cluster:

Maximize
X

∑𝑁
𝑗=1 𝜌̂( 𝑗)𝑘 𝑙𝑜𝑔

∑
𝑡 UTIL 𝑗 (X[ 𝑗 , 𝑡])

𝑁𝑀
− 𝜆H(X)

𝑍0
(2)

We tune the hyperparameters over a large range and find
that Shockwave performs consistently well around the default
hyperparameter values (𝑘 in [1,10] and 𝜆 in [1e−4,1e−2]).
Exceedingly large or small hyperparameters make the reg-
ularization term dominate the Nash social welfare term (or
vice versa) and push Shockwave away from the Pareto frontier
of fairness and efficiency, while the default values strike a
balance between them.

Similar to prior work [29,33,36], the solver recomputes the
program in Equation 2 either when the planned rounds elapse,
or when jobs arrive or complete. If dynamic adaptation is
predicted to occur within the planning window, the scheduler
needs to incorporate dynamic changes in jobs’ throughputs
when computing the utility. To account for dynamic changes,
we decompose a job’s schedule into regimes, where each
regime has a fixed batch size and throughput. The generalized
Nash social welfare (Equation 2) can then be implemented at
a regime level, where the utility of a job equals the summed
utility over all regimes.

6.2 Long-term Fairness and Efficiency Estimators

Finish time fairness estimator. We estimate job 𝐽 𝑗 ’s finish
time fairness (FTF) 𝜌̂( 𝑗) as its predicted job completion time
(the sum of attained service time, waiting time, and the pre-
dicted remaining run time), divided by its predicted total job
run time. Note that a job’s predicted runtime is related to its
predicted batch size scaling schedule. Shockwave plugs in
FTF 𝜌s of jobs into social welfare function (see Equation 2)
as weights. The weights in the social welfare function act as
the budgets assigned to jobs in the volatile Fisher market. If
a job is predicted to be unfairly scheduled (large FTF 𝜌) in
long term, VFM correspondingly assigns a higher budget for
it and proactively prioritizes the job in the planning window.
Makespan estimator. The efficiency estimator estimates the
makespan to complete all active jobs and penalizes schedules
in the planning window that increase the makespan. How-
ever, it is challenging to estimate the makespan for all active
jobs at a given instant. Thus, in practice, Shockwave uses a
lower bound [12] of the makespan as a proxy and penalizes
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Model Task Dataset Batch Size(s)

ResNet-50
Image
Classification

ImageNet 16 - 128

ResNet-18
Image
Classification

CIFAR-10 16 - 256

LSTM
Language
Modeling

Wikitext-2 5 - 80

Transformer
Language
Translation

Multi30k
(DE-EN)

16 - 256

Recoder
Autoencoder

Recommen-
dation

ML-20M 512 - 8192

Table 2: Workloads used in the evaluation.

increasing the lower bound. More details are in Appendix G.

7 Implementation
Scheduler and worker. Shockwave scheduler and worker im-
plement time-sharing of cluster resources with round-based
scheduling. Each round is a fixed interval (default: 2 minutes).
In each round, the scheduler selects a set of jobs from the ac-
tive job pool to run. The lease manager translates the schedule
to job leases and notifies the workers to launch, suspend, or
resume jobs. Each worker binds to a single GPU device.

We adopt a simple job placement engine along with Gavel.
The placement engine tries to tightly pack jobs’ workers over
the machines to minimize fragmentation, and it also tries to
place scheduled jobs on their previously executed machines
to maximize job locality.
Scheduler solver, lease manager, and model dispatcher. If
a job does not run in round 𝑇 , but is scheduled for round 𝑇 +1,
the scheduler will notify the lease manager to create a new
lease for it, and dispatch the job to GPU workers before the
next round starts. The assigned workers will launch the job
when the next round begins. If a job is actively running in
round 𝑇 and the scheduler continues to schedule it for round
𝑇 + 1, the lease manager will send a lease extension signal
to the job’s workers. This job will stay running on the same
workers in round 𝑇 +1. If a job is actively running in round
𝑇 , but the scheduler decides to suspend it in round 𝑇 +1, the
job’s workers will stop it since its lease will not be renewed.

Shockwave also penalizes frequent restarts as it adds over-
heads in dispatching models and datasets to workers. The
schedule solver prefers to schedule jobs to continuous rounds
in the window and penalizes scattering the job’s execution
across rounds. Furthermore, the underlying device placement
engine prefers mapping a job to its previously allocated work-
ers to reduce restarts.
Dynamic adaptation support. When a training job triggers
dynamic adaption (i.e, batch size scaling), it notifies the sched-
uler solver of the occurrence of the event. The cluster manager
can configure Shockwave’s responsiveness to dynamic scaling.
The reactive mode requires Shockwave to invalidate its cur-
rent schedule and immediately trigger resolving in response
to dynamic adaptation. The lazy mode continues the original

schedule and postpones resolving until the next rescheduling
interval. Shockwave is by default configured in reactive mode.
Prototype. Shockwave is implemented in Python atop ML
cluster manager Gavel [33]. We integrate Shockwave into
Gavel by implementing a schedule solver, meta-data collector,
and schedule translator, which translates Shockwave’s pro-
duced schedule to job leases. Furthermore, Shockwave pro-
vides an interface for users to monitor gradients and trigger
batch size scaling. Scaling requests are sent to the sched-
uler with gRPC. The schedule solver is implemented with
Gurobi [34]. Shockwave uses Linux NFS to store model check-
points. Our checkpointing overhead is less than 3%.

8 Evaluation
We next evaluate Shockwave using ML job traces derived from
real-world clusters and compare Shockwave to state-of-the-art
deep learning schedulers.

8.1 Experiment Setup

Testbed. We conduct experiments using a 32-GPU, 8-node
cluster on TACC [9]. Each node has 4 NVIDIA Quadro RTX
5000 GPUs (16GB GRAM), 2 Intel Xeon E5-2620 v4 “Broad-
well” CPUs, and 128GB DDR4 RAM. The network band-
width is 200 GB/s inter-switch and 100 GB/s inter-node.
Workload. Shockwave ’s evaluation uses two separate work-
loads to reinforce its practical applicability. These traces in-
clude diversity in job sizes, model types, and arrival patterns.
Unless otherwise specified, we use Gavel’s workload genera-
tor [33] to construct synthetic distributed training workloads.
Job information is detailed in Table 2. The jobs used in this
paper range from 0.2 to 5 hours long, with 1, 2, 4, or 8 work-
ers for distributed training, and the arrival of jobs follows a
Poisson arrival process with an inter-arrival rate 𝜆 ranging
from 0.1 to 0.2 [33]. We use a mix of job durations also de-
rived from prior work [36]. We categorized jobs based on
total GPU-time, and similar to prior work, we set the proba-
bility of generating Small (0.2-8 GPU-hours), Medium (8-16
GPU-hours), Large (16-72 GPU-hours), and Extra Large (>72
GPU-hours) jobs to be 0.72, 0.2, 0.05, 0.03, respectively. Each
job is configured with one of the three modes: Static, Accor-
dion [1], or GNS [31]. We increase the total batch size by
increasing the per-GPU batch size while preserving the num-
ber of workers. In addition to traces generated by Gavel, we
also evaluate a production trace of real job duration and ar-
rival timestamps used by Pollux [36] in Appendix J. We also
tune the hyperparameters 𝑘 and 𝜆 with the range discussed in
Section 6.1.

8.2 Baseline Schedulers

We compare Shockwave to six schedulers: OSSP (Open Shop
Scheduling) [18], AlloX [28], Themis [29], Gavel [33], MSS
(Max-Sum-Throughput) [33], Gandiva-Fair [10], and Pol-
lux [36]. All baselines, except Pollux, do not change the num-
ber of workers, whereas Pollux dynamically tunes the number
of workers (and batch size) to adapt to varied resource avail-
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Figure 7: [Physical] Evaluating Shockwave’s scheduling effi-
ciency and fairness in a 32-GPU physical cluster. The anno-
tated number beside each bar is the relative value compared
to Shockwave.

ability. To perform a fair comparison against the scheduling
policies of most baselines, in our Shockwave prototype, we
only perform time-sharing and maintain a fixed number of
workers through a job’s lifetime, even though the Shockwave
market formulation can be easily re-parameterized to support
worker scaling. Nevertheless, we compare our "constrained"
version of Shockwave to Pollux in §8.7 and show significant
fairness gains and matching efficiency.

Efficiency baseline: makespan. OSSP minimizes
makespan using MILP. As minimizing makespan usually
translates to maximizing cluster utilization, OSSP provides a
baseline for efficiency, but with no guarantee of fairness.

Efficiency baseline: throughput. Max-Sum-Throughput
(MST) maximizes the cluster-level throughput at each instant,
which is the sum of throughput across all training jobs. MST
is an instantaneous efficiency baseline.

Fairness baseline. Gavel [33] implements Max-Min-
Fairness [32], an algorithm that performs fair sharing of clus-
ter resources within each allocation round.

Fairness and responsiveness baseline. AlloX [28] min-
imizes average job completion time with maximal bipar-
tite matching and provides a baseline for responsiveness.
Pollux [36] maximizes cluster-wide goodput and uses the
𝑝−𝑛𝑜𝑟𝑚 of individual jobs’ training goodput for improved
responsiveness, while tuning 𝑝 to penalize unfair allocations.

Fairness and efficiency baseline. Themis [29] uses Par-
tial Allocation [13] for efficient and fair allocation. We use
the default filter value for Themis. We also compare against
Gandiva-Fair [10], a framework that uses lottery scheduling
to guarantee a proportionally fair share of resources and effi-
ciency by being work-conserving.
Performance metrics. We quantify efficiency using
makespan and utilization. We measure fairness using two
metrics: The first is the fraction of unfairly scheduled jobs,
i.e., the fraction of jobs with FTF 𝜌 > 1.0; The second is the
worst-case FTF 𝜌, which is the worst-case slowdown due to
unfair scheduling. The smaller the unfair fraction and worst
FTF 𝜌 are, the better a scheduler is at preserving sharing
incentive. We quantify responsiveness using average JCT.

8.3 Evaluating Efficiency and Fairness

We first study the benefits of Shockwave using experiments
on the physical TACC cluster.

[Cluster - 32 GPUs, 120 Jobs] Efficiency. (cf., Figure 7)
Shockwave is more efficient than existing fair schedulers with
a makespan on average 1.3× less than Themis, Gavel, and
AlloX. Compared to our efficiency baselines that have no
fairness constraints, Shockwave achieves a 37% improvement
in makespan over MST and produces a similar makespan as
OSSP. Analyzing cluster utilization data we also find that
Shockwave outperforms Themis, Gavel, and AlloX in cluster
utilization by 28% on average.

[Cluster - 32 GPUs, 120 Jobs] Finish time fairness (cf.,
Figure 7). Shockwave is fairer than existing fair schedulers.
Shockwave’s worst-case FTF (Finish Time Fairness) 𝜌 is 1.82,
outperforming Themis, Gavel, and AlloX by 2× on average.
OSSP and MST are not fair schedulers, and severely break
finish time fairness, the worst-case FTF 𝜌 of which reach 5.79
and 5.2. In addition, Shockwave keeps the fraction of unfairly
scheduled jobs (i.e., the fraction of jobs with FTF 𝜌>1) low,
outperforming Themis, Gavel, and AlloX by 2.7× on average.
OSSP and MST unfairly schedule jobs, and their fraction of
jobs that have FTF 𝑟ℎ𝑜 larger than 1 are 70.8% and 25%.

[Cluster - 32 GPUs, 120 Jobs] Average job completion
time (cf., Figure 7). Shockwave does not sacrifice system
responsiveness in exchange for improved makespan and fin-
ish time fairness. Shockwave produces a similar average job
completion time when compared with Themis, Gavel, and
MST. AlloX achieves a better average JCT by aggressively
prioritizing short jobs (but at the cost of delaying long jobs),
while in contrast, OSSP achieves the worst average JCT due to
aggressively prioritizing long jobs for tight resource packing
over time (but at the cost of delaying short jobs).

Overall, we find that by solving for the optimal efficiency-
fairness trade-off, Shockwave can improve efficiency and fair-
ness when compared with existing schedulers. By analyzing
the scheduling decisions, we find that with Shockwave, jobs
are opportunistically prioritized to improve long-term effi-
ciency if such prioritization does not affect finish time fairness.
Second, we find that Shockwave’s solver improves fairness
by smart arbitrating. “Rich” jobs (i.e., jobs which have lower
chances of violating FTF) yield resources to “poor” jobs
which have a higher chance of violating FTF. We next take
a closer look at the schedule decisions on a smaller trace to
further distill the benefits of Shockwave.

8.4 A Closer Look at Shockwave’s Schedule

We compare the schedules for a batch of 50 jobs and the FTF
𝜌 between Shockwave and baselines to further understand the
wins in efficiency and fairness. We categorize jobs into four
groups based on their sizes (GPU-time): (X)Large, Medium,
Small, and (X)Small (different colors in Figure 8a).
Understanding efficiency improvement. AlloX optimizes
system responsiveness (average JCT) by prioritizing small
jobs. In Figure 8a, in the first 100 rounds, most of the jobs
scheduled are XSmall jobs. The filter in AlloX ensures
medium and large jobs do not get starved but these jobs are
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(a) Visualized schedules.
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Figure 8: A closer look at how Shockwave prioritizes jobs of different lengths while meeting the fairness constraints.

not prioritized. Large jobs trail until round 230 and leading to
worse makespan and cluster utilization.

Gavel’s max-min fair scheduling prioritizes the least per-
formant jobs. In Figure 8a, throughout the schedule, Gavel
prioritizes neither small nor large jobs; jobs of all sizes evenly
partition GPUs when compared with other policies. However,
restricting scheduling to instantaneous fairness significantly
hurts long-term efficiency, and large jobs run on a mostly idle
cluster from round 170 to round 220.

Shockwave improves efficiency by opportunistically
scheduling (X)Large jobs across rounds but without hurting
small and medium jobs’ sharing incentive (Figure8b shows
the CDF of FTF). In Figure 8a, between round 0 and 50, and
50 to 120, large jobs are opportunistically scheduled by Shock-
wave, and the cluster is tightly packed over the time horizon,
resulting in a low makespan. Note that Shockwave also pre-
serves responsiveness since most XSmall and small jobs are
completed fast (before round 50 and 110, respectively), which
is comparable to AlloX.

OSSP over-prioritizes (X)Large and medium jobs through-
out the timeline, but significantly delays XSmall jobs’ comple-
tion (see delayed blocks at the end of the schedule). Delaying
small jobs significantly breaks the sharing incentive and un-
dermines cluster responsiveness.
Understanding fairness improvement. Figure 8b shows the
FTF 𝜌 CDFs of different policies for the batch of jobs visu-
alized in Figure 8a. Shockwave improves efficiency without
sacrificing the sharing incentive: the worst-case FTF 𝜌 for
the batch of jobs is 1.23, and the fraction of unfair jobs is
low. In Figure 8a, AlloX and Gavel’s CDF grows faster than
Shockwave’s for 𝜌 <= 1, although more than 20% of jobs have
𝜌 > 1. AlloX and Gavel over-prioritize some jobs and this
results in an allocation that exceeds sharing incentive. Shock-
wave avoids over-prioritization and is thus able to have more
jobs meet the sharing incentive. Shockwave also improves
fairness by predicting dynamic adaptation for a more accurate
estimate of the FTF deadline. Figure 2 shows an example
where Shockwave produces an accurate prediction of the FTF
deadline and enables the job to finish on time.

Makespan (s) Average JCT (s) Unfair Fraction (%)
4.97% 4.62% 3.83%

Table 3: Fidelity of Shockwave’s simulator – difference be-
tween simulator and physical cluster.

8.5 Scaling to Large Clusters

We next use simulation to compare Shockwave’s and baseline
algorithms’ efficiency and fairness in larger-scale cluster set-
tings. We scale both the cluster size and the number of jobs
and study 64 GPUs with over 220 jobs, 128 GPUs with over
460 jobs, and 256 GPUs with over 900 jobs. We preserve
the contention factor as roughly three to maintain a constant
level of resource contention regardless of scale. Note that
our physical cluster implementation and the simulator use the
same scheduling code base and solver engine. We begin by
validating our simulator’s fidelity.
Simulation Fidelity

We evaluate the simulation fidelity by comparing our sim-
ulator’s results with the 32 GPU physical cluster results (Ta-
ble 3). We run all policies supported by our system under
different workloads, and the average difference is reported
in Table 3. Overall, the performance difference between a
simulated and physical cluster run is around 5%.
[Simulation - 64-256 GPUs, 220-900 Jobs] Efficiency. As
shown in Figure 9, Shockwave scales to large cluster settings
and preserves the improvement in makespan over baseline
algorithms. Shockwave achieves 1.26-1.35×, 1.3-1.34×, 1.35-
1.37×, and 1.21-1.3× speedup in makespan when compared
with Themis, Gavel, AlloX, and Gandiva-Fair respectively.
Shockwave achieves a marginally worse (5%-9%) makespan
compared with OSSP.
[Simulation - 64-256 GPUs, 220-900 Jobs] Finish time
fairness. The worst-case FTF 𝜌 for Shockwave when scal-
ing to large clusters is on average 1.32, outperforming fair
scheduling policies Themis, Gavel, AlloX, and Gandiva-Fair
by 2.5×, 2.4×, 3.1×, and 3.9× respectively. In addition, Shock-
wave maintains the fraction of unfairly scheduled jobs (FTF
𝜌 > 1) on average at 4%, outperforming other fair scheduling
baselines by 6×.
[Simulation - 64-256 GPUs, 220-900 Jobs] Average job
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Figure 9: [Simulation] Evaluating Shockwave’s scheduling
efficiency and fairness in differently sized large clusters.
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Figure 10: [Simulation] Effects of varying the mix of static
and dynamic Jobs. (S, D)=(x, y) indicates x fraction of static
jobs and y fraction of dynamic jobs.

completion time. At a large scale, Shockwave maintains sim-
ilar responsiveness when compared with fair schedulers. One
exception here is Gandiva-Fair which prolongs average JCT
by 16-22%. Gandiva-Fair uses stride scheduling [39] where,
by default, a job’s number of tickets is equal to the job size
(i.e., the number of workers). Thus, large jobs have a higher
proportional share when compared with small jobs, and can
delay small jobs, thereby degrading system responsiveness.

We study the solver overhead with large clusters in §8.9.

8.6 Benefits of Proactive Scheduling

We next compare Shockwave and baseline policies while vary-
ing the mix of static and dynamic jobs in simulation.
All static jobs. We first analyze the case where all jobs disable
dynamic adaptation. This isolates Shockwave’s win due to so-
cial welfare maximization. The results (Figure 10) show that
all fair scheduling policies, i.e., Shockwave, Themis, Gavel,
and AlloX exhibit a relatively low fraction (<18%) of unfairly
scheduled jobs (FTF 𝜌>1.0), but Shockwave outperforms the
baseline algorithms by limiting the unfair fraction to less
than 5%. Shockwave has on average an 18% improvement
in makespan over Themis, Gavel, and AlloX, with no loss in
average JCT. Overall, these results show how maximizing so-
cial welfare over time can achieve a better fairness-efficiency
trade-off when compared to existing approaches.
Fairness and efficiency while being proactive. Shockwave
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Figure 11: [Simulation] Evaluating Shockwave’s and Pollux’s
efficiency and fairness.

sees a larger win in makespan as the fraction of dynamic
jobs increases. The speedup over Gavel, Themis, and AlloX
increases to 1.3× when the fraction of dynamic jobs grows
from 0.4 to 1.0. Our results also show that existing schedulers
that are reactive to dynamic scaling have suboptimal fairness
outcomes. Both Themis and AlloX exhibit an increased unfair
job fraction as the number of dynamic jobs increases. When
all jobs are dynamic, Themis schedules 28% of jobs unfairly
and AlloX schedules 22% of jobs unfairly, while Shockwave
has a relatively (9%) low fraction of unfairly-scheduled jobs.

8.7 Shockwave versus Pollux

To compare the scheduling policies used by Pollux and Shock-
wave, we run both systems using the same workload trace
provided by Pollux. We also first run the Pollux simulator
to collect the batch size schedule observed at runtime and
use that as an input to the Shockwave simulator. Thus, both
systems see the same set of input jobs and the same batch size
schedule, and hence, job processing times should match even
with dynamic scaling.

JCT. From Figure 11, we see that Pollux has a 3× improve-
ment in average JCT over Shockwave. Pollux can scale the
number of workers of a job, which leads to reduced resource
contention and improved responsiveness. In fact, we found
that Pollux reduces the requested GPU hours per job by 2.4×
when compared to the original trace. As our Shockwave pro-
totype does not change the number of workers used by a job,
it preserves the contention level in the trace (2.4× larger than
Pollux) and thus exhibits inferior responsiveness. We note
that as seen in Figure 7, Shockwave has comparable JCTs
with other baselines and the Pollux paper [36] also reports a
3× speedup over the baselines.

Finish time fairness. Shockwave significantly outperforms
Pollux w.r.t finish time fairness. This is because Pollux fo-
cuses on instantaneous fairness at each allocation but does
not systematically address long-term fairness. At every round,
Pollux’s 𝑝 − 𝑛𝑜𝑟𝑚 formulation penalizes unfair allocations
that lead to low instantaneous throughput for jobs but does not
preserve long-term fairness over multiple allocation rounds.
On the other hand, Shockwave’s dynamic market formulation
provably guarantees long-term fairness.

Makespan. Shockwave benefits from optimizing for long-
term efficiency and has a similar makespan as Pollux despite
not changing the number of workers dynamically.

Finally, we note that as discussed in 2.3 and Appendix A.2,
Pollux’s approach of automatically tuning the batch size and
the number of workers can lead to accuracy loss (e.g., 2% for
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Figure 12: Solver Overhead.
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Figure 13: Shockwave’s scheduling efficiency and fairness
under different levels of prediction errors.

ResNet18 and up to 4% for DeepSpeech [36]). We argue that
Pollux’s accuracy loss and poor fairness properties make it
less attractive for practical deployments.

8.8 Varying Cluster Contention and Workload

We also vary the workload contention factor and compare
all policies on a smaller 14-GPU physical cluster. We find
that Shockwave’s fairness and efficiency win over the baseline
schedulers increases (decreases) as cluster contention grows
(drops). We include more details in Appendix I. We also com-
pared Shockwave using arrival patterns from the Pollux [36]
trace. Appendix J includes these results.

8.9 Solver Overhead

Shockwave uses a timeout knob (default 15s) to limit the over-
head of solving our market formulation. Figure 12 uses simu-
lation to show that on a 256 GPU cluster, the solver quality
improves with diminishing returns as we increase the solver
timeout from 1 second to 15 seconds. We measure solver
quality using the bound gap (how far the solution found at
the timeout is from the optimal). The relative bound gap at 15
seconds is small (0.03%, and 0.11%) for 500 and 1000 active
jobs. The bound gap at 15 seconds for 2000 jobs increases to
0.44%. While this exceeds the criterion (0.1%) recommended
by Gurobi [34], our results show a limited impact on effi-
ciency and fairness. We note that our solver runs in a separate
thread and is proactively invoked in the middle of the current
round. Thus, the solver overhead is hidden when it is less than
half-round duration.

8.10 Resilience to Prediction Error

Figure 13 shows Shockwave’s resilience to prediction errors
when varying levels of random noises (i.e., ± p%) are injected
into its interpolated job run time (under dynamic adaptation).
The experiment settings in Figure 13 are similar to those
in Figure 10 with all jobs enabled for dynamic batch size
scaling (i.e., (S, D)=(0, 1.0)). First, we observe that as the
injected errors grow, Shockwave’s worst-case FTF 𝜌 and the
fraction of unfairly scheduled jobs inflate slowly. A similar
steady trend holds for Shockwave’s average JCT. We argue

such robustness originates from the design principle of Nash
social welfare, which emphasizes common ownership and fair
sharing of cluster resources; the penalty is huge if skewed
training progress is present in the cluster and it leads the
scheduler to be conservative to jobs’ interpolated schedule
slacks that are predicated by the biased FTF estimates. Second,
we find that Shockwave’s scheduling efficiency drops as the
errors grow. Shockwave opportunistically prioritizes long-
running jobs over the short ones to improve makespan. Having
100% injected noise affects Shockwave’s estimation of job
length and lowers its scheduling efficiency by over 30%. Note
that this deteriorated efficiency is still on par with the baseline
schedulers (e.g., Themis, Gavel, and AlloX in Figure 10).

9 Related Work
We detail the comparison between Shockwave and exist-
ing schedulers (e.g., Gandiva [41], Optimus [35], DRF [17],
REF [43], Themis [29], AlloX [28], Tiresia [21], Gandivar-
Fair [10]) in Section 2, and spotlight Shockwave’s contribu-
tion from two angles. First, Shockwave is built on Nash social
welfare, a theoretically-grounded approach to co-optimize
long-term, rather than instantaneous, fairness and efficiency.
Second, Shockwave proactively plans schedules for dynamic
adaptation, while most existing schedulers only react to dy-
namic adaptation. Section 2 presented more details on the
limitations of existing DL cluster schedulers.

AFS (Apathetic Future Share) [24] is another elastic shar-
ing mechanism proactive to system dynamics. However, dy-
namic changes in AFS refer to job arrival and time-variant
cluster contention, while jobs themselves do not change.
Shockwave has a different focus: jobs’ resource demands
(and efficiency) dynamically change due to batch size scaling.
Further, AFS primarily focuses on improving average JCT
while Shockwave maximizes social welfare over time.

10 Conclusion
We presented Shockwave, a market-theory-based efficient and
fair scheduling framework for DNN training workloads. We
showed how existing schedulers fail to preserve fairness and
degrade efficiency by being reactive to dynamic adaption. To
address these challenges, we proposed a proactive approach
that uses dynamic markets and Bayesian statistics for schedul-
ing. Our experiments show that Shockwave can improve effi-
ciency and fairness compared to state-of-the-art schedulers.
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A Dynamic Batch Scaling Degrades Accuracy
A.1 When does batch size scaling degrade accuracy

Improper batch size scaling can adversely affect convergence
and degrade the accuracy of the trained model. This is known
as generalization gap [23, 26] and its underlying reasons
are still not well understood. We next list different analyses
on when batch size scaling can affect final model quality:
(a) scaling up the batch size by 𝑘× reduces the number of
iterations per epoch by 𝑘×, and given a pre-specified number
of epochs, it reduces the overall iterations of back-propagation
by 𝑘×. Accuracy loss stems from a reduced number of model
updates [23]. (b) Scaling up the batch size reduces the noise
in the gradient estimate, but noise serves to regularize training
and can navigate the optimizer away from local minima. Batch
size scaling thus hurts generalization by reducing healthy
gradient noises. (c) Scaling up the batch size causes training to
converge to sharp minima, and the model outputs are sensitive
to small perturbations in the input. This results in a poorer
generalization [26].

Researchers have developed heuristics [1, 38] and adaptive
batch size scaling techniques (e.g., Gradient Norm [1], GNS
(Gradient Noise Scale) [31] and Heissan Eigenspectrum [42])
to mitigate generalization gap, but no single technique han-
dles all models, datasets and optimizers. Thus, today, there
are many different batch size scaling techniques in the ML
community. Pollux adopts GNS while recent work points out
some of the limitations in applying GNS [37] for batch size
scaling.

A.2 Example: Pollux’s automatic batch size scaling leads
to accuracy loss in NeuMF-m1-lm training

Figure 14: Comparing model accuracy (NCF-ml-1m) for
vanilla training (no batch size scaling), expert-set batch size
scaling, and Pollux’s autoscaling. The legends in the bottom
figure indicate batch size.

Figure 14 shows that statistical efficiency minimally de-
grades when scaling up from a batch size of 256 to 32768, and
that this is true even for early training epochs. Therefore, Pol-
lux immediately scales up the batch size from 256 to 32768
at epoch 1. However, we found that such early, aggressive

scaling leads to inferior validation accuracy, i.e. lower HR
(Hit Rate) and NDCG (Normalized Discounted Cumulative
Gain), when compared with vanilla training where dynamic
batch size scaling is disabled. An expert-set dynamic scaling
schedule that scales up the batch size to 32768 at epoch 3 and
this helps match the validation accuracy of vanilla training.

B Static Filters Degrade Efficiency, Fairness

GPU ID \ round ID 0 1 2 3 4 5 6
0 A A A B A A A
1 B B A B A A A
2 C B A C A B  
3 C C C C B B  
f 1/3 1/3 1/3 1/3 1/3 1/3 1/3

(a) Themis with 𝑓 = 1/3.

GPU ID \ round ID 0 1 2 3 4 5 6
0 A A A A A A A
1 A B B A B A A
2 B B C B B A  
3 C C C C C B  
f 1.0 1.0 1.0 1.0 1.0 1.0 1.0

(b) Themis with 𝑓 = 1.0.

GPU ID \ round ID 0 1 2 3 4 5 6
0 B B B A A A A
1 B B B A A A A
2 C C C A A A A
3 C C C B B   
f 2/3 2/3 2/3 1/3 1/3 1/3 1/3

(c) Shockwave with a dynamic filter 𝑓 .

Figure 15: Visualizations of schedules produced by using
different filters in Table 1. The cluster and job setting are the
same as those in Figure 1.

C Volatile Fisher Market (VFM)
C.1 Market formulation

VFM is a dynamic market and continues through rounds in-
dexed by 𝑡 = 1, . . . ,𝑇 . Each round is a fixed time interval, e.g.,
120s. Within each round, a central seller (i.e., the scheduler)
sells multiple types of resources (e.g., GPUs and/or CPUs) to
buyers (i.e., the contending jobs). 5 All resources are volatile.
Resources bought by a job in round 𝑡 cannot be carried over to
future rounds. There is a dynamic price for each resource type
in each round, and each job is endowed with an initial budget
to spend across rounds. The amount of endowment reflects
the priority of jobs. VFM assumes divisible resources [8].
(a) Buyers, Seller, and Resources. There exist 𝑁 buyer jobs
competing for 𝐽 different types of resources. (b) Allocation
(Purchase). Let 𝑥𝑖 𝑗𝑡 denote the allocation (purchase) of job 𝑖
for resource 𝑗 in round 𝑡. The resource provision is normalized
to one unit. For brevity, let 𝑥𝑥𝑥𝑖𝑡 denote the allocation vector
[. . . , 𝑥𝑖 𝑗𝑡 . . . ] for job 𝑖 in round 𝑡, and let 𝑋𝑋𝑋 𝑖𝑖𝑖 denote the 𝐽 ×𝑇
allocation matrix for job 𝑖 over rounds, with rows and columns
corresponding to the resource types and round indices. (c)

5VFM supports multiple-resource allocation, but evaluation in this paper
is carried out only for GPU allocation.
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Budget, Price, and Payment. Job 𝑖 is endowed with a budget
𝐵𝑖 to spend over rounds. The price for resource 𝑗 in round 𝑡 is
𝑝 𝑗𝑡 ; The accrued payment over rounds for job 𝑖 is

∑
𝑗 ,𝑡 𝑝 𝑗𝑡𝑥𝑖 𝑗𝑡 .

Let 𝑃𝑃𝑃 denote a 𝐽 ×𝑇 price matrix, with 𝑃𝑃𝑃[ 𝑗 , 𝑡] = 𝑝 𝑗𝑡 . (d)
Performance (Utility) Function for Dynamic Adaptation.
We use the performance (utility) function 𝑈𝑖𝑡 (𝑥𝑥𝑥𝑖𝑡 ) to map
received resources, that is, 𝑥𝑥𝑥𝑖𝑡 , to the performance gain of job
𝑖 (e.g., epoch progress). Note that 𝑈𝑖𝑡 can be different over
rounds to model time-variant performance under dynamic
adaptation. We limit performance functions in the CES family
[5], which are extensively used in system research.6

C.2 Solving Equilibrium of VFM

The market equilibrium captures the optimal allocation for
the 𝑁 jobs in each round, i.e. 𝑋𝑋𝑋∗

111, . . . , 𝑋𝑋𝑋
∗
𝑁𝑁𝑁

, and the op-
timal prices 𝑃𝑃𝑃∗ for different types of resources in each
round. An equilibrium is established if the following two
properties are satisfied. (a) Maximized Performance Un-
der Budget Constraint (Optimal Spending): Each job’s
performance is maximized under budget constraints. 𝑋𝑋𝑋∗

𝑖𝑖𝑖 =

argmax𝑋𝑋𝑋𝑖𝑖𝑖
𝑈𝑖 (𝑋𝑋𝑋 𝑖𝑖𝑖), 𝑠.𝑡.,

∑
𝑡

∑
𝑗 𝑝 𝑗𝑡𝑥𝑖 𝑗𝑡 ≤ 𝐵𝑖 , ∀𝑖. (b) Work-

conserving (Market Clearing): There is no leftover resource
if the price for the resource type is non-zero. That is, if 𝑝 𝑗𝑡 > 0,
then

∑
𝑖 𝑥𝑖 𝑗𝑡 = 1, ∀ 𝑗 , 𝑡.

Theorem C.1. For Volatile Fisher Market with linear or Leon-
tief (e.g., DRF [17]) utility, the solution of (3) captures the op-
timal allocation in the market equilibrium and the Lagrangian
dual to capacity constraints (i.e.,

∑
𝑖 𝑥𝑖 𝑗𝑡 ≤ 1, ∀ 𝑗 , 𝑡) captures

the equilibrium price.

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒
𝑋𝑋𝑋111 ,...,𝑋𝑋𝑋𝑁𝑁𝑁

∑︁
𝑖

𝐵𝑖 𝑙𝑜𝑔𝑈𝑖 (𝑋𝑖) 𝑠.𝑡., 𝑈𝑖 (𝑋𝑖) =
∑︁
𝑡

𝑢𝑖𝑡 (𝑥𝑥𝑥𝑖𝑡 ),∀𝑖,{
𝑢𝑖𝑡 (𝑥𝑥𝑥𝑖𝑡 ) =

∑
𝑗 𝑢𝑖 𝑗𝑡𝑥𝑖 𝑗𝑡 ,∀𝑖, 𝑡 (Linear)

𝑢𝑖𝑡 (𝑥𝑥𝑥𝑖𝑡 ) = 𝑚𝑖𝑛 𝑗
𝑥𝑖 𝑗𝑡

𝑎𝑖 𝑗𝑡
,∀𝑖, 𝑡 (Leontief)

,∑︁
𝑖

𝑥𝑖 𝑗𝑡 ≤ 1, ∀ 𝑗 , 𝑡, 𝑥𝑖 𝑗𝑡 ≥ 0, ∀𝑖, 𝑗 , 𝑡

(3)
For VFM with linear and Leontief performance function

at each instant, Theorem C.1 states that the solution of an
Eisenberg-Gale [5] styled program defined in (3) captures
the market equilibrium (cf., proof in Appendix D). Note that
even if the instantaneous utility is Leontief, the summed
utility over time is not Leontief in general.

D Proof of Theorem C.1
D.1 Linear Utility

Volatile Fisher Market (VFM) with linear utilities reduces to
a special case of static Fisher market, if we consider volatile
resource 𝑗 at each different time 𝑡 a unique type of resource.
Upon substituting the tuple of resource and time index ( 𝑗 , 𝑡)

6Themis [29] and Gavel [33] uses linear utility, Dominant Resource Fair-
ness (DRF) [17] uses Leontief utility, and REF (Resource Elasticity Fair-
ness) [43] uses Cobb-Douglas utility, which are all CES utility functions.

with a new resource index 𝑘 (i.e., ( 𝑗 , 𝑡) → 𝑘), the Eisenberg-
Gale program defined in (3) is equivalent to the program (4).

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒
𝑥𝑥𝑥

∑︁
𝑖

𝐵𝑖 𝑙𝑜𝑔𝑢𝑖 (𝑥𝑥𝑥𝑖𝑖𝑖) 𝑠.𝑡.

𝑢𝑖 (𝑥𝑥𝑥𝑖𝑖𝑖) =
∑︁
𝑘

𝑢𝑖𝑘𝑥𝑖𝑘∑︁
𝑖

𝑥𝑖𝑘 ≤ 1, ∀𝑘

𝑥𝑖𝑘 ≥ 0, ∀𝑖, 𝑘

(4)

Existing work [5] has proven that program (4) captures the
market equilibrium of a static Fisher market, and thus, it also
captures the market equilibrium of the equivalent VFM.

D.2 Leontief Utility

However, VFM with Leontief utilities has no direct link to
the classic static Fisher market. We prove the Eisenberg-Gale
(EG) program defined in (3) captures market equilibrium by
characterizing the Karush–Kuhn–Tucker (KKT) [19] condi-
tions. We rewrite (3) in a standard convex optimization form
and number the constraints as follows:

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒
𝑋𝑋𝑋111 ,...,𝑋𝑋𝑋𝑁𝑁𝑁

−
∑︁
𝑖

𝐵𝑖 𝑙𝑜𝑔𝑈𝑖 (𝑋𝑖) 𝑠.𝑡. (5a)

𝑈𝑖 (𝑋𝑖) ≤
∑︁
𝑡

𝑢𝑖𝑡 (𝑥𝑥𝑥𝑖𝑡 ), ∀𝑖 (5b)

𝑢𝑖𝑡 (𝑥𝑥𝑥𝑖𝑡 ) ≤ 𝑥𝑖 𝑗𝑡/𝑎𝑖 𝑗𝑡 , ∀𝑖, 𝑗 , 𝑡 (5c)∑︁
𝑖

𝑥𝑖 𝑗𝑡 ≤ 1, ∀ 𝑗 , 𝑡 (5d)

𝑥𝑖 𝑗𝑡 ≥ 0, ∀𝑖, 𝑗 , 𝑡 (5e)
Let 𝛽𝑖 , 𝜆𝑖𝑡 , 𝑝 𝑗𝑡 , 𝜂𝑖 𝑗𝑡 denote the Lagrangian multipliers cor-

responding to constraints (5b), (5c), (5d),(5e), respectively.
The Lagrangian dual function is

𝐿 (𝑥, 𝛽𝛽𝛽,𝜆𝜆𝜆, 𝑝𝑝𝑝,𝜂𝜂𝜂) = −
∑︁
𝑖

𝐵𝑖 𝑙𝑜𝑔𝑈𝑖 (𝑋𝑖)+∑︁
𝑖, 𝑗 ,𝑡

(𝑢𝑖𝑡 (𝑥𝑥𝑥𝑖𝑡 ) −
𝑥𝑖 𝑗𝑡

𝑎𝑖 𝑗𝑡
)𝜆𝑖 𝑗𝑡

+
∑︁
𝑖

(𝑈𝑖 (𝑋𝑋𝑋 𝑖𝑖𝑖) −
∑︁
𝑡

𝑢𝑖𝑡 (𝑥𝑥𝑥𝑖𝑡 ))𝛽𝑖+∑︁
𝑗 ,𝑡

(
∑︁
𝑖

𝑥𝑖 𝑗𝑡 −1)𝑝 𝑗𝑡 −
∑︁
𝑖, 𝑗 ,𝑡

𝑥𝑖 𝑗𝑡𝜂𝑖 𝑗𝑡

First, KKT requires a first-order condition of the La-
grangian function; the gradients to all primal variables and
Lagrangian multipliers should be zero. This implies that

𝜕𝐿

𝜕𝑈𝑖 (𝑋𝑋𝑋 𝑖𝑖𝑖)
= 0 =⇒ − 𝐵𝑖

𝑈𝑖 (𝑋𝑋𝑋 𝑖𝑖𝑖)
+ 𝛽𝑖 = 0 =⇒ 𝛽𝑖 =

𝐵𝑖

𝑈𝑖 (𝑋𝑋𝑋 𝑖𝑖𝑖)
𝜕𝐿

𝜕𝑢𝑖𝑡 (𝑥𝑥𝑥𝑖𝑡 )
= 0 =⇒

∑︁
𝑗

𝜆𝑖 𝑗𝑡 − 𝛽𝑖 = 0 =⇒ 𝛽𝑖 =
∑︁
𝑗

𝜆𝑖 𝑗𝑡

𝜕𝐿

𝜕𝑥𝑖 𝑗𝑡
= 0 =⇒ −

𝜆𝑖 𝑗𝑡

𝑎𝑖 𝑗𝑡
+ 𝑝 𝑗𝑡 −𝜂𝑖 𝑗𝑡 = 0
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The combination of the first two equations implies that∑︁
𝑗

𝜆𝑖 𝑗𝑡 =
𝐵𝑖

𝑈𝑖 (𝑋𝑋𝑋 𝑖𝑖𝑖)
, ∀𝑖, 𝑡

Lagrangian multipliers are nonnegative, and thus, 𝜂𝑖 ≥ 0
implies

𝑝 𝑗𝑡𝑎𝑖 𝑗𝑡 ≥ 𝜆𝑖 𝑗𝑡
Combining the last equation and the last inequality implies

that ∑︁
𝑗

𝑝 𝑗𝑡𝑎𝑖 𝑗𝑡 ≥
∑︁
𝑗

𝜆𝑖 𝑗𝑡 =
𝐵𝑖

𝑈𝑖 (𝑋𝑋𝑋 𝑖𝑖𝑖)
, ∀𝑖, 𝑡

=⇒ 𝑈𝑖 (𝑋𝑋𝑋 𝑖𝑖𝑖) ≥
𝐵𝑖∑

𝑗 𝑝 𝑗𝑡𝑎𝑖 𝑗𝑡
, ∀𝑖, 𝑡

=⇒ 𝑈𝑖 (𝑋𝑋𝑋 𝑖𝑖𝑖) =
𝐵𝑖

𝑚𝑖𝑛𝑡 ′ {
∑
𝑗 𝑝 𝑗𝑡 ′𝑎𝑖 𝑗𝑡 ′ }

, ∀𝑖

This states that for any job 𝑖, its overall utility is achieved
by purchasing resources only in certain time periods that
guarantee MBB (Maximal Bang-Per-Buck) [5] for the job,
where

∑
𝑗 𝑝 𝑗𝑡𝑎𝑖 𝑗𝑡 represents the unit cost to obtain one unit

of utility. MBB guarantees that any job’s utility accrued over
time is maximized given a fixed budget 𝐵𝑖 .

We have proved optimal spending (i.e., maximized utility
under budget limit) for each job at the solution of program
(D). The last step is to prove market clearing. KKT conditions
also require complementary slackness:

𝑝 𝑗𝑡 (
∑︁
𝑖

𝑥𝑖 𝑗𝑡 −1) = 0, ∀ 𝑗 , 𝑡 =⇒

if 𝑝 𝑗𝑡 > 0 then
∑︁
𝑖

𝑥𝑖 𝑗𝑡 = 1, ∀ 𝑗 , 𝑡

This implies that if a resource 𝑗 is traded in time period
𝑡, then it must be exhaustively allocated to the jobs and the
amount of leftover resources is zero. Therefore, we prove MC
(Market Clearing). An extra fact implied by the solution of
the EG program (D) is that since the objective is to maximize
social welfare (budget-weighted geometric mean of jobs’ util-
ities), and thus, there should be no money left by a job in the
solution of (D). This proves BC (Budget Clearing). That is,
the budget for all jobs will be completely burnt over periods.

In summary, proving Maximal Bang-Per-Buck, Market
Clearing and Budget Clearing establishes the VFM market
equilibrium produced by solving program (5).

E Proof of Theorem 4.0.1

Proof of (a):
∏
𝑖

𝜌𝑖=
∏
𝑖

𝑈𝑖 ( 𝐶𝑁 ) ·
∏
𝑖

𝑈𝑖 ( 𝑋𝑋𝑋𝑖𝑖𝑖

𝑁
)
−𝐵𝑖
𝐵 =

∏
𝑖𝑈𝑖 ( 𝐶𝑁 )

NSWOT
−1. Since

∏
𝑖𝑈𝑖 (𝐶/𝑁) is a constant independent of

𝑋𝑖 , VFM equilibrium that maximizes NSWOT equivalently
minimizes the product of FTF (Finish Time Fairness) metrics
over all jobs, i.e.,

∏
𝑖 𝜌𝑖 .

Proof of (b). At VFM equilibrium, any job 𝑖 has maximized
utility under budget. When all job have an equal budget, job 𝑖
will not prefer any other jobs 𝑗’s allocation, since job 𝑖 can
afford to buy any other job’s allocation under same budget.
Formally, we get that𝑈𝑖 (𝑋𝑋𝑋 𝑖) ≥ 𝑈𝑖 (𝑋𝑋𝑋 𝑗 ), ∀𝑖, 𝑗 . Since the mar-

ket clears in VFM equilibrium, it is not possible that all jobs
have a strictly smaller resource share than 𝐶/𝑁 , and there
must exist a job 𝑘 such that its resource share is greater than
or equal to 𝐶/𝑁 , then we know𝑈𝑖 (𝑋𝑋𝑋 𝑗 ) ≥ 𝑈𝑖 (𝑋𝑋𝑋 𝑘) ≥ 𝑈𝑖 ( 𝐶𝑁 ),
and thus, Finish Time Fairness if proved.

F Stochastic Dynamic Program for Efficiency
and Fairness in Expectation

(a) State. Each job has a private, finite set of states.
For dynamic scaling of the batch size, a state is a tuple
(BatchSize,Epoch), which denotes the current batch size and
the current epoch (index). Let 𝑠𝑖𝑡 (𝑠𝑠𝑠𝑡 ) denote the state of
job 𝑖 in round 𝑡. (b) Policy. Let 𝑥𝑥𝑥𝑖𝑡 (𝑥𝑥𝑥𝑡 ) denote the resource
allocated to job 𝑖 in round 𝑡. An allocation policy 𝜋(𝑠𝑠𝑠𝑡 , 𝑥𝑥𝑥𝑡𝑡𝑡 )
indicates the probability of making allocation 𝑥𝑥𝑥𝑡𝑡𝑡 to the jobs,
conditional on job states 𝑠𝑠𝑠𝑡 , in round 𝑡. We further limit 𝜋 to
be a deterministic policy in this study. (c) Transition Prob-
ability. We model the state transition with a probability ma-
trix 𝑃𝑖 (𝑠𝑖𝑡+1 |𝑠𝑖𝑡 , 𝑥𝑥𝑥𝑖𝑡 ), which indicates the probability of job 𝑖
transitioning to state 𝑠𝑖𝑡+1 from state 𝑠𝑖𝑡+1, under resource al-
location 𝑥𝑖𝑡 . Let 𝑃(𝑠𝑠𝑠𝑡+1 |𝑠𝑠𝑠𝑡 , 𝑥𝑥𝑥𝑡 ) denote the transition probabil-
ities for all the jobs. (d) Performance (Utility) Function for
Dynamic Adaptation. Let𝑈𝑖 (𝑠𝑖𝑡 , ·, 𝑠𝑖𝑡+1) denote the perfor-
mance gain (e.g., epoch progress) of job 𝑖 when transitioning
from state 𝑠𝑡 to the next state 𝑠𝑡+1. Let 𝑈𝑖 (𝑠𝑠𝑠𝑡𝑡𝑡 , ·, 𝑠𝑠𝑠𝑡+1) denote
the performance function for all jobs.

Maximized Nash social welfare in expectation. We con-
struct a linear program in (6) to search for an optimal pol-
icy that maximizes Nash social welfare in expectation, i.e.,
NSW𝑂𝑇𝐸 . Maximized NSW𝑂𝑇𝐸 co-optimizes efficiency and
fairness in expectation sense. The first constraint in (6) de-
fines expected cumulative utility under the policy; The second
constrains the summed allocation at each period 𝑡 not exceed-
ing resource provision, and allocation should be non-negative.
The third constrains valid probability transition between states.
Other constraints are omitted.

𝜋∗ = 𝑎𝑟𝑔𝑚𝑎𝑥
𝜋

∑︁
𝑖

𝐵𝑖 𝑙𝑜𝑔 E𝜋 [𝑈𝑖], 𝑠.𝑡. (6)

E𝜋 [𝑈𝑖] =
𝑇−1∑︁
𝑡=1

∑︁
𝑠𝑠𝑠𝑡𝑡𝑡 ∈𝑆

∑︁
𝑥𝑥𝑥𝑡𝑡𝑡 ∈𝑋

∑︁
𝑠𝑠𝑠𝑡+1∈𝑆

[𝜋(𝑠𝑠𝑠𝑡𝑡𝑡 , 𝑥𝑥𝑥𝑡𝑡𝑡 ) ·𝑃(𝑠𝑠𝑠𝑡+1 |𝑠𝑠𝑠𝑡𝑡𝑡 , 𝑥𝑥𝑥𝑡𝑡𝑡 )

·𝑈𝑖 (𝑠𝑠𝑠𝑡𝑡𝑡 , 𝑥𝑥𝑥𝑡𝑡𝑡 , 𝑠𝑠𝑠𝑡+1)], 𝜋(𝑠𝑠𝑠𝑡 , 𝑥𝑥𝑥𝑡 ) ≥ 0 and 𝜋(𝑠𝑠𝑠𝑡𝑡𝑡 , 𝑥𝑥𝑥𝑡𝑡𝑡 ) = 0
if | |𝑥𝑡 | |𝓁1 > 1 or 𝑥𝑡 < 0, ∀𝑠𝑠𝑠𝑡𝑡𝑡 ∈ 𝑆,∀𝑥𝑥𝑥𝑡𝑡𝑡 ∈ 𝑋, 𝑡 = 1, . . . ,𝑇∑︁

𝑥𝑥𝑥111

𝜋(𝑠𝑠𝑠111, 𝑥𝑥𝑥111) = 𝑏(𝑠𝑠𝑠111),∑︁
𝑥𝑥𝑥𝑡

𝜋(𝑠𝑠𝑠𝑡 , 𝑥𝑥𝑥𝑡 ) =
∑︁
𝑠𝑠𝑠𝑡−1

∑︁
𝑥𝑥𝑥𝑡−1

𝑃(𝑠𝑠𝑠𝑡 |𝑠𝑠𝑠𝑡−1, 𝑥𝑥𝑥𝑡−1)𝜋(𝑠𝑠𝑠𝑡−1, 𝑥𝑥𝑥𝑡−1),

𝑡 = 2, . . . ,𝑇

G Shockwave Design Details
Shockwave plans the schedule for a configurable number (𝑇)
of future rounds (default 𝑇 : 30 two-minute rounds) and re-
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computes the schedule when the planned rounds elapse or
when jobs arrive or complete. Shockwave’s solved schedule is
a 𝑁 ×𝑇 binary matrix X[ 𝑗 , 𝑡]. 𝑁 is the total number of active
jobs available for scheduling. X[ 𝑗 , 𝑡] = 1 (X[ 𝑗 , 𝑡] = 0) repre-
sents scheduling (descheduling) job 𝐽 𝑗 in round 𝑡 (𝑡 = 1, . . . ,𝑇).
We next describe the logic in one shot of schedule solving.
Decomposing job schedules to regime schedules. If dy-
namic adaptation is predicted to occur within the future
planning window, the scheduler must incorporate dynamic
changes of jobs’ throughputs when solving the schedule.

Example - A job’s dynamic adaptation process has two
regimes. The job is currently in the first regime at epoch 5 and
the scheduler predicts that the second regime will start from
epoch 15. Suppose the planning window is 30-minute long
and the epoch duration for the first and second regime are 2
minutes and 1 minute, respectively. Then dynamic adaptation
can start as early as the 20th minute in the window, and a 2×
change in throughput should be concerned.

To support dynamic changes in job throughputs, we de-
compose a job’s schedule into its regimes’ schedules, such
that each regime is a micro-job with static throughput. In
our above example, epochs 5 to 14 will be one micro-job
while epoch 15 onward will be the second micro-job. We
build a 𝐾 ×𝑇-dimensional binary matrix Y 𝑗 [𝑘, 𝑡] to represent
the schedule of job 𝐽 𝑗’s 𝐾 regimes that can fit in the plan-
ning window. Y 𝑗 [𝑘, 𝑡] = 1 (Y 𝑗 [𝑘, 𝑡] = 0) indicates scheduling
(descheduling) the 𝑘-th regime of job 𝐽 𝑗 to the 𝑡-th round in
the window. Note that partial order constraints are needed to
preserve the sequential order between regimes.

G.1 Implementing Nash Social Welfare over Time

We compute the utility of job 𝐽 𝑗 under schedule Y 𝑗 [·, ·] as:

UTIL 𝑗 (Y 𝑗 [·, ·]) =
𝐹𝑗

𝐸 𝑗
+

𝑇∑︁
𝑡=1

𝐾∑︁
𝑘=1

Y 𝑗 [𝑘, 𝑡] ·𝐷 ·TH( 𝑗 , 𝑘)
𝑄 𝑗 ·𝐸 𝑗

(7)

Job 𝐽 𝑗 ’s utility equals its current epoch progress percentage
(num. finished epochs 𝐹𝑗 divided by total num. epochs 𝐸 𝑗),
plus the resulting epoch progress percentage under allocation;
the latter sums up the progress percentages for the job across
regimes and rounds in the window.7. At the cluster level,
the (logarithm of) Nash social welfare over time (NSWOT)
integrates the utilities of individual jobs. Y[·, ·, ·] is a three-
dimensional array that includes the schedule variable for all
active jobs’ regimes, at all rounds, in the planning window.
As stated in §4.2, maximizing NSWOT yields an equilibrium
and establishes efficiency and fairness guarantees.

WELFARE(Y[·, ·, ·]) =
𝑁∑︁
𝑗=1
𝑙𝑜𝑔UTIL 𝑗 (Y 𝑗 [·, ·]) (8)

7The epoch progress at a single round 𝑡 for the 𝑘-th regime equals the
duration of each round (𝐷 𝑗 ) times if the regime is scheduled to the round
(Y[𝑘, 𝑡 ]), then divided by epoch duration Q( 𝑗 )/THPT( 𝑗 , 𝑘 )

G.2 Implementing Estimators for Long-Term Effects

As previously stated, maximizing social welfare for an (in-
finitely) long time horizon is difficult due to prohibitive com-
putational overhead and limited predictability. Another rea-
son is that jobs arrive and complete online, and frequent re-
planning is unavoidable. In practice, Shockwave only plans the
schedule for a finite length window (e.g, 30-60 minutes), and
we design estimators that can capture the long-term fairness
and long-term efficiency that arise from short-term planning.
An estimator for long-term fairness.

𝜌̂( 𝑗) =
𝐿 𝑗 +𝑊 𝑗 + R̂(j) ·Navg ( 𝑗)

P̂(j) ·Navg ( 𝑗)
(9)

We estimate the finish time fairness (FTF) 𝜌̂( 𝑗) of job 𝐽 𝑗 as
its predicted job completion time (the sum of attained service
time 𝐿 𝑗 , waiting time 𝑊 𝑗 , and the interpolated remaining
run time R̂(j)𝑁𝑎𝑣𝑔 ( 𝑗)), divided by its predicted job run time
(P̂(j)𝑁𝑎𝑣𝑔 ( 𝑗)).

P̂(j) (R̂(j)=P̂(j) − 𝐿 𝑗) is the total (remaining) run time un-
der isolated resources predicted using the Bayesian posterior.
Similarly to prior work [29], we linearly scale the isolated
run time with a contention factor 𝑁𝑎𝑣𝑔 ( 𝑗) to compute the run
time under contention. In this paper, we define the contention
factor as, within a fixed time range, the ratio between the
number of jobs requesting GPUs and the overall number of
GPUs provisioned in the cluster, and a job’s contention factor
𝑁𝑎𝑣𝑔 ( 𝑗) only accounts for the time range it is either queued
or running.

Shockwave plugs in the 𝑘-th power of FTF 𝜌s of jobs into
social welfare function (see Equation 11) as weights. The
weights in the social welfare function act as the budgets as-
signed to jobs in the volatile Fisher market. If a job is pre-
dicted to be unfairly scheduled (large FTF 𝜌) in the long
term, VFM correspondingly assigns a higher budget for it and
proactively prioritizes the job in the planning window.
An estimator for long-term efficiency. The efficiency esti-
mator estimates the final makespan to complete all current
jobs’ training epochs and penalizes schedules (in the plan-
ning window) that potentially increase the makespan estimate.
However, the final makespan is unknown at the current instant
and, in practice, Shockwave penalizes increasing the lower
bound of it. Shockwave uses the lower bound given in [12].
Let R(Y 𝑗 [·, ·]) denote the remaining run time of job 𝐽 𝑗 from
the planning window. The lower bound of makespan (for the
remaining epochs) is estimated as the maximum between the
sum of the remaining run time divided by the number of GPUs
in the cluster (i.e., 𝑀), and the longest remaining run time
among jobs. Intuitively this takes the maximum between the
longest job remaining and the makespan if all remaining jobs
were evenly spread out across the cluster.

H(Y[·, ·, ·]) = 𝑚𝑎𝑥{
∑
𝑗 R(Y 𝑗 [·, ·])

𝑀
, 𝑚𝑎𝑥 𝑗R(Y 𝑗 [·, ·])} (10)

Finally, we plug in the long-term efficiency estimator to so-
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Figure 16: [Physical] Evaluating the scheduling efficiency
and fairness of Shockwave under different contention factors
(CF) in a 14-GPU physical cluster.

cial welfare maximization as a regularizer (See Equation 11).
𝜆 is a tunable coefficient that controls the degree of regular-
ization. Shockwave yields similar makespan and fairness for
different workloads when 𝜆 is between 1e-1 and 1e1.

G.3 An End-to-End Schedule Optimizer

Finally, Equation 11 shows the optimization problem solved
by Shockwave in a given round. The output of the solver is
schedule for each regime and the job schedule for the round
can be simply translated from the regime schedule.

Maximize
𝑌1 ,...,𝑌𝑁

1
𝑁𝑀

𝑁∑︁
𝑗=1
𝜌( 𝑗)𝑘 𝑙𝑜𝑔[UTIL 𝑗 (Yj [·, ·])]

− 𝜆

𝑍0
H(Y1 [·, ·], . . . ,YN [·, ·])

(11)

𝑍0 is a normalization coefficient, which is the sum of the
interpolated run time across all jobs. More details about the
constraints can be found in Appendix H.

Handling dynamic job arrival. Similar to existing sched-
ulers, such as Themis [29], Tiresias [21], Pollux [36] and
Gavel [33], Shockwave periodically adds newly arriving jobs
to the schedule solver (Equation 11). The fairness objective
in Shockwave (Equation 9) automatically handles selecting
between newly-arrived short jobs or jobs that have been wait-
ing in the queue for a long time, according to their pressure
on breaking finish time fairness.

H Constraints Of Program 11
Program 11 requires the following constraints (details omit-
ted). (1) Preserving the order of regimes. Any regime is pro-
hibited to run before precedent regimes are complete. (2)
Work-conserving (Market Clearing). Idle resources are not
allowed when there are ready jobs. (3) Capacity Limits. GPUs
assigned to jobs should not exceed the overall provision.

I Varying Contention Factor
We define the contention factor as, within a fixed time range,
the ratio between the number of jobs requesting GPUs and
the overall number of GPUs provisioned in the cluster. A
larger contention factor indicates more jobs competing GPU
resources at an instant. So far, we have assumed a default
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Figure 17: [Simulation] Evaluating Shockwave’s scheduling
efficiency and fairness for Pollux trace on a 32-GPU cluster.

contention factor (three). We next vary the contention factor
and compare policies on a smaller 14-GPU physical cluster.

Shockwave’s win in efficiency decreases as there is more
resource slack and less contention in the cluster. Shockwave’s
improvement in makespan over Gavel, AlloX, and Themis
decreases (from 35% for contention factor 3) to 19% (8%)
when the contention factor is lowered to 2 (1.5) (cf. Figure 16).
A similar trend for cluster utilization is found. Shockwave’s
improvement in cluster utilization drops to 19% (5%). Al-
though the finish time fairness of all policies improves as the
contention factor decreases, Shockwave still performs better
than the baselines. Shockwave keeps the fraction of unfairly
scheduled jobs (i.e., the fraction of jobs with FTF 𝜌>1) low
when varying the contention factor. The average fraction of
unfairly scheduled jobs for Shockwave is 8.67% when vary-
ing the contention factors, outperforming the baselines by
2.85× (see Figure 16). When the contention factor is lowered
to 2, Shockwave maintains a worst-case FTF 𝜌 of 1.2, out-
performing Themis, Gavel, and AlloX by 1.27×. When the
contention factor is further lowered to 1.5, Shockwave and all
the baselines worst-case FTF approach 1 and the difference
is insignificant.

J Varying the Cluster Trace
In previous subsections, we presented the results of Shock-
wave using synthetic traces generated by the Gavel [33] work-
load generator. In this subsection, we extend the evaluation
using real DNN training traces provided by the Pollux [36]
system. The Pollux trace provides the duration and arrival
timestamps for training jobs and is extracted from a previous
workload analysis [25]. Figure 17 shows the comparison be-
tween Shockwave and the baseline algorithms and we can see
a similar trend as in previous sections. However, the win in
makespan over Themis, Gavel, and AlloX drops from 30-35%
to 20% on the Pollux trace. In previous synthetic traces, the
duration of jobs has a greater diversity (2×) than in the Pol-
lux trace, and thus long-running jobs have a larger impact on
final makespan and cluster utilization. Therefore, opportunis-
tically prioritizing these long-running jobs leads to greater
improvement when there is more diversity among jobs.
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Abstract
Modern datacenter applications are concurrent, so they require
synchronization to control access to shared data. Requests
can contend for different combinations of locks, depending on
application and request state. In this paper, we show that locks,
especially blocking synchronization, can squander throughput
and harm tail latency, even when the CPU is underutilized.
Moreover, the presence of a large number of contention points,
and the unpredictability in knowing which locks a request
will require, make it difficult to prevent contention through
overload control using traditional signals such as queueing
delay and CPU utilization.

We present Protego, a system that resolves these problems
with two key ideas. First, it contributes a new admission con-
trol strategy that prevents compute congestion in the presence
of lock contention. The key idea is to use marginal improve-
ments in observed throughput, rather than CPU load or latency
measurements, within a credit-based admission control algo-
rithm that regulates the rate of incoming requests to a server.
Second, it introduces a new latency-aware synchronization
abstraction called Active Synchronization Queue Manage-
ment (ASQM) that allows applications to abort requests if
delays exceed latency objectives. We apply Protego to two
real-world applications, Lucene and Memcached, and show
that it achieves up to 3.3× more goodput and 12.2× lower
99th percentile latency than the state-of-the-art overload con-
trol systems while avoiding congestion collapse.

1 Introduction
One of the key objectives of datacenter operators is to maxi-
mize the utilization of limited resources. While operating a
server close to its capacity maximizes its throughput, it also
makes it susceptible to overload due to surges in demand.
Such surges can occur due to variability in request arrival
patterns and sizes, and service failures. The resulting server
overload can cause receive livelock, where the server builds
up a long queue of requests that get starved because the server
is busy processing new packet arrivals instead of completing
pending requests [22].

The conventional solution is to use overload control to regu-
late incoming requests and shed excess load, ensuring that the
server can achieve both high utilization and low latency. Exist-
ing overload control schemes focus on CPU overload [9, 34]
or end-to-end response time [32]. However, we found these
approaches perform poorly under lock contention, especially
with blocking synchronization (e.g., mutexes) that causes a
thread to yield rather than spinning on the CPU (§2). For these
cases, contention leads to long queues of requests waiting to
acquire a critical section, increasing tail latency and wasting
CPU resources.

To better understand the challenge of managing lock con-
tention, consider a key-value store, where the key-value pairs
are grouped together based on the hashes of their keys. Access
to a bucket (i.e., a group of items with the same hash) is pro-
tected by an item lock. This means that in a key-value store,
the number of locks corresponds to the number of buckets.
However, a GET request acquires only a single lock which
synchronizes access to the bucket holding the data it’s access-
ing. As a specific piece of data becomes popular, the lock
protecting its bucket becomes highly contended, negatively
impacting the latency of all requests attempting to access that
bucket. However, it is important to note that such contention
and high delay impact some but not all of the requests the
application handles. The remainder of the requests can be
accessing different buckets incurring no contention, finishing
with minimal latency.

To maintain good performance under lock contention, one
must reduce the load on the contended lock, and thus the
latency of requests attempting to acquire it. On the other hand,
this should not be done in a way that affects the throughput of
requests not facing contention. The classic tension between
throughput and latency is exacerbated in this case due to the
unpredictability of request behavior: the locks accessed by a
request can only be known after the execution of the request
starts. Thus, the delay faced by different requests, that look
identical when admitted to the server, can be very different
depending on whether they attempt to access a contended
resource or not. This renders overload signals that consider the
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request

If (condition)
datapath_1();

Else
datapath_2();

CPU mutexes work

response

1 − 𝑝𝑝

𝑝𝑝

Figure 1: A simple example application with two global mu-
texes. With a probability p, the request takes the first data path
(red arrow).

overall delay of requests ineffective. Furthermore, blocking
locks can prevent the load from saturating the CPU, rendering
CPU-based overload signals ineffective as well.

In this paper, we attempt to answer the following ques-
tion: how should an overload controller decide to admit a
request when it can’t estimate the delay the request will face?
Tackling this challenge is exacerbated by the fact that some
applications have thousands of locks. Moreover, shedding
load after processing a request requires cleaning up the state
and resources touched by that request.

We present Protego, a system that provides overload con-
trol for applications that can experience lock contention (§3).
Instead of using traditional overload control signals, it ad-
mits load as long as it observes throughput improvements.
This approach ensures high throughput for requests not ex-
periencing contention. However, it can exacerbate lock con-
tention. Thus, Protego introduces new latency-aware synchro-
nization primitives that allow applications to maintain low
latency at contended critical sections, aborting requests when
lock contention is too severe. As a result, Protego can of-
fer the right load to maximize a server’s throughput, even if
some requests must be aborted during processing. We imple-
mented Protego and compared it to SEDA and Breakwater,
two state-of-the-art overload schemes, for three applications:
Memcached, Lucene, and a synthetic application (§4). Our
evaluation demonstrates that Protego outperforms SEDA and
Breakwater for a wide range of workloads and applications
(§5). For example, when Memcached is handling a SET-heavy
workload, Protego achieves up to 1.6× more goodput with
5.7× lower 99th percentile latency compared to SEDA.

Protego has some limitations. It requires application-level
code changes to adopt our synchronization API. Furthermore,
existing overload control schemes can achieve slightly higher
throughput than Protego when locks are not the bottleneck
and requests are shorter than a microsecond.

Protego is an open-source software available at https:
//inhocho89.github.io/protego/.

2 Motivation
2.1 Locking Complicates Overload Control
In modern datacenter applications, RPC requests often re-
quire blocking synchronization (e.g., mutexes, semaphores,
and conditional variables) to serialize access to shared data.
However, blocking synchronization primitives can experience
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Figure 2: gRPC performance for the example application of
Figure 1 (p= 20%). After acquiring a mutex, requests busy-loop
for a time sampled from an exponential distribution with 1 ms
average. Four cores are allocated for this experiment, one for
each data path and two to adsorb any system overhead, ensuring
that the CPU is not bottlenecked.

contention when multiple requests attempt to access the same
critical section, leading to a performance bottleneck. This is
further complicated by the fact that the locks required by each
request may be different depending on the request payload
and the program’s state. This makes it hard to know the data
path a request will take before its actual execution.

The crux of this problem is that seemingly identical re-
quests can have different execution paths at the server with
different latency and throughput characteristics. This unpre-
dictable behavior makes admission control hard, leading to
the question: which data path should admission control con-
sider when admitting new requests? To better understand this
dilemma, consider the scenario in Figure 1. Incoming requests
can take one of two paths, each protected with a different mu-
tex. Requests can take the first data path with probability p,
where 0≤ p≤ 1, and the second path with probability 1− p.
We implemented this simple scenario in gRPC running on
Linux. Figure 2 shows the performance of this scenario with
p = 20% under various loads generated by client machines
with an open-loop Poisson arrival process.

The existence of multiple data paths with different lock
bottlenecks creates a dilemma. As shown in Figure 2, dif-
ferent datapaths are saturated at different offered load levels.
Typically, clients and servers can’t predict whether a request
will take the datapath currently bottlenecked (data path 2 in
the example). Here, the admission control dilemma emerges
from the existence of multiple desirable operating points. If
the operator desires low latency for all paths, then they have
to sacrifice throughput, admitting only enough load to sat-
urate the most congestion execution path (i.e., 1.2 kRPS in
this example). On the other hand, if they desire high through-
put, then they have to admit a high load and deal with the
congested path through other means (e.g., dropping a request
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Figure 3: Performance of Breakwater, SEDA, and trylock for the example application of Figure 1 (p = 20%) with 100 µs average service
time on Shenango. Throughput and 99th percentile latency are normalized by the performance of Protego.

after admitting it). Next, we show that no existing overload
control scheme can navigate this dilemma and produce good
results in such scenarios.

2.2 Problems with Existing Overload Control Schemes
Overload control attempts to operate a server near its capacity
with minimal SLO violations and request drops. The basic
idea behind overload control is to keep track of the load on the
server using a signal, adjusting the admitted load based on that
signal. Multiple signals have been proposed to improve the
accuracy of admission control, including CPU utilization [30],
end-to-end delay [32], and queuing delay [9,19,34]. However,
none of these signals are useful in lock contention scenarios
where the operator attempts to maximize throughput while
maintaining low latency.

For example, Breakwater [9] and Swift [19] use past obser-
vations to predict the amount of queueing delay each request
will face. However, in the presence of thousands of locks, it’s
unclear which queueing delay value (or statistic), if any, can
be used to perform admission control. This is because admis-
sion control doesn’t know in advance which locks requests
will access, making it impossible to decide which value to
react to without overestimating or underestimating overload.
Note that any CPU-based metrics also fail as the CPU might
not be the bottleneck in lock contention scenarios.

One possible approach to handle problematic or unpre-
dictable lock behavior is to leverage existing primitives like
try_lock() or timed_mutex(). Specifically, such primi-
tives will allow requests to fail, avoiding latency, if the lock
cannot be acquired due to congestion. However, overload con-
trol schemes that rely exclusively on request drops do not
scale well due to the large overhead of packet drops. Further-
more, relying on existing primitives is not straightforward;
try_lock() is a very aggressive overload control mechanism
because it causes a request to fail on the first failed attempt
to acquire a lock. On the other hand, timed_mutex() is too
relaxed, forcing a request to wait for the full waiting time
even under severe congestion conditions.

We demonstrate the limitation of existing overload control
schemes, including the usage of try_lock(), by implement-
ing those schemes for the scenario described in Figure 1,
setting the average service time to 100 µs. However, rather

than using gRPC, we leverage the existing implementation of
SEDA and Breakwater [3]. Breakwater spawns a new thread
per incoming request. We limit the number of spawned threads
to bound the memory usage of the system. When a request
is aborted, a failure message is reported to the client. The
results are shown in Figure 3, comparing the throughput, tail
latency, and drop rate of existing schemes, normalized by the
performance of Protego.

SEDA successfully bounds the tail latency as it rate-limits
clients based on the measured tail end-to-end latency. How-
ever, by considering only the tail latency, it reacts to the most
congested path, leading to poor throughput as it underutilizes
the uncongested path. Breakwater reacts only to queueing
delay in the thread queue or the packet queue, reacting only
to CPU and network overload. Thus, it doesn’t perform any
rate-limiting because neither the CPU nor the network is the
bottleneck. Breakwater’s behavior leads to high utilization
and very high latency. Using try_lock() allows the sys-
tem to achieve near-ideal latency while suffering from an
extremely high drop rate and poor throughput. This is caused
by try_lock()’s aggressiveness in dropping requests, wast-
ing CPU and throughput even at low loads. Our proposal
overcomes the shortcomings of existing systems, achieving
the highest throughput while keeping the latency and drop
rate low.

2.3 Challenges
Existing overload control schemes, developed for CPU over-
load scenarios, suffer significant performance degradation
when handling lock contention. The key issue when dealing
with lock contention is the unpredictability of the latency
that a request will face. Particularly, the overload controller
doesn’t know which lock a request will require. This issue
leads to the following challenges:
1. No existing overload control signal is viable. As discussed
earlier, delay reflects the state of the most congested path.
On the other hand, CPU utilization is not helpful when the
bottleneck is not the CPU. Thus, we need a new approach to
assessing the capacity of the server in order to make accurate
admission control decisions.
2. Drops are inevitable to achieve high throughput. An over-
load controller that doesn’t react to the most congested data
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Figure 4: Protego Overview

path will incur a high delay for requests taking that path. How-
ever, it must offer enough load to keep other, less-congested
paths busy. Therefore, maintaining both an acceptable SLO
and high CPU utilization requires dropping requests on the
most congested paths and reporting failures to the client. Early
failure reporting allows the client to issue the requests to an-
other replica while maintaining the SLO of the request.
3. Any viable solution must scale to a large number of locks.
Modern programs can have thousands of data paths and syn-
chronization primitives. An incoming request can take any of
them depending on the data it carries. Thus, the admission
control scheme needs to scale to a large number of locks with
minimal per-lock overhead.

3 System Design
There is a fundamental tradeoff between throughput and drop
rate in the presence of unpredictable synchronization. To
achieve high throughput, clients should offer enough load for
the server to fully utilize its uncontended data paths. Unfor-
tunately, this permits some congestion to occur in its con-
tended data paths. Thus, our high-level strategy is to use an
admission control scheme that admits enough load to keep
all data paths operating at full capacity, combined with an
Active Queue Management (AQM) mechanism that drops
excess load on the contended data paths. Our admission con-
trol scheme draws insight from network congestion control
algorithms like PCC [12]. Specifically, Protego does not react
to a specific overload signal. Rather, it observes the impact
of its current admission rate on the behavior of the system,
admitting more load only when it improves overall system
performance.

Figure 4 illustrates an overview of Protego combined with
a simple RPC server that uses a global mutex. Protego is com-
posed of two main components: an admission controller and
an AQM mechanism. The admission controller leverages a
credit-based scheme, similar to the scheme used in Breakwa-
ter [9]. Protego only changes the way the number of available
credits is decided, adjusting the number of credits by observ-
ing the impact of increasing the number of available credits
on achieved throughput. The AQM mechanism uses Active
Synchronization Queue Management (ASQM), a novel form
of AQM that drops requests at lock acquisition time to prevent
blocking on a critical section for an excessive amount of time.
When a request is dropped, Protego reports this failure as

quickly as possible to clients, allowing them to resend their
requests to another replica.

3.1 Performance-driven Admission Control
Our goal is to develop an admission control algorithm that
allows a server operator to navigate the tradeoff between
throughput and drop rate. Note that the admission control
algorithm should support scaling to a large number of data
paths. Thus, we avoid developing an algorithm that has to
take into account the state of every data path in the server.

Intuition. To better understand the intuition behind our
algorithm, we go back to the setup in Figure 1. Specifically,
we rerun the experiment discussed in Section 2.2. However,
we use a smaller service time per request (10 µs rather than
100 µs) because these results help to make our point clearer.
Moreover, we don’t use any admission control scheme but
rely on the AQM scheme, discussed in the next section, to
keep latency bounded. The results are shown in Figure 5. The
design of our admission control scheme stems from observing
that as the load increases, the system operates in four different
phases:

Phase I (uncongested) is the phase where none of the locks
or CPUs is congested. Throughput grows linearly with load
increases because the system has capacity to handle all incom-
ing demand. Further, tail latency increases only marginally
because of bursts in the queue caused by the variable request
arrivals, modeled as a Poisson arrival process. With no con-
gestion, AQM does not drop the requests.

Phase II (partially congested) is the phase where a subset of
locks are contended. As load increases, throughput increases
sub-linearly because the system has capacity to handle only a
fraction of incoming demand (i.e., the uncongested path still
has capacity). Incoming requests that take the congested path
will face high queueing delay, leading AQM to start dropping
requests while keeping the tail latency near the target value.
To generalize, different applications will produce a different
concave line like that shown in Figure 5(a), where the slope
of the curve decreases as more paths become congested. The
exact shape of the curve depends on the number of congested
paths, and their capacities along with the load.

Phase III (congested) is the phase where all the data paths
become congested. Thus, as the load increases, the throughput
doesn’t change. However, the increase in load increases CPU
utilization because of the increase in network processing load
and the increasing overhead of dropping requests. Eventually,
the CPU also becomes congested, increasing tail latency.

Phase IV (congestion collapse) is the phase where the system
enters a livelock state, spending more time dropping requests
than processing them. During that phase, throughput degrades
and latency keeps increasing.

Overview. Admission control should bound the incoming
load to make the server operate in Phase II. Note that the
values of latency, drop rate, and CPU utilization do not help
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Figure 5: Performance of the application in Figure 1 (p = 20%) with 10 µs average service with the latency bounded by ASQM

Algorithm 1 Performance-driven credit management

1: te: efficiency threshold
2: td : maximum drop threshold
3: C: the size of credit pool
4: in{last,cur}: # of incoming requests in {last, current} iteration
5: out{last,cur}: # of outgoing responses in {last, current} iteration
6: dropcur: # of request drops in current iteration
7: a: increment step size
8: d: multiplicative decrement factor
9:

10: repeat Every 4 * end-to-end RTT
11: if dropcur > td · incur then
12: C← (1−d) ·C
13: else if (incur− inlast)(outcur−outlast)> 0 then
14: if |outcur−outlast |> te · |incur− inlast | then
15: C←C+a
16: else
17: C← (1−d) ·C
18: end if
19: else
20: C← (1−d) ·C
21: end if
22: C←max(C,Cmin)
23: C←min(C,Cmax)
24: inlast ← incur
25: outlast ← outcur
26: until Application exits

identify the phase in which the server operates. However, by
observing the slope of the throughput curve, one can identify
the boundaries of Phase II. Specifically, Phase II starts when
the slope of the throughput curve drops from 1 (i.e., the system
can no longer handle all incoming requests) and ends when
the slope reaches 0 (i.e., the system can no longer handle
any additional incoming requests). A server operator that’s
interested in achieving a near-zero drop rate would operate
the server at the leftmost edge of Phase II, where the slope
of the throughput curve is slightly lower than one. On the
other hand, a server operator that’s interested in achieving the
highest possible throughput would operate the server at the
rightmost edge of Phase II, where the slope of the throughput
curve is slightly higher than zero. The server operator can

operate between those two points by choosing desired slope
value. Additionally, the operator could specify the region of
operation further by capping the maximum allowed drop rate.

We propose a performance-driven admission control al-
gorithm with two parameters: efficiency threshold (te) and
maximum drop rate (td). The efficiency threshold represents
the target operating point on the throughput curve in terms
of the slope of the curve at that point. Specifically, te takes
values between zero and one, with zero representing the high-
est possible throughput, and one representing zero drop rate.
The maximum drop rate, td , allows a service operator to cap
the drop rate at the expense of throughput to reduce the ex-
pected number of request drops. Protego uses the maximum
drop rate in addition to the efficiency threshold to determine
whether to accept more incoming load. Protego judges an
RPC server to be overloaded, accepting no further load, if
throughput improvement with additional load is less than the
efficiency threshold or if the drop rate exceeds the maximum
drop rate.

Operation. A Protego server controls the number of incom-
ing requests through the credit-based scheme we developed
for Breakwater [9]. We chose a receiver-driven credit-based
admission control scheme because it was shown to be robust
to incast scenarios, efficiently scaling to a large number of
clients while maintaining its performance [8, 9, 17, 23]. Like
1RMA [29] and Breakwater [9], Protego requires a new client
to declare its intent to send requests to the server by send-
ing an initial Request To Send (RTS) message. For Protego,
this message is needed only when a new client connects to
the server and is not needed for every request. The server
issues credits to clients. A credit represents availability at the
server to process a single request by the client that receives
the credit. A client only sends a request after it receives a
credit. A client disconnecting from the server has to send a
Disconnect message to inform the server to stop allocating
credits to it. Note that credits in Protego provide minimal
commitment as the server cannot know in advance whether
an incoming request will take a congested or an uncongested
path. Protego determines the total number of available credits,
C, before distributing them to individual clients.

The server measures its efficiency (the change in through-
put divided by the change in admitted load). If measured
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efficiency is less than the efficiency threshold (te), the server
reduces the credit pool size, reducing the admitted load; other-
wise, it increases the credit pool size. In particular, the server
operates in iterations, each lasting a few end-to-end RTTs.1

We measure the end-to-end RTT with the elapsed time be-
tween credit issue and the successful response return which is
tracked with an 8B unique credit ID. The server keeps track
of the number of admitted requests from the current itera-
tion and the previous iteration, incur and inlast , respectively.
It also keeps track of the current throughput and the through-
put in the previous iteration, outcur and outlast , respectively.
The efficiency metric e = (outcur−outlast)/(incur− inlast) is
compared to the efficiency threshold te. The server contin-
uously monitors the drop count dropcur and decreases the
admitted load if dropcur exceeds td · incur. Protego uses ad-
ditive increase / multiplicative decrease (AIMD) for credit
management due to its simplicity. The details of the algorithm
are shown in Algorithm 1.

3.2 Active Synchronization Queue Management
(ASQM)

Protego assumes a standard queue abstraction per blocking
synchronization object. However, to ensure scalability, Pro-
tego requires no coordination between queues, no per-queue
parameter setting, and only minimal changes to the exist-
ing implementation of the synchronization API. Specifically,
ASQM caps the total time a request is allowed to spend in a
queue, assigning each request a queueuing delay budget. The
value of the budget represents the maximum queueing delay
a request can tolerate for the server to respond within a target
latency. The queueing delay budget is computed by subtract-
ing the 99th percentile network latency and 99th percentile
service time from the target delay of the request, leaving the
slack time that the request can afford to spend in the server.

When a request arrives at the server, Protego assigns it a
queueing delay budget. Before placing the request in each
queue for a contended resource, it first checks the instanta-
neous queueing delay of the queue and drops the request if the
queueing delay is larger than the request’s remaining queue-
ing delay budget. After the request is dequeued, it deducts
the queueing delay it incurred from its budget. The queueing
delay is measured by computing the difference between the
current timestamp and the enqueue timestamp of the oldest
item in the queue. In this paper, we only consider the runnable
thread queue in the CPU scheduler and the wait queues for
blocking synchronization primitives. However, we believe
the same idea can be applied to other queues for contended
blocking interfaces such as blocking I/O.

Target delay vs. SLO. It’s critical to note that the target delay
used to compute the queueing delay budget is different from
the RPC’s Service Level Objective (SLO). The target delay
is a per-server metric: a single server should finish a request

1We found that four RTTs allows for accurate measurement of all param-
eters while allowing for fast reaction to changes in the workload.

or report failure within the target delay. On the other hand,
an SLO is a per-request metric: a request of a specific type
should finish within its SLO, taking into account that multiple
attempts at multiple servers might be needed for the request
to succeed. In Protego, the target delay is set by default to
SLO divided by the maximum number of retries.

Handling dropped requests. Upon a request drop, the server
returns a failure message immediately to the client. At the
server, a request drop incurs some CPU overhead to partially
process the request and generate the failure message. Fur-
ther, the failure message and retransmission of the request
can incur networking overhead. If the overhead of dropping
requests is large, a service operator can reduce the drop rate
by choosing a higher value for the efficiency threshold (te),
sacrificing throughput. At the clients, the dropped request
may be handled in various ways: retransmission to another
replica, triggering failure handling operations (e.g., online
banking transaction), or degrading the quality of the response
(e.g., search). For systems with replication and auto-scaling,
retransmission is the most common failover mechanism. For
the rest of the paper, we focus on scenarios where an over-
loaded server has a non-overloaded replica which can serve
dropped requests.

Retransmission of dropped requests introduces additional
latency, inflating the overall delay faced by such requests,
potentially harming their SLOs. Protego drops requests before
they consume their delay budget. Thus, clients receive failure
messages within the target delay. In the worst case, for each
retransmission, a request will be delayed by at most the target
delay (§5.3). Alternatively, if the SLO is tight, the client can
send tied or hedged requests to multiple replicas to avoid
the retransmission delay but incur the cost of coordination
overhead and/or CPU wasted by duplicate executions [11].

3.3 System Parameters
In total, Protego has five parameters: four universal param-
eters whose value can be fixed across workloads, and one
workload-specific parameter.

Universal parameters. The efficiency threshold and maxi-
mum drop rate parameters, te and td , do not need to change
per workload. We show that the performance of Protego is not
very sensitive to the choice of te (§5.4). We use an efficiency
threshold of 10% by default. The maximum drop rate puts a
cap on the allowed drop rate. Operators that want to maximize
throughput should set it to 100%, which is the default value
we choose in the paper.

AIMD algorithms have two parameters: an increment step
size (a) and a decrement factor (d). Large values of a and d
make the algorithm more aggressive in reaching the desired
operating point but less stable with large fluctuations. We
choose small values for a and d, preferring stability. We set
a as 0.1% of the number of the client sessions and d as 2%,
which leads to good performance in incast scenarios [9].

Workload-specific parameters. The target delay specifies
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the maximum delay allowed in a single server. Its value is
calculated as the SLO divided by the expected number of
attempts that a request can make before it succeeds.

4 Implementation
We implemented Protego as a library that uses Shenango [25]
and builds upon the RPC-layer implementation of Breakwa-
ter [9]. Furthermore, Protego extends Shenango’s synchro-
nization library to implement ASQM, facilitating the adoption
of Protego to Shenango applications.

Performance measurement. Protego adjusts the credit pool
size, once every iteration, based on five measures of efficiency
and drop rate: incur, outcur, dropcur, inlast and outlast . The mea-
sures are updated (i.e., current measures are reset after their
values are assigned to the last measures) after one end-to-end
RTT from the time the credit pool size is updated to accurately
reflect performance during an iteration. This period is selected
because the incoming load changes in correspondence to the
new pool size after at least one end-to-end RTT.

Dispatcher threading model. Protego assigns a queueing
delay budget per request, deducting from it after a request
is serviced from a queue. This operation requires accurately
tracking the time a request spends in various queues, avoiding
any variability that might be introduced due to the operating
system or the network stack. Thus, we implement Protego
with a dispatcher threading model where a dispatcher thread
parses the network payloads into requests, spawning a new
thread for each incoming request. This approach minimizes
the delay requests face in the network stack because packets
are parsed quickly by the dispatcher thread, out of the critical
path of request processing. When a new thread is created
by a dispatcher, it’s assigned a queueing delay budget by
subtracting the 99th percentile network latency and the 99th
percentile service time from the target delay.

Latency-aware Active Synchronization Queue Manage-
ment (ASQM) API. Protego provides the following latency-
aware APIs to enable ASQM:

bool mutex_lock_if_uncongested(mutex_t *);
bool condvar_wait_if_uncongested(condvar_t *,

mutex_t *);

These interfaces are similar to those of a try_lock(), but
their behavior is different. If the queueing delay of a blocking
critical section exceeds a request’s queueing delay budget, it
returns false without waiting. Otherwise, it returns true after
successfully acquiring the lock. An application developer
can leverage the existing synchronization API provided by
Shenango, including mutex_lock() and condvar_wait()
for parts of the program that cannot handle dropping. For
example, a maintenance thread running in the background
may need to acquire a lock no matter how long it has to wait.

Queueing delay measurement. Protego needs to measure
instantaneous queueing delay to compare it against a request’s

remaining budget. We instrument the waiter queue for mu-
texes and conditional variables to measure the queueing de-
lay.When a thread is enqueued to the waiter queue, Protego
timestamps the request. When the blocking synchronization
is queried for the queueing delay, it returns the difference be-
tween the current timestamp and the enqueue timestamp of the
oldest thread in the waiter queue. Using an efficient hardware
timestamp read function, Protego can measure the queueing
delay of blocking synchronization with little overhead.

Identifying contended locks. In order to get the full per-
formance benefits of Protego, developers must identify all
the contended locks to replace with Protego’s ASQM APIs.
A developer needs to hypothesize which locks are likely to
be contended based on the application-specific knowledge
and run experiments to verify which locks introduce a large
queueing delay with per-lock queueing delay measurements.
This process requires iterating multiple times until all the
contended locks are identified and their code is modified to
use the Protego API. Alternatively, a developer can use high-
resolution latency profilers [16] to identify contended locks.

Application modification. Enabling Protego requires replac-
ing blocking synchronization primitives with the ones pro-
vided in the Protego API. Further, Protego allows requests to
be dropped after they have been partially processed by the
server, potentially modifying some states or reserving some
resources. Thus, enabling Protego requires the application to
perform all necessary clean-up after a request is dropped (e.g.,
freeing memory it allocated to the request and releasing other
locks the request currently holds). However, the complexity
of handling request drops can be significantly reduced by uti-
lizing features of modern programming languages, such as
RAII in C++ with smart pointers and scoped locks.

5 Evaluation
Our evaluation answers the following key questions:
1. Can Protego balance high throughput and low latency for

real-world applications?
2. How much code change is required to enable Protego?
3. Does Protego maintain its benefits for different workloads?
4. Can requests maintain their SLO in the presence of drops?
5. How much does each component of Protego contribute to

its overall performance?
6. How sensitive is the performance of Protego to its parame-

ter values?
7. What are the limitations of Protego?

5.1 Evaluation Setup
Testbed: We use eleven xl170 nodes in Cloudlab [13].
Each node has a ten-core (20 hyper-threads) Intel E5-2640v4
2.4GHz CPU, 64GB ECC RAM, and a Mellanox ConnectX-4
25GbE NIC. Nodes are connected through a single Mellanox
2410 switch. The average and 99th percentile network RTT be-
tween any pair of two nodes are 10 µs and 20 µs, respectively.
We use one node as an RPC server and the other ten nodes
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Figure 6: Performance of SEDA, Breakwater, and Protego for Lucene

as RPC clients. The server application uses up to ten hyper-
threads for real-world applications and four hyper-threads for
synthetic application. Each client machine simulates one hun-
dred RPC client connections with sixteen dedicated, spinning
hyper-threads. Requests are generated following an open-loop
Poisson arrival process.

Workloads: We evaluate Protego using three workloads: 1)
Lucene, a search application with significant lock contention
overhead, 2) Memcached, a latency-sensitive in-memory key-
value store that exhibits both locking bottlenecks and CPU
bottlenecks, and 3) a synthetic workload with its execution
time drawn from an exponential distribution.

Baseline: We compare Protego to SEDA, a latency-based
overload control system, and Breakwater, a queueing delay-
based one. SEDA controls the load at the server by rate-
limiting the clients. Each SEDA client adjusts its request
sending rate based on the 99th percentile end-to-end latency
faced by requests. Breakwater controls the load at the server
through a credit-based mechanism, adjusting the credit pool
size based on the sum of packet queueing delay and CPU
thread queueing delay. To ensure low latency, Breakwater
drops a request if the queueing delay exceeds a workload-
based threshold.

Evaluation metrics: To incorporate throughput, latency,
and the target latency into one single metric, we compute
goodput as the throughput of the requests whose latency is
below the target delay. For Breakwater and Protego, we report
the drop rate as the ratio of the number of dropped requests
to the number of requests received by the server during an
experiment. SEDA does not drop the request at the server. We
run the experiments for 8 seconds and collect the data for the
last 4 seconds to capture the steady-state behavior.

Parameter settings: We tune the parameters of all systems
to allow each system to achieve its best goodput for each
workload. For SEDA, we adjust timeout (request sending rate
update interval), ad ji (rate increase factor), and ad jd (rate
decrease factor). We use the default configuration from [32]
for all other parameters. For Breakwater, we tune the target
queueing delay and the drop threshold which we set to 40%
and 80% of Protego’s target delay, respectively, for all work-
loads. We use the default configuration from [9] for all other

parameters. For Protego, we use an efficiency threshold (te)
of 10%, a maximum drop rate (td) of 100%, an increment step
size (a) of 1, and a decrement factor (d) of 2% for all work-
loads. We determine the queueing delay budget for ASQM
by deducting 99th percentile service time and 99th percentile
network delay (20 µs) from the target delay for each work-
load. We determine the target delay as the maximum value
between 10× the sum of average network RTT (10 µs) plus
the average service time, and 2× the sum of 99th percentile
network RTT (20 µs) plus the 99th percentile service time.
For example, for the exponential service time distribution
with 10 µs average whose 99th percentile is 46 µs, we set
the target delay to 200 µs because 10 · (10+10) = 200 µs is
higher than 2 · (20+46) = 132 µs. The way we set the target
delay is comparable to how the SLO is calculated in recent
proposals [9,10,26]. We set the SLO as twice the target delay,
assuming that a request fails at most once.

5.2 Mutex-intensive Application: Lucene
Lock contention inside Lucene: Lucene is a search engine
library that maintains two main types of structures: 1) inverted
indices, called Segments, and 2) per-term scores of all indexed
documents, called TermDocs. Every Segment and TermDocs
is protected by its own mutex. Every request performs a binary
search over all Segments to find the documents corresponding
to its search query. Then, documents are ranked based on
the information found in the TermDocs corresponding to the
identified documents.

As load increases on the server, the per-Segment lock be-
comes contended because every request needs to search over
all the Segments. Segments containing more entries are more
likely to be contended because it takes more time to perform
a binary search over their entries. Further, if a specific docu-
ment becomes popular, the per-TermDocs lock protecting its
data becomes contended.

Application modification: We ported the C++ version of
Lucene, Lucene++ [31], to Shenango and built a simple in-
memory search application, where all the data is stored in
memory with RAMDirectory. We replaced the per-Segment
lock and per-TermDocs lock with Protego’s latency-aware
synchronization API to allow request drops. In total, we mod-
ified 40 LOC of Lucene++ after porting it to Shenango. Note
that, while Lucene allows for reporting partial search results,
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Figure 7: Performance of SEDA, Breakwater, and Protego for Memcached with VAR workload

we don’t allow that to provide a fair comparison between
overload control schemes that don’t drop requests. The re-
sponse contains either the complete search result or a failure
notification.

Workload and configuration: We populate the server with
a dataset of 403,619 COVID-19-related tweets [6] in English
posted between 27th and 29th November 2021. The clients
generate single-term search queries. The search term (or word)
is sampled from the word distribution in the data set exclud-
ing stop words like “a”, “the”, “and”, etc. All the tweets are
loaded to the server before serving clients, and tweets are
not modified or deleted during an experiment. This workload
yields an average processing time of 1.7 ms and a 99th per-
centile latency of 20 ms on a lightly-loaded server. Thus, we
set the target delay to 40 ms. For SEDA, we set timeout = 1 s,
ad ji = 0.1, and ad jd = 1.3. For Protego, we use an initial
queueing delay budget of 20 ms.

Overall performance: Figure 6 shows the goodput, 99th
percentile latency, and drop rate for all three overload control
schemes. Note that Lucene does not suffer from any CPU
congestion. Thus, Breakwater’s admission control and AQM
are never triggered, leading to congestion collapse as mutexes
become congested with demand exceeding 600 RPS. SEDA
reduces clients’ request sending rate as soon as it measures
high latency due to a mutex congestion, reacting to the most
congested data path, which limits the system’s goodput to 500
RPS. SEDA’s tail latency is bounded but more than 10 times
higher than the target latency because of incast. By better
utilizing uncongested data paths and dropping the excess
load, Protego achieves up to 3.3 times higher goodput and 17
times lower 99th percentile latency than SEDA.

5.3 Latency-critical Application: Memcached
Lock contention inside Memcached: The key-value pairs
are stored in a giant hash table, composed of multiple hash
buckets. Memcached has two main types of locks that may
be contended. First, each hash bucket is protected by a mutex
called item_lock, and this mutex may get contended not only
by concurrent accesses (i.e., reads or rights) to the same key
but also by accesses on different keys sharing the same key
hash. Thus, it’s difficult to predict which item_lock a request
will need before executing it. Second, Memcached manages
its memory by assigning items memory from a global pool,
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Figure 8: Service-level performance of Protego for the Mem-
cached VAR workload with retransmission

which is protected by a global lock called slabs_lock. Ev-
ery SET and UPDATE request must grab the slabs_lock to
allocate memory for the new value.

Application modification: We replaced the item_locks and
slabs_lock with Protego’s latency-aware mutexes. When
a request is dropped, Protego delivers a failure message to
the client immediately. Furthermore, it cleans up the inter-
mediate state processed by the request, freeing up the chunk
allocated to the request before the thread handling that request
exits. We don’t allow drop when a request tries to reacquire
slabs_lock to free up the memory to avoid memory leaks.
In total, we modified 50 LOC in Memcached [4], excluding
the modifications to port it to Shenango.

Workload and configuration: For Memcached experiments,
we use the VAR workload from Facebook Memcached clus-
ter [33]. VAR is a SET-heavy workload for server-side browser
information where 82% of the requests are SET requests. The
key distribution of the workload is skewed with 10% of the
keys used by 90% of the requests. With a SET-heavy work-
load, slabs_lock becomes the bottleneck as all SET requests
require slabs_lock to allocate memory region. We approx-
imately follow the key and value size distribution for each
workload as described in [33]. We generate 100,000 key-value
pairs and use the hash power of 17, providing 131,072 buckets
in the hash table, which is sufficient to avoid severe hash col-
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Figure 9: Performance of SEDA, Breakwater, and Protego for synthetic workload with p = 50% and 10 µs average service time
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Figure 10: Performance of SEDA, Breakwater, and Protego for synthetic workload with p = 50% and 1 µs average service time

lisions. Since SET requests complete within less than 1 µs on
average, we set the target delay to 110 µs. For SEDA, we set
timeout to 1 ms, ad ji to 100, and ad jd to 1.02. For Protego,
we set the initial queueing delay budget to 70 µs.

Performance with a global mutex bottleneck: Figure 7
demonstrates the performance of the three overload control
schemes. When the slabs_lock becomes contended with
clients’ demand of more than 550 kRPS, both Breakwater
and SEDA experience a goodput drop because of the increase
in latency. As with Lucene, the admission control and AQM
of Breakwater are not triggered because the CPU is not con-
gested. On the other hand, SEDA suffers from incast. The
goodput of Protego increases further by utilizing uncongested
data paths with GET requests achieving 1.6 times higher good-
put than SEDA and 7 times higher goodput than Breakwater.
The increment in Protego’s goodput is limited by the over-
head of request drops. Most of the dropped requests are SET
requests, and some of them require the slabs_lock to free
the allocated memory. As more requests are dropped, the
slabs_lock becomes more contended by new SET requests
that need to allocate the memory as well as old and dropped
requests that need to release their memory, resulting in lower
throughput of SET requests at very high loads.

Maintaining the SLO under retransmissions: To better
understand the impact of request drops on the overall SLO, we
construct a simple scenario where Memcached has two repli-
cas, but we otherwise use the same configuration as before.
When a client makes a request, it sends the request to Server 1.
If it is dropped, the client then retransmits it to Server 2 (after
receiving a failure message from Server 1). This structure
is similar to how Memcached is operated at Facebook [24]
where they don’t provide a strong consistency guarantee. Note
that if both servers are overloaded, the problem ceases to be
an overload control problem as the service operator needs to

allocate more servers. Thus, our experiment captures the case
where there is sufficient capacity to handle all requests, but
retransmission may still be necessary. We anticipate up to one
retransmission could happen, considering the capacity of the
two servers and the demand the clients generate during the
experiment, so we set the service-level objective (SLO) to
two times the single server target delay, or 220 µs.

Figure 8 demonstrates the total goodput of both servers, the
99th percentile end-to-end latency, and failure message delay
for the VAR workload. When the clients’ demand exceeds
400 kRPS, Server 1 starts to drop requests. Protego drops the
requests before they wait for the contended mutex if the delay
at the mutex exceeds a request’s budget. Thus, most of the fail-
ure messages are delivered within the target delay. Note that
if a client doesn’t receive a credit for a request within 10 µs
from Server 1, it sends the request to Server 2 with the locally
generated failure message. As clients’ demand increases, the
99th percentile delay of failure messages decreases because
more requests are retransmitted to Server 2 with local fail-
ure message. The overall 99th percentile end-to-end latency
achieved by Protego is higher than the per-server target delay
because some requests need to be retransmitted. However, it
is still 1.7 × lower than the SLO.

5.4 Microbenchmark
Workload and configuration: To further analyze Protego’s
performance, we run the synthetic application depicted in
Figure 1. We choose the configuration p = 50%, making both
data paths equally likely to be congested, to provide a best-
case scenario for SEDA. We use a workload with exponential
service time distribution of 10 µs and 1 µs average. The tar-
get delay values are 200 µs and 110 µs, respectively for the
two settings. For SEDA, we set timeout = 1 ms, ad ji = 10,
and ad jd = 1.04 for the first setting, and timeout = 1 ms,
ad ji = 40, and ad jd = 1.04 for the second setting. For Pro-
tego, we set the initial queueing delay budget to 134 µs and
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85 µs, respectively, for the two settings.

Overall performance: Figure 9 shows the goodput, CPU
usage, 99th percentile latency, and drop rate for a workload
with 10 µs average service time. The performance is bottle-
necked by the mutexes, leaving the CPU underutilized even
with a high clients’ demand. Thus, at high load, the admission
control or AQM logic of Breakwater is not triggered, lead-
ing to congestion collapse. SEDA limits the sending rates of
clients as soon as it measures high tail latency with a single
temporarily congested data path. Thus, SEDA’s goodput is
limited to 168 kRPS leaving the other data path uncongested.
With a larger clients’ demand, SEDA suffers from incast be-
cause 1,000 clients are each running a control loop separately.
As a result, it shows up to three times higher tail latency than
the target delay. Protego improves goodput by up to 32% com-
pared to SEDA, maintaining latency within the target delay
by dropping up to 40% of incoming requests. Note that the
performance benefits of Protego compared to SEDA increase
as p deviates from 50%, making SEDA more conservative as
it reacts to the most congested path.

Impact of average service time: We reduce the average
service time to 1 µs, reducing the time requests can spend
with the lock, allowing the CPU to become the bottleneck.
The results are shown in Figure 10. As demand exceeds 1.1
million RPS, the CPU is saturated, triggering Breakwater
mechanisms. However, it still suffers at high loads when the
mutexes become contended. SEDA still suffers from high tail
latency up to three times of the target delay because of the
incast, but its impact on goodput is limited. Protego maintains
the tail latency lower than the target delay while dropping less
than 1% of the requests in a CPU-bounded scenario.

Performance breakdown: We measure the performance of
Protego after incrementally activating its two components: the
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Figure 13: Performance of SEDA, Breakwater, and Protego for
Memcached with USR workload

performance-driven admission control scheme (AC) and Ac-
tive Synchronization Queue Management (ASQM). We run
the experiments with the synthetic application with p = 50%
and an average service time of 10 µs. Figure 11 shows the
throughput, the goodput, the 99th percentile latency, and drop
rate. With no overload control, goodput collapses as soon as
one of the data paths becomes congested. Enabling admission
control bounds the tail latency by limiting incoming load if
there is no throughput improvement. However, when mutexes
start to be congested, its goodput degrades with up to three
times higher tail latency than the target because one of the
mutexes can have a high queueing delay with the requests’
probabilistic data path selection. By employing ASQM, Pro-
tego ensures the tail latency does not miss the target delay by
dropping requests.

Parameter sensitivity: Protego balances goodput and drop
rate using the efficiency threshold (te). To quantify the trade-
off between them, we repeat the experiment with the synthetic
application with p = 50% and the average service time of
10 µs varying the te from 1% to 50%. Figure 12 shows the
goodput and drop rate of Protego with different te values when
the clients’ demand is 300 kRPS, around 1.4× of the capacity
(consider Figure 11 as a reference). For all values of te smaller
than 10%, the goodput and drop rate don’t change because
throughput improvements with a small te are always marginal.
With larger te values, both the goodput and drop rate decrease
as admission control targets to operate the server on the left
side of the Phase II region in Figure 5. With te = 50%, it
achieves 23% less goodput and 4 × lower drop rate than
te = 1%, allowing server operators to navigate the tradeoff
between goodput and drop rate.
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5.5 Limitations of Protego
To demonstrate the limitations of Protego, we repeat the
Memcached experiment in §5.3 with the USR workload, a
GET-dominated workload for user account status information
where 99.8% of the requests are GET requests and about 20%
of the keys are used by 80% of the requests. With the USR
workload, Memcached saturates the CPU when it’s config-
ured with a high enough hash power (i.e., a large number of
buckets compared to the number of key-value pairs). However,
some item_locks can still become congested intermittently
because of the skewed key distribution. Figure 13 shows the
goodput and drop rate, comparing Protego to Breakwater and
SEDA. With clients’ demand of 3.6 million RPS, Protego
achieves 37% less goodput than SEDA and 23% less goodput
than Breakwater.

The USR workload is CPU bottlenecked, allowing Break-
water mechanisms to be triggered. Protego achieves lower
goodput than Breakwater due to the slow reaction of Protego’s
admission control. In particular, Protego changes its credit
pool size every four end-to-end RTTs. On the other hand,
Breakwater adjusts its credit pool size every network RTT. As
a result, Protego reacts to both congestion and added capacity
slowly, leading to a lower goodput. Breakwater and Protego
achieve lower goodput than SEDA because of the overhead of
credit management at the server. Specifically, SEDA doesn’t
add any extra logic at the server while Breakwater and Protego
perform all their admission control and AQM calculations at
the server. This overhead is significant when the request exe-
cution time is very small. Note that increasing the number of
clients from 1,000 to 10k can lead to performance degrada-
tion in SEDA with a larger size of incast [9]. This experiment
shows that Protego can lead to goodput degradation in some
scenarios where the CPU is bottlenecked. However, if the
setting has any significant likelihood of mutex congestion,
Protego can introduce significant benefits even when the CPU
is bottlenecked (Figure 10).

6 Discussion
Fairness. Protego does not provide any mechanisms to ensure
fairness between clients. For example, a client issuing more
requests that require contended locks will get more failure
messages because it faces a higher drop rate. However, it does
provide flexibility for clients in their selection of replicas. A
client can choose to send requests to a replica with a lower
drop rate or distribute requests to multiple replicas to lower its
drop rate. In this paper, we assume that the system as a whole
has enough capacity to handle requests, relying on elastic
resource allocation schemes like auto-scaling.

Generalizing Protego for other in-application congestion.
An evaluation of DeathStarBench [14] revealed a challeng-
ing overload scenario where the tail latency of an upstream
service (NGINX) spiked more than 10× while its CPU usage
remains low due to the blocking network socket call used in
HTTP. The delay introduced by such calls cannot be detected

with the overload signal used in DeathStarBench (i.e., CPU
Usage). Thus, the auto-scaler is never triggered to launch a
new instance, causing high tail latency. Protego can be used
to handle such overload scenarios where blocking calls (e.g.,
network or storage system calls) are the bottleneck. More
specifically, the performance-driven admission control can
back-pressure upstream services when it observes that there
is no throughput improvement as load increases due to block-
ing calls. If the invocation of blocking calls by requests is
unpredictable, it would require editing those calls to support
ASQM. Furthermore, in a multi-tier microservice architecture,
upstream microservices might be able to abstract calls made
to downstream microservices as blocking calls, allowing Pro-
tego to be used to perform overload control over the entire
microservice chain.

7 Related Work
Overload control. To avoid congestion collapse with re-
ceive live lock, an overload control system tries to bound the
incoming requests or drop the request to prevent overload.
Overload can be detected using several metrics. Breakwa-
ter [9] and DAGOR [34] use thread and network queueing
delay. SEDA [32] and ORCA [20] use response time as a con-
gestion signal. The way a system controls the overload also
differs across these systems. Breakwater utilizes credit-based
admission control with AQM. DAGOR utilizes priority-based
admission control with AQM. SEDA adjusts the request send-
ing rate at the client side. ORCA uses TCP-like window-based
approach at the client side.

Flow Control. In TCP and eRPC [18], flow control advertises
the size of the available receive buffer to clients to prevent
receiving more packets than the network stack can accom-
modate. Akka [1] Stream has a similar but more flexible
flow control mechanism where a server signals the maximum
number of requests it can handle to the clients based on the
remaining buffer size, the amount of idle resources, etc. The
clients do not send more requests than the demand signaled
by the server. Flow control is useful to avoid high latency
when the CPU is the bottleneck. However, when a blocking
synchronization becomes the bottleneck, it achieves either
low throughput by underutilizing uncongested data paths or
high latency with long queueing delay.

Measurement-based network congestion control. BBR [7]
and PCC [12] employ mechanisms similar to Protego’s
performance-driven admission control. BBR explores the
maximum network bandwidth by measuring the throughput
with increasing window size. It concludes that the network
bandwidth has reached its maximum value if it observes less
than 25% of bandwidth increase with doubled window size.
Unlike Protego, BBR does not utilize a performance-based
approach to detect network congestion but to determine a
parameter used for congestion control. In PCC, the system op-
erator defines a utility function (e.g., TCP friendliness, latency,
or throughput). PCC conducts multiple micro-experiments
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with a randomized set of parameters to find the configuration
that achieves the highest utility. PCC-like algorithms require
multiple rounds to find the best configuration, which slows
down the reaction of the algorithm to the congestion. Un-
like PCC, Protego deterministically modifies the credit pool
size based on the measurement, which makes its reaction to
congestion faster.
Auto-scaling. Auto-scaling [2, 5, 15, 21, 27, 28] dynamically
changes the amount of resources allocated to a service based
on various signals including CPU usage, estimated demand,
or custom-defined signals. It ensures that a service has enough
resources to serve requests by allocating more resources when
the chosen signal indicates that a load has exceeded a con-
figurable threshold. Some auto-scalers [15, 21] let service
operators specify the signal (e.g., response time, SLO vio-
lation, cost, etc.). More recently, machine learning models
are used for auto-scaling. Facebook [5] and Google Autopi-
lot [28] auto-scale resources based on the estimated demand
learned from historical data. FIRM [27] uses system-wide
performance metrics (CPU, Memory, Disk I/O, Network us-
age, or arrival rate) to train and predict which microservices
require how much additional resources not to violate SLO.
Auto-scaling mechanisms are useful with consistent overload
over a long time scale, but it does not handle transient bursts
in a load that happen over small timescales. Such bursts can
be handled by Protego. In addition, auto-scaling alone is not
enough to achieve both high throughput and low latency in
the presence of lock contention as it does not provide any way
to drop requests in a congested data path.

8 Conclusion
In this paper, we presented Protego, an overload control sys-
tem that handles overloaded blocking synchronizations with
performance-driven admission control and Active Synchro-
nization Queue Management (ASQM). Protego’s admission
control decisions are based on measured throughput, admit-
ting more load only if it improves throughput, admitting less
load otherwise. To ensure low latency even for congested data
paths, Protego sheds load by dropping requests at contended
blocking synchronization points using ASQM. Our extensive
evaluation of Protego demonstrates that it can effectively han-
dle overload when combined with lock contention, achieving
high goodput and low latency for a wide range of conditions.
In particular, Protego achieves up to 3.3× higher goodput
with 12.2× lower 99th percentile latency than state-of-the-art
overload control schemes when applied to Lucene, a realistic
search workload.
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Abstract
We propose TOPOOPT, a novel direct-connect fabric for deep

neural network (DNN) training workloads. TOPOOPT co-

optimizes the distributed training process across three dimen-

sions: computation, communication, and network topology.

We demonstrate the mutability of AllReduce traffic, and lever-

age this property to construct efficient network topologies

for DNN training jobs. TOPOOPT then uses an alternating

optimization technique and a group theory-inspired algorithm

called TotientPerms to find the best network topology and

routing plan, together with a parallelization strategy. We build

a fully functional 12-node direct-connect prototype with re-

mote direct memory access (RDMA) forwarding at 100 Gbps.

Large-scale simulations on real distributed training models

show that, compared to similar-cost Fat-tree interconnects,

TOPOOPT reduces DNN training time by up to 3.4×.

1 Introduction

Our society is rapidly becoming reliant on deep neural net-

works (DNNs). New datasets and models are invented fre-

quently, increasing the memory and computational require-

ments for training. This explosive growth has created an ur-

gent demand for efficient distributed DNN training systems.

Today’s DNN training systems are built on top of tra-

ditional datacenter clusters, with electrical packet switches

arranged in a multi-tier Fat-tree topology [47]. Fat-tree

topologies are traffic oblivious fabrics, allowing uniform

bandwidth and latency between server pairs. They are ideal

when the workload is unpredictable and consists mostly of

short transfers–two inherent properties of legacy datacen-

ter workloads [49, 50, 54, 67, 68]. But Fat-tree networks are

becoming a bottleneck for distributed DNN training work-

loads [58, 69, 77, 85, 102, 105, 136].

Previous work has addressed this challenge by reducing the

size of parameters to transmit through the network [48,58,59,

69,73,79,82,83,94,105,123,139] and developing techniques

to discover faster parallelization strategies while considering

the available network bandwidth [46, 48, 85, 105, 129]. These

proposals co-optimize computation and communication as

two important dimensions of distributed DNN training, but

they do not consider the physical layer topology as an opti-

mization dimension.

In this paper, we analyze DNN training jobs from produc-

tion clusters of Meta. We demonstrate that training workloads

do not satisfy common assumptions about datacenter traffic

that underlie the design of Fat-tree interconnects. Specifically,

we show that (i) the communication overhead of large DNN

training jobs increases dramatically as we increase the num-

ber of workers; and (ii) the traffic pattern of a DNN training

job depends on its parallelization strategies.

Motivated by these observations, we propose TOPOOPT,

a direct-connect DNN training system that co-optimizes net-

work topology and parallelization strategy. TOPOOPT creates

dedicated partitions for each training job using reconfigurable

optical switches and patch panels, and jointly optimizes the

topology and parallelization strategy within each partition. To

achieve our goal, we grapple with the algorithmic challenges

of finding the best topology, such as how to navigate the large

search space across computation, communication, and topol-

ogy dimensions, and also with various operational challenges,

such as which optical switching technologies match well with

the traffic patterns of DNN models.

We cast the topology and parallelization strategy co-

optimization problem as an off-line alternating optimization

framework. Our optimization technique alternates between

optimizing the parallelization strategy and optimizing the net-

work topology. It searches over the parallelization strategy

space assuming a fixed topology, and feeds the traffic demand

to a TOPOLOGYFINDER algorithm. The updated topology is

then fed back into the parallelization strategy search algorithm.

This alternating process repeats until the system converges to

an optimized parallelization strategy and topology.

We demonstrate that finding an optimized network topol-

ogy for DNNs is challenging because the ideal network topol-

ogy needs to meet two goals simultaneously: (i) to complete

large AllReduce transfers efficiently, and (ii) to ensure a small
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hop-count for Model Parallel transfers. To meet these goals,

we propose a novel group theory-based technique, called To-

tientPerms, that exploits the mutability of AllReduce transfers.

Our TotientPerms approach builds a series of AllReduce per-
mutations that not only carry AllReduce transfers efficiently,

but are also well-positioned to carry Model Parallel transfers

and, hence, improve the overall training performance.

Optical circuit-switched networks traditionally support

point-to-point traffic across hosts with direct circuits between

them. As a result, for a given set of circuits, only directly

connected hosts can communicate leaving the rest of the hosts

wait for new circuits to be established. To support arbitrary

communication across all hosts participating in a job, we en-

able TOPOOPT’s hosts to act as relays and forward the traffic

that does not belong to them. Host-based forwarding intro-

duces a new challenge for RDMA flows since RDMA NICs

drop packets that do not belong to them. To enable host-based

RDMA forwarding, we exploit the network partition (NPAR)

function of modern NICs, creating an efficient logical overlay

network for RDMA packet forwarding (§6).

To evaluate TOPOOPT, we build a 12-server prototype with

NVIDIA A100 GPUs [37], 100 Gbps NICs and a Telescent re-

configurable optical patch panel [43]. Moreover, we integrate

our TotientPerms AllReduce permutations into NCCL and

enable it to load-balance parameter synchronization across

multiple ring-AllReduce sub-topologies. Our evaluations with

six representative DNN models (DLRM [20], CANDLE [4],

BERT [134], NCF [75], ResNet50 [74], and VGG [126])

show that TOPOOPT reduces the training iteration time by

up to 3.4× compared to a similar-cost Fat-tree. Moreover,

we demonstrate that TOPOOPT is, on average, 3.2× cheaper

than an ideal full bisection bandwidth Fat-tree. TOPOOPT is

the first system that co-optimizes topology and parallelization

strategy for ML workloads and is currently being evaluated for

deployment at Meta. The source code and scripts of TOPOOPT

are available at https://topoopt.csail.mit.edu.

2 Motivation

Prior research has illustrated that demand-aware network fab-

rics are flexible and cost-efficient solutions for building effi-

cient datacenter-scale networks [64, 68, 113]. However, pre-

dicting the upcoming traffic distribution is challenging in a

traditional datacenter setting. This section demonstrates that

DNN training workloads present a unique opportunity for

demand-aware networks, as the jobs are long-lasting, and the

traffic distribution can be pre-computed before the jobs start

to run. First, we provide the necessary background to under-

stand distributed DNN training and introduce three types of

data dependencies between accelerator nodes in training jobs

(§2.1). Then, we present measurements from production clus-

ters in Meta (§2.2), and discuss the important properties of

DNN training traffic.

2.1 Background on Distributed DNN training

Training iteration. A common approach to training DNNs

is stochastic gradient descent (SGD) [90]. Each SGD iter-
ation involves selecting a random batch of labeled training

data, computing the error of the model with respect to the la-

beled data, and calculating gradients for the model’s weights

through backpropagation. The SGD algorithm seeks to up-

date the model weights so that the next evaluation reduces the

error [55]. Training iterations are repeated with new batch of

data until the model converges to the target accuracy.

Data parallelism. Data parallelism is a popular paralleliza-

tion strategy, whereby a batch of training samples is dis-

tributed across training accelerators. Each accelerator holds a

replica of the DNN model and executes the forward and back-

propagation steps locally. In data parallelism, all accelerators

synchronize their model weights during each training iteration.

This step is commonly referred to as AllReduce and can be per-

formed using various techniques, such as broadcasting [141],

parameter servers [93], ring-AllReduce [3, 83, 130], tree-

AllReduce [116], or hierarchical ring-AllReduce [131, 133].

Hybrid data and model parallelism. Large DNN mod-

els cannot fit in the memory of a single accelerator or even

a single server with multiple accelerators. As a result, the

model needs to be divided across multiple accelerators using

model parallelism [84, 92]. Moreover, pure data parallelism

is becoming suboptimal for large training jobs because of the

increasing cost of synchronizing model parameters across ac-

celerators [20, 78, 85, 104, 106, 125]. As a result, large DNNs

are distributed using a hybrid of data and model parallelism,

where different parts of a DNN and its dataset are processed

on different accelerators in parallel.

Types of data dependencies in DNN training. Each train-

ing iteration includes two major types of data dependencies.

Type (1) refers to activations and gradients computed during

the Forward and Backpropagation steps. This data depen-

dency is required for each input sample. Type (2) refers to

synchronizing the model weights across accelerators through

the AllReduce step once a batch of samples is processed. De-

pending on the parallelization strategy, these data dependen-

cies may result in local memory accesses or cross-accelerator

traffic. For instance, in a hybrid data and model paralleliza-

tion strategy, type (1) and (2) both result in cross-accelerator

traffic, depending on how the model is distributed across ac-

celerators. Given that type (1) is related to model parallelism,

we refer to the network traffic created by type (1) as MP trans-
fers. Similarly, we refer to the network traffic created by type

(2) as AllReduce transfers. Note that AllReduce transfers do

not strictly mean data parallelism traffic, as model parallelism

can also create AllReduce transfers across a subset of nodes.

Example: DLRM traffic pattern. Deep Learning Rec-

ommendation Models (DLRMs) are a family of personaliza-

tion and recommendation models based on embedding table

lookups that capitalize on categorical user data [107]. DLRMs
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Figure 1: DLRM traffic heatmaps for different parallelization

strategies.

are large, typically with 100s of billions of parameters, primar-

ily because of their large embedding tables. Using pure data

parallelism to distribute a DLRM results in massive AllRe-

duce transfers. For instance, consider a DLRM architecture

with four embedding tables E0, · · · ,E3, each with embedding

dimensions of 512 columns and 107 rows (total size 22 GB

for the model) distributed across 16 servers S0, · · · ,S15 with

data parallelism. We compute the resulting traffic distribu-

tion, and Figure 1a illustrates the traffic pattern for a single

training iteration. The rows and columns indicate source and

destination servers, while the color encodes the amount of

traffic between server pairs. The heatmap shows that using

ring-AllReduce for synchronization, a pure data parallelism

strategy results in 44 GB of AllReduce transfers.

Hence, a common parallelization strategy for DLRMs is

to use a hybrid of data and model parallelism where the em-

bedding tables are divided across nodes, while the rest of the

model is replicated on all nodes [102]. Following the paral-

lelization strategy used at Meta, we place E0 on S0, E1 on S3,

E2 on S8, and E3 on S13, and replicate the rest of the model

on all servers. This parallelization strategy creates a mix of

MP and AllReduce traffic, shown in Figure 1b. It reduces the

maximum transfer size from 44 GB to 4 GB.

Note that MP transfers in DLRM form one-to-many broad-

cast and many-to-one incast patterns to transfer the activation

and gradients to all nodes because the servers handling embed-

ding tables must communicate with all other servers. In this

example, the size of each AllReduce transfer is 4 GB, whereas

the size of MP transfers is 32 MB, as shown by darker green

elements in the heatmap.

2.2 Production Measurements
We study traffic traces from hundreds of production DNN

training jobs running on multiple clusters at Meta. We instru-

ment each job to log its training duration, number of workers,

and the total amount of data transferred across its workers

during training.

Number of workers and job duration. Figure 2a shows

the cumulative distribution function (CDF) of the number of

workers for different models in Meta’s clusters. Most jobs are

distributed across 32 to 700 workers, agreeing with recent an-

(a) Number of workers (b) Training job duration

Figure 2: Profiling distributed DNN training jobs in Meta.

nouncements by other major players in the industry [45, 104],

where each worker is a single GPU. Figure 2b demonstrates

the CDF of total training job duration; as the figure shows,

most jobs last over 10 hours. In fact, the top 10% of jobs take

more than 96 hours (four days) to finish. This measurement

shows production DNN jobs at Meta are long-lasting, and

take up to weeks to finish.

Network overhead. Figure 3 illustrates the percentage of

network overhead as the number of GPUs is increased from

8 to 128 for six DNN jobs in production. We use RDMA to

transmit packets between servers and measure the percentage

of time consumed by communication during training as net-

work overhead. The figure shows that as the number of GPUs

increases, the network quickly takes up a significant portion of

training iteration time. In fact, the network overhead accounts

for up to 60% of a DNN training iteration time in Meta’s pro-

duction environment. Similar observations have been made

in prior work [59, 77, 89, 105, 110, 123]. Such bottleneck sug-

gests the existing datacenter networks are insufficient for the

emerging DNN training workloads.

Traffic heatmaps. Figure 4 shows the heatmap of server-to-

server traffic for four training jobs running in Meta’s produc-

tion GPU clusters. The values on the colormap and the exact

names of DNN models are not shown for confidentiality rea-

sons. All heatmaps in the figure contain diagonal squares (in

dark blue), indicating a ring communication pattern between

servers. This is expected, as ring-AllReduce is the common

AllReduce communication collective at Meta. But the MP

transfers (light blue and green squares) are model-dependent
because MP transfers depend on the parallelization strategy

and device placement of a training job. Moreover, we find that

the traffic patterns of training jobs do not change between it-

erations for the entire training duration, resulting in the same

per-iteration heatmap throughout the training. Once a training

job starts, the same parallelization strategy and synchroniza-

tion method are used across training iterations, resulting in a

periodic and predictable traffic pattern. Similar observations

have been made in previous work [140]. In particular, the traf-

fic heatmap is identical across training iterations. Note that

the traffic pattern changes within a training iteration during

forward, backward, and AllReduce phases.
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Figure 3: Network overhead

measurements in Meta.
Figure 4: Traffic heatmaps of production jobs in Meta.

3 TOPOOPT System Design

The observations in the previous section suggest that demand-

aware fabrics are excellent candidates for a DNN training

cluster. In this section, we seek to answer the following ques-

tion: “Can we build a demand-aware network to best support
distributed training?" To answer this question, we propose

TOPOOPT, a novel system based on optical devices that jointly

optimizes DNN parallelization strategy and topology to ac-

celerate today’s training jobs.

TOPOOPT interconnect. A TOPOOPT cluster is a shard-
able direct-connect fabric where each server has d interfaces

connected to a core layer of d optical switches, as shown in

Figure 5. The optical switches enable TOPOOPT to shard the

cluster into dedicated partitions for each training job. The

size of each shard depends on the number of servers the

job requests. Given a DNN training job and a set of servers,

TOPOOPT first finds the best parallelization strategy and topol-

ogy between the servers off-line (§4.1). Then, it reconfigures

the optical switches to realize the target topology for the

job. Appendix C provides details on how TOPOOPT achieves

sharding and dynamic job arrivals in shared clusters.

Degree of each server. We denote the number of interfaces

on each server (i.e., the degree of the server) by d. Typically,

d is the same as the number of NICs installed on the server.

In cases where the number of NICs is limited, the degree can

be increased using NICs that support break-out cables or the

next generation of co-packaged optical NVLinks [11]. In our

testbed, we use one 100 Gbps HPE NIC [29] with 4×25 Gbps

interfaces to build a system with degree four (d = 4).

Direct-connect topology. In TOPOOPT, optical switches

connect the servers directly, forming a direct-connect topol-
ogy. To further scale a TOPOOPT cluster, we create a hierar-

chical interconnect by placing the servers under Top-of-Rack

(ToR) switches and connecting ToR switches to the optical

layer, creating a direct-connect topology at the ToR or spine

layers, similar to previous work [53, 71, 72, 100, 114].

Host-based forwarding. In DNN training workloads, the

degree of each server is typically smaller than the total num-

ber of neighbors with whom the server communicates during

training. To ensure traffic is not blocked when there is no

Figure 5: Illustration of TOPOOPT’s interconnect.

direct link between two servers, we use a technique called

host-based forwarding, where hosts act as switches and for-

ward incoming traffic toward the destination. Previous work

used similar technique at the ToR switch level [53, 99, 100].

Optical switching technologies. A wide range of optical

switches is suitable for TOPOOPT, including commodity avail-

able optical patch panels [43] and 3D-MEMS [6, 41], as well

as futuristic designs such as Mordia [113], MegaSwitch [57],

and Sirius [53,60]. Table 1 lists the characteristics of these de-

vices. TOPOOPT is compatible with any of these technologies.

Appendix B provides details about these devices.

One-shot reconfiguration. Patch panel and OCS are both

applicable for an immediate deployment of TOPOOPT, as

shown in Table 1. The choice of which technology to use

depends on several factors, including scale of the cluster, iter-

ation time of jobs, and frequency of job arrivals. For instance,

OCSs can potentially be used to reconfigure the topology of

a job within training iterations, whereas patch panels are only

suitable when the topology remains intact throughout the en-

tire training of a particular job. Our evaluations demonstrate

that the reconfiguration latency of today’s OCSs is too high

for today’s DNNs, leading to sub-optimal performance when

the topology is reconfigured within iterations (§5). As a result,

given that faster technologies are not yet available, TOPOOPT

uses a one-shot reconfiguration technique based on an offline

co-optimization framework (§4) that jointly optimizes the

parallelization strategy and topology. TOPOOPT then recon-

figures the interconnection between training servers of each

job before the job starts and keeps the topology intact until

the training is complete (or to recover from failures).
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Technology Port-
count

Reconfig.
latency

Insertion
Loss (dB)

Cost /port

Optical Patch Panels [43] 1008 minutes 0.5 $100

3D MEMS [6, 41] 384 10 ms 1.5–2.7 $520

2D MEMS [57, 113] 300 11.5 μs 10–20 Not commercial

Silicon Photonics [89, 122] 256 900 ns 3.7 Not commercial

Tunable Lasers [53, 60] 128 3.8 ns 7-13 Not commercial

RotorNet [99, 100] 64 10 μs 2 Not commercial

Table 1: Comparison of optical switching technologies.

4 Co-optimizing Parallelization Strategy and
Network Topology

This section describes TOPOOPT’s co-optimization frame-

work for finding a network topology and parallelization strat-

egy for a given DNN training job.

4.1 Alternating Optimization

The search space is too large. Finding the optimal paral-

lelization strategy alone is an NP-complete problem [85], and

adding network topology and routing makes the problem even

harder. An extreme solution is to jointly optimize compute,

communication, and topology dimensions using a cross-layer
optimization formulation. Theoretically, this approach finds

the optimal solution, but the search space quickly explodes,

even at modest scales (e.g., six nodes [129]).

Naive approach. The other extreme is to optimize the net-

work topology sequentially after the parallelization strategy

has been found. While this approach is able to reconfigure

the network to better match its traffic demand, the eventual

combination of topology and parallelization strategy is likely

to be sub-optimal in the global configuration space.

TOPOOPT’s approach: alternating optimization. In

TOPOOPT, we seek to combine the best of both worlds. To

make the problem tractable, we divide the search space into

two planes: Comp.×Comm. and Comm.×Topo. We use an

alternating optimization technique to iteratively search in one

plane while keeping the result of the other plane constant.

Figure 6 illustrates our alternating optimization framework.

We use FlexFlow’s MCMC (Markov Chain Monte Carlo)

search algorithm [85] to find the best parallelization strategy

for a given network topology while considering the com-

munication cost. If the parallelization strategy improves the

training iteration time, we feed it to the Comm.×Topo. plane

to find the efficient network topology and routing using our

TOPOLOGYFINDER algorithm. The discovered topology is

then fed back into the Comp.×Comm. plane, which further

optimizes the parallelization strategy and device placement

based on the new topology. This optimization loop repeats un-

til convergence or after k iterations, where k is a configurable

hyper-parameter.

Comm. Topo. plane

Comp. Comm. plane

Figure 6: TOPOOPT searches for the best parallelization strat-

egy, jointly with routing, and topology.

4.2 TOPOLOGYFINDER Algorithm

TOPOLOGYFINDER steps. Algorithm 1 presents the pseu-

docode of our TOPOLOGYFINDER procedure. The algorithm

takes the following inputs: n dedicated servers for the train-

ing job, each with degree d, as well a list of AllReduce

and MP transfers (TAllReduce and TMP) based on the paral-

lelization strategy and device placement obtained from the

Comp.×Comm. plane. The algorithm then finds the best

topology (G) and routing rules (R) and returns them to the

Comp.×Comm. plane for the next round of alternating opti-

mization. Our algorithm consists of the following four steps.

Step 1: Distribute the degree. This step distributes the

degree d between AllReduce and MP sub-topologies propor-

tionally, based on their share of total traffic. We specifically

start with AllReduce transfers and allocate at least one de-

gree to the AllReduce sub-topology to ensure the network

remains connected (line 2). The remaining degrees, if any, are

allocated to the MP sub-topology (line 3).

Step 2: Construct the AllReduce sub-topology. To find

the AllReduce sub-topology, the algorithm iterates over every

AllReduce group k and allocates degree dk to each group pro-

portionally based on the amount of traffic (line 6). Note that

in hybrid data and model parallelism strategies, the AllRe-

duce step can be performed across a subset of servers when

a DNN layer is replicated across a few servers instead of all

servers. To efficiency serve both AllReduce and MP trans-

fers, TOPOOPT constructs the AllReduce sub-topology such

that the diameter of the cluster is minimized. Section 4.3

explains two algorithms, called TotientPerms (line 8) and

SelectPermutations (line 9) to construct the AllReduce

sub-topology.

Step 3: Construct the MP sub-topology. We use the Blos-

som maximum weight matching algorithm [63] to find the

best connectivity between servers with MP transfers (line 14).

We repeat the matching algorithm until we run out of degrees.

To increase the likelihood of more diverse connectivity across

server pairs, we divide the magnitude of TMP for pairs that

already have an edge between them by two (line 17). In gen-

eral, division by two can be replaced by a more sophisticated

function with a diminishing return.

Step 4: Final topology and routing. Finally, we combine

the MP and AllReduce sub-topologies to obtain the final

topology (line 18). We then use a modified version of the

coin-change algorithm [52] (details in Appendix E.1) to route
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Algorithm 1 TOPOLOGYFINDER pseudocode

1: procedure TOPOLOGYFINDER(n, d, TAllReduce, TMP)
� Input n: Number of dedicated training servers for the job.
� Input d: Degree of each server.
� Input TAllReduce: AllReduce transfers.
� Input TMP: MP transfers.
� Output G: Topology to give back to the Comp.×Comm. plane.
� Output R: Routing rules to give back to the Comp.×Comm. plane.

� Distribute degree d between AllReduce and MP sub-topologies
2: dA = max(1, �d × sum(Treduce)

sum(Treduce)+sum(TMP) �)

3: dMP = d −dAllReduce
� Construct the AllReduce sub-topology GAllReduce

4: GAllReduce = {}
5: for each AllReduce group k with set of transfers Tk do

� Assign degree dk to group k according to its total traffic
6: dk = �dA × sum(Tk )

sum(Treduce)
�

7: dA = dA −dk
� Find all the permutations between servers in group k

8: Pk = TotientPerms(n, k) � (Details in §4.3)
� Select dk permutations from Pk

9: GAllReduce = GAllReduce∪ SelectPermutations(n, dk, Pk) � (§4.3)
10: if dAllReduce == 0 then
11: break

� Construct the MP sub-topology GMP
12: GMP = {}
13: for i : i < dMP do

� Find a maximum weight matching according to TMP
14: g = BlossomMaximumWeightMatching(TMP)
15: GMP = GMP ∪g

� Reduce the amount of demand for each link l in graph g
16: for l ∈ g do
17: TMP[l] = TMP[l]/ 2

� Combine the AllReduce and MP topologies
18: G = GAllReduce ∪GMP

� Compute routes on GAllReduce using the coin change algorithm [52]
19: R = CoinChangeMod(n, GAllReduce) � (Appendix §E.1)

� Compute routes on GMP with shortest path
20: R += ShortestPath(G, TMP)
21: return G,R

AllReduce on the AllReduce sub-topology (line 19). Further,

we use k-shortest path routing for the MP transfers to take

advantage of the final combined topology (line 20).

4.3 Traffic Mutability and AllReduce Topology

Finding an efficient AllReduce sub-topology. At first blush,

finding an AllReduce sub-topology for a given DNN seems

straightforward: we just need to translate the parallelization

strategy and device placement from the Comp.×Comm.
plane into a traffic matrix and map the traffic matrix into

circuit schedules. Several papers have used this technique

for datacenter networks [57, 64, 68, 72, 89, 95–97, 113, 137].

However, the conventional wisdom in prior work is to allocate

as many direct parallel links as possible to elephant flows and

leave mice flows to take multiple hops across the network.

In principle, this approach works well for datacenters but it

leads to sub-optimal topologies for distributed DNN training.

While the size of AllReduce transfers is larger than MP trans-

fers, MP transfers have a higher communication degree than

AllReduce (Appendix D). Hence, the conventional approach

creates parallel direct links for carrying AllReduce traffic and

forces MP flows to have a large hop-count, thereby degrading

the training performance.
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Figure 7: Ring-AllReduce permutations.
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Figure 8: DLRM traffic heatmaps.

TOPOOPT’s novel technique. In TOPOOPT, we seek to

meet two goals simultaneously: (i) allocate ample bandwidth

for AllReduce transfers, as the bulk of the traffic belongs to

them, but (ii) ensure a small hop-count for MP transfers. We

meet both goals by demonstrating a unique property of DNN

training traffic – the AllReduce traffic is mutable.

Mutability of AllReduce transfers. We define traffic mu-

tability as the ability to change the traffic pattern without alter-

ing parallelization strategy or device placement while main-

taining correctness, and demonstrate that AllReduce transfers

are mutable whereas MP transfers are not. Intuitively, this

is because MP traffic is composed of network flows among

nodes that contain different parts of a DNN model thus creat-

ing immutable data dependencies, while AllReduce transfers

contain network flows among nodes that handle the same
part of the model, providing flexibility in the order of nodes

participating in AllReduce. For instance, consider a DLRM

distributed across 16 servers each with three NICs. The com-

mon AllReduce pattern is shown as a ring with consecutive

node IDs, as shown in Figure 7a. However, this is not the only
possible permutation. Each heatmap in 8a, 8b, and 8c corre-

sponds to a different ring-AllReduce permutation, shown in

Figures 7a, 7b, and 7c. We denote each of these permutations

as +p, where server Si connects to server S(i+p)%n, and n is

the number of servers, as shown in Figure 7. Although all

three heatmaps correspond to the exact same parallelization
strategy and device placement, the blue diagonal lines appear

at different parts of the heatmaps, depending on the order of

servers in the ring-AllReduce permutation. But MP transfers

(green vertical and horizontal lines in each heatmap) are dic-

tated by the parallelization strategy and device placement;

thus, they remain at the same spot in all three heatmaps.
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Algorithm 2 TotientPerms pseudocode

1: procedure TOTIENTPERMS(n, k)

� Input n: Total number of nodes

� Input k: AllReduce group size

� Output Pk: Set of permutations for AllReduce group of size k
� Initially, Pk is empty

2: Pk = {}
� This loop runs φ(p) times, where
� φ is the Euler Totient function, φ(p) = |{k < p : gcd(k, p) = 1}|
� one can also restrict p to be prime only

3: for p ≤ k, gcd(p,k)== 1 do
4: one_perm = []

5: for i in 0 to N/k do
6: one_perm += [i+ j× p for j in 0 to k]
7: Pk += one_perm
8: return Pk

Algorithm 3 SelectPermutations pseudocode

1: procedure SELECTPERMUTATIONS(n, dk , Pk)

� Input n: Total number of nodes

� Input dk: Degree allocated for group this AllReduce group of size k
� Input Pk: Candidate permutations for this AllReduce group of size k
� Output Gk: Parameter synchronization topology, given as a set of

permutations

� Initially, Gk is empty
2: Gk = {}

� q now is the minimum candidate in Pk
3: q = Pk[0]

� GetConn(q) gives the connection described
� by the permutation corresponding to q

4: Gk = Gk∪GetConn(q)

� Ratio of the geometric sequence to fit
5: x = dk

√
N

6: for i ∈ {1, · · · ,dk −1} do
� Select the next candidate based on the ratio

7: q′ = x×q
� Project q′ onto Pk \Gk with minimal distance (L1-norm)

8: q′ = argminr∈Pk\Gk
|r−q′|

� Add this candidate to final topology
9: Gk = Gk∪GetConn(q′)

10: q = q′

11: return Gk

Leveraging AllReduce traffic mutability. Traffic mutabil-

ity implies that if a group of servers is connected in a certain

order, simply permuting the label of the servers gives another

ordering that will finish the AllReduce operation with the

same latency while potentially providing a smaller hop-count

for MP transfers. Instead of selecting just one AllReduce

order, TOPOOPT finds multiple permutations for each AllRe-

duce group and overlaps their corresponding sub-topologies.

In doing so, TOPOOPT efficiently serves the AllReduce traffic

while decreasing the hop-count for MP transfers.

TotientPerms algorithm. While overlapping multiple per-

mutations sounds straightforward, navigating through the set

of all possible AllReduce orderings is non-trivial, since the

number of possible permutations is O(n!). To reduce the

search space of all possible permutations, we design the To-

tientPerms algorithm to find the ring generation rule for all

regular rings, based on group theory. Regular rings are those
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Figure 9: TOPOOPT’s topology and traffic matrix.

where the distance between indices of consecutive servers is

equal; i.e., server Si is connected to server S(i+p)%n for some

p. Algorithm 2 presents the pseudocode of TotientPerms.

Inspired by Euler’s totient function [25], we find all integer

numbers p< n, where p is co-prime with n (i.e. gcd(p,n) = 1,

line 3, Algorithm 2), represent a valid ring-AllReduce permu-

tation (§E.1). For instance, for n = 12 servers, the ring gener-

ation rule for p = 1,5,7,11 will lead into four distinct ring-

AllReduce permutations between the servers. Note that each

p describes a unique regular permutation. To handle large

scale clusters, we restrict p to be a prime number, thereby re-

ducing the search space size to only O( n
ln n ), as per the Prime

Number Theorem [66].

SelectPermutations algorithm. For a group of n servers

participating in AllReduce, TotientPerms finds a set of reg-

ular permutations Pk =∪p:gcd(p,n)=1{p} across them. TOPOL-

OGYFINDER then selects dk permutations using a module

called SelectPermutations, where dk is the number of

degree allocated to the group of nodes running AllReduce

(line 6, Algorithm 1). Algorithm 3 presents the pseudocode

of SelectPermutations. Several metrics can be used in

the SelectPermutations module. In our implementation,

SelectPermutations aims to reduce the cluster diameter to

benefit the MP transfers. To this end, SelectPermutations
chooses {p1, · · · , pdk} ⊂ Pk, such that {p1, · · · , pdk} is close

(in L1-norm) to a geometric sequence (line 7, Algorithm 3).

Theorem 1. TOPOOPT’s SelectPermutations algo-
rithm bounds the diameter of the AllReduce sub-topology to
O(dA ·n1/dA), under certain assumptions.

We list the assumptions and proof of Theorem 1 in Ap-

pendix E.2. Intuitively, each server in the topology is able to

reach a set of servers with a geometrically distributed hop-

count distance (line 5, Algorithm 3), creating a topology sim-

ilar to Chord [128].

Example. Consider the DLRM model in Figure 8. Instead

of choosing one of the AllReduce permutations in Figure 7,

TOPOOPT combines the three ring-AllReduce permutations to

load-balance the AllReduce transfers while providing a short

hop-count for MP transfers. Figure 9 illustrates TOPOOPT’s

topology and traffic matrix and shows a more balanced traffic

matrix than Figure 8.
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5 Large Scale Simulations

This section evaluates the performance of a large-scale

TOPOOPT interconnect. First, we explain our simulation soft-

ware and methodology (§5.1). Then, we provide a cost analy-

sis of TOPOOPT to inform our simulations when comparing

different interconnects (§5.2). Next, we demonstrate the per-

formance of TOPOOPT when a cluster is dedicated to a single

distributed DNN training job (§5.3). We perform a sensitivity

analysis to quantify the impact of all-to-all traffic (§5.4) and

host-based forwarding (§5.5). We extend this setting to a case

where a training cluster is shared among multiple jobs (§5.6).

Finally, we evaluate the impact of reconfiguration latency

(§5.7) on TOPOOPT’s performance.

5.1 Methodology & Setup

We implement two simulators to evaluate TOPOOPT.

FlexNet simulator. We augment FlexFlow’s simulator [27]

to be network-aware and call it FlexNet. Given a DNN model

and a batch size, FlexFlow’s simulator explores different par-

allelization strategies and device placements to minimize it-

eration training time. The output of this simulator is a task
graph describing the set of computation and communication

tasks on each GPU and their dependencies. The current im-

plementation of FlexFlow ignores the network topology by

assuming servers are connected in a full-mesh interconnect.

Our FlexNet simulator extends the FlexFlow simulator and

enables it to consider multiple networks, including Fat-trees,

TOPOOPT, and expander networks. Moreover, FlexNet imple-

ments our alternating optimization framework (§4) to find an

optimized network topology and routing rules for TOPOOPT.

FlexNetPacket simulator. FlexFlow’s simulator only pro-

vides course-grind estimation of training iteration time,

because it does not simulate individual packets travers-

ing through a network. Extending FlexNet to become a

packet-level simulator is computationally infeasible, because

FlexFlow generally requires thousands of MCMC iterations

to converge. To faithfully simulate per-packet behavior of

network switches, buffers, and multiple jobs sharing the same

fabric, we build a second event-based packet simulator, called

FlexNetPacket, on top of htsim [7]. FlexNetPacket takes the

output of FlexNet (i.e., the optimized parallelization strategy,

device placement of each operator, network topology, and

routing rules) and simulates several training iterations. The

link propagation delay is set to 1 μs throughout this section.

Simulated network architectures. We simulate dis-

tributed training clusters with n servers equipped with four

NVIDIA A100 GPUs [37]. We vary n in different experiments

and simulate the following network architectures:

• TOPOOPT. A TOPOOPT interconnect where each server

is equipped with d NICs, each with bandwidth B connected

via a flat layer of optical devices. At the beginning of each

job, a shard of the network is selected, and the topology of the

shard is reconfigured based on the output of our alternating

optimization framework (§4) and remains unchanged through-

out the entire training job. Both OCS and patch panels are

suitable for this architecture.

• OCS-reconfig. To study the impact of changing the net-

work topology within training iterations, we simulate a recon-

figurable TOPOOPT interconnect. We rely on commercially

available Optical Circuit Switches (OCSs) for this design

and assume the reconfiguration latency is 10 ms. Given that

FlexFlow’s parallelization strategy search is not aware of dy-

namically reconfigurable networks, following prior work [89],

we measure the traffic demand every 50 ms and adjust the

circuits based on a heuristic algorithm to satisfy the current

traffic demand as much as possible. We also enable host-based

forwarding such that the communication is not blocked even

when a direct link is not available (Appendix E.4).

• Ideal Switch. An ideal electrical switch that scales to any

number of servers, where each server is connected to the

switch via a link with d ×B bandwidth. For any pair of d
and B, no network can communicate faster than this ideal

case. In practice, the Ideal Switch can be approximated with

a full-bisection bandwidth Fat-tree where the bandwidth of

each link is d ×B.

• Fat-tree. To compare the performance of TOPOOPT to

that of a similar-cost Fat-tree architecture, we simulate a full

bisection bandwidth Fat-tree where each server has one NIC

and the bandwidth of each link is d ×B′, where B′ is lower

than B and is selected such that Fat-tree’s cost is similar to

TOPOOPT (§5.2).

• Oversub. Fat-tree. This is a 2:1 oversubscribed Fat-tree

interconnect, where the bandwidth of each link is d ×B but

half of the links in the ToR uplink layer are omitted.

• SiP-ML [89]. SiP-ML is a futuristic DNN training clus-

ter with Tbps of bandwidth per GPU. While having a Tbps

network is beneficial, our goal is to compare the algorithmic

contributions of TOPOOPT and SiP-ML. Hence, to make a fair

comparison, we allocate d wavelengths, each with bandwidth

B, to each SiP-ML GPU and follow its SiP-Ring algorithm

to find a topology with a reconfiguration latency of 25 μs.

Appendix F elaborates on our modifications to SiP-ML.

• Expander [127, 135]. Finally, we simulate a fabric where

each server has d NICs with bandwidth B interconnected via

an Expander topology.

DNN Workloads. We simulate six real-world DNN mod-

els: DLRM [20], CANDLE [4], BERT [62], NCF [75],

ResNet50 [74] , and VGG [126]. List 1 (Appendix D) pro-

vides details about model configurations and batch sizes used

in this paper.

Parallelization strategy. We use FlexNet’s topology-aware

parallelization strategy search for Ideal Switch, Fat-tree, Over-

sub. Fat-tree, SiP-ML, and Expander networks. For TOPOOPT,

we use FlexNet’s alternating optimization framework to find

the best parallelization strategy jointly with topology, where

the final parallelization strategy is either hybrid or pure data-
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Figure 10: Interconnect cost comparison.

parallel. We use ring-AllReduce and distributed parameter

server [93] as default AllReduce communication collectives

between servers and within servers, respectively. Each data

point averages 5–10 simulation runs.

5.2 Cost Analysis

We begin our evaluations by comparing the cost of various net-

work architectures. Details about the cost of each component

used in each architecture are given in Appendix G.

Figure 10 compares the interconnect cost across various

network architectures as the number of servers is increased.

We estimate the cost of Ideal Switch with a full-bisection

Fat-tree of the same bandwidth. We make the following obser-

vations. First, using OCSs for TOPOOPT is more expensive

(1.33×, on average) than patch panels. Note that OCSs can be

used in both TOPOOPT and OCS-reconfig interconnects. Sec-

ond, the cost of TOPOOPT overlaps with that of the Fat-tree.

This is intentional, because having a cost-equivalent archi-

tecture enables us to compare the performance of TOPOOPT

to a cluster at the same price point. Third, the ratio of Ideal

Switch’s cost to TOPOOPT’s cost is 3.2× on average. Fi-

nally, the most and least expensive fabrics are SiP-ML and

Expander, respectively, and as this section shows, they both

perform worse than TOPOOPT for certain workloads.

We acknowledge that estimating the cost of networking

hardware is challenging because prices are subject to signifi-

cant discounts with bulk orders. Assuming all components in

this analysis are subject to similar bulk order discounts, the

relative comparison across architectures remains valid. As a

point of comparison, we compute the cost of a cluster with

4,394 servers (k = 26 Fat-tree) by following the discounted

cost trends in Sirius [53] and with 50% discounts for patch

panels. For a cluster at this scale, the cost of full-bisection

bandwidth Fat-tree (which approximates our Ideal Switch

baseline) relative to the cost of TOPOOPT changes from 3.0×
to 3.6×, indicating our estimates are reasonable. Moreover, a

TOPOOPT cluster incurs lower energy cost than Fat-trees, as

optical switches are passive.

5.3 Performance Comparison on Dedicated
Clusters

This section compares the training iteration time of TOPOOPT

with that of other network architectures when the cluster is

dedicated to serving one DNN training job.

Figure 11a compares the training iteration times of various

architectures for CANDLE distributed on a dedicated cluster

of 128 servers with a server degree of four (d = 4). We vary

the link bandwidth (B) on the x-axis. The figure shows that

Ideal Switch, TOPOOPT, and SiP-ML architectures achieve

similar performance because the best parallelization strategy

for CANDLE at this scale is mostly data parallel, with few

MP transfers. The OCS-reconfig architecture performs poorly

because it uses the instantaneous demand as the baseline to

estimate the future traffic to schedule circuits. This estima-

tion becomes inaccurate during training, in particular when

the current AllReduce traffic is about to finish but the next

round of AllReduce has not started. The Expander architecture

has the worst performance, as its topology is not optimized

for DNN workloads. Averaging across all link bandwidths,

compared to Fat-tree interconnect, TOPOOPT improves the

training iteration time of CANDLE by 2.8×; i.e., the ratio

of CANDLE’s iteration time on Fat-tree to TOPOOPT is 2.8.

TOPOOPT’s servers have more raw bandwidth, resulting in

faster completion time.1

Figures 11b and 11c show the training iteration times for

VGG and BERT. The trends are similar to CANDLE, as these

models have similar degree requirements. Compared to Fat-

tree, on average, TOPOOPT improves the iteration time of

VGG and BERT by 2.8× and 3×, respectively.

The cases of DLRM and NCF are more interesting, as they

have more MP transfers than the other DNNs. As shown in

Figures 11d and 11e, TOPOOPT’s performance starts to de-

viate from Ideal Switch, especially for NCF, because it uses

host-based forwarding for the many-to-many MP transfers

(§5.4 and §5.5). For DLRM (and NCF), TOPOOPT is 2.8×
(and 2.1×) faster than Fat-tree, while Ideal Switch further

improves the training iteration time by 1.3× (and 1.7×) com-

pared to TOPOOPT. SiP-ML performs poorly, and even when

we increase the link bandwidth, its training iteration time

stays flat. This happens because MP transfers in DLRM and

NCF require several circuit reconfigurations to meet the traffic

demand.

Finally, Figure 11f shows most architectures achieve sim-

ilar training iteration times for ResNet50 since it is not a

communication-heavy model. The Expander architecture per-

forms poorly when the link bandwidth is lower than 100 Gbps,

as the topology does not match the AllReduce traffic pattern.

We repeat this simulation with d = 8 and observe a similar

performance trend (Appendix H).

1It is possible to improve the performance of the Expander fabric by

augmenting Blink’s approach [136] to a cluster-level solution.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    747



Figure 11: Dedicated cluster of 128 servers (d = 4).

5.4 Impact of All-to-all Traffic

This section evaluates the impact of all-to-all traffic patterns

on TOPOOPT’s performance. In particular, TOPOOPT’s host-

based forwarding approach incurs bandwidth tax [99] exacer-

bated by all-to-all and many-to-many communication patterns.

This tax is defined as the ratio of the traffic volume in the

network (including forwarded traffic) to the volume of logical

communication demand. Hence, the bandwidth tax for a full

bisection bandwidth Fat-tree topology is always one, because

hosts do not act as relays for each other.

Consider a DNN model with R bytes of AllReduce traffic

and A bytes of all-to-all traffic, distributed on a full bisection

bandwidth topology with total network bandwidth N ·BF (i.e.,

number of servers multiplied by the bisection bandwidth). The

training iteration time of this DNN is: TF = R
N·BF

+ A
N·BF

+Cbs,

where Cbs is the computation time of the model with batch

size bs.2

Now suppose the same DNN is distributed on a TOPOOPT

topology with total network bandwidth NBT . In this case,

assuming the entire AllReduce traffic is carried on Totient-

Perms with direct links, the training iteration time becomes

TT = R
N·BT

+ α·A
N·BT

+Cbs (Eq. 1), where α represents the slow-

down factor that all-to-all transfers create in the network, due

to host-based forwarding. The value of α depends on the

amount of bandwidth tax and routing strategy (§5.5).

Increasing the amount of all-to-all traffic (A) increases the

iteration time for both TF and TT . But when N ·BF and N ·BT
are equal, TOPOOPT’s performance degrades faster because

of the α factor in the numerator. To quantify this behavior

concretely, we distribute a DLRM training task with 128 em-

2For clarify of presentation, this formulation assumes no overlap between

communication and computation stages and no competing traffic.

bedding tables on a cluster with 128 servers. We choose large

embedding tables and distribute each table on each server,

creating worst-case all-to-all traffic.

Figure 12 compares the training iteration times of

TOPOOPT, Ideal Switch, and Fat-tree as the batch size is

increased. The top x-axis lists the ratio of all-to-all to AllRe-

duce traffic for each batch size value given on the bottom

x-axis. As shown in Figure 12a, when the batch size is 128

and d = 4, TOPOOPT’s performance matches that of Ideal

Switch, while Fat-tree is a factor of 2.7 slower. This result

agrees with the performance gains in Figure 11d, as the batch

sizes are the same.

Increasing the batch size increases A, and this, in turn, in-

creases the training iteration times in all three architectures.

As predicted by Eq. (1), TOPOOPT’s iteration time increases

faster. Specifically, when the batch size is 2048 and all-to-

all traffic is 80% of AllReduce traffic, TOPOOPT performs

poorly, and the iteration time is a factor of 1.1 higher than

that of the Fat-tree architecture. Increasing the server degree

d mitigates the problem, as shown in Figure 12b. Note that in-

creasing the batch size does not always result in faster training

time [89, 109, 124]. Moreover, publicly available data suggest

2048 is the largest batch size for training DLRM [102]. The

number of columns in the embedding tables and the number

of servers are smaller in their workload: (92, 16) vs. (128,

128), respectively. Hence, the DLRM workload we evaluate

contains more all-to-all traffic than the state-of-the-art model

used in industry.

5.5 Impact of Host-based Forwarding

Two factors impact the performance of host-based forwarding

in TOPOOPT: bandwidth tax and routing strategy.
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Figure 12: Impact of all-to-all traffic on a dedicated cluster of

128 servers (B = 100 Gbps).

Bandwidth tax. Figure 13 shows the amount of bandwidth

tax experienced by the DLRM job in the previous section.

Each bar represents a different batch size. At batch size 64

with d = 4, TOPOOPT experiences a bandwidth tax of 1.11,

indicating that host-based forwarding creates 11% extra traf-

fic in the network. Increasing the degree to d = 8 further

improves this number to 1.05. In the worst-case scenario with

batch size 2048, TOPOOPT pays a bandwidth tax of 3.03 when

d = 4, causing it to perform worse than Fat-tree, as shown

in Figure 12a. Determining the value of tolerable bandwidth

tax is challenging for a TOPOOPT cluster, as it depends on

the compute time and the amount of compute-communication

overlap, and this varies for different DNN models.

Impact of path length. Intuitively, the amount of band-

width tax grows with the path length [99]. Figure 14 shows

the CDF of path length across all server pairs. When d = 4,

the average path length is 5.7, resulting in at least 5.7× over-

head of host-based forwarding relative to Ideal Switch for

all-to-all traffic. Based on Eq. (1), and since the total network

bandwidth in TOPOOPT is higher than Fat-tree (NBT > NBF ),

the overhead of host-based forwarding becomes at least 1.4×
for the Fat-tree architecture. Increasing the server degree to

8 reduces the average path length to 3, thereby reducing the

overhead bound. Appendix H evaluates the impact of increas-

ing node degree on performance for other models.

Routing strategy. Building a topology with a small path

length is necessary but not sufficient to reduce the impact

of host-based forwarding. To handle forwarded traffic with

minimum performance impact, the routing strategy also needs

to be efficient. The best routing strategy minimizes the max-
imum link utilization for a given network topology, similar

to WAN traffic engineering solutions [91]. However, finding

the optimal routing strategy requires solving a set of linear

equations with a centralized controller [76, 81]. To quantify

the load imbalance in TOPOOPT, Figure 15 illustrates the

CDF of the amount of traffic carried by each physical link

for an all-to-all traffic matrix. When the batch size is 128

(Figure 15a), the link with the least traffic carries 39% and

59% less traffic than the link with the most traffic, for d = 4

and d = 8, respectively. This imbalance in load suggests fur-

ther opportunities to improve the performance of TOPOOPT.

Achieving optimal routing makes α (Eq. (1)) equal to the aver-
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Figure 15: Traffic distribution.

age path length. Without a centralized controller, however, the

link utilization becomes non-uniform, and the average path

length only serves as a lower bound. We leave optimizing the

routing strategy in TOPOOPT to future work.

5.6 Performance on Shared Clusters

We now compare the performance of different network archi-

tectures when the cluster is shared across multiple DNN jobs.

Following prior work [98,115], we run a series of simulations

where 40% of the jobs are DLRM, 30% are BERT, 20% are

CANDLE, and 10% are VGG16. We change the number of

active jobs to represent the load on the cluster. Assuming each

job requests 16 servers (64 GPUs), we execute 5, 10, 15, 20,

and 27 jobs on the cluster to represent 20%, 40%, 60%, 80%

and 100% load, respectively.

Figure 16 compares the average and 99%-tile iteration time

at different loads for a cluster with 432 servers where d = 8

and B = 100 Gbps. SiP-ML does not support multiple jobs;

hence, we omit it in this experiment. We omit OCS-reconfig

and Expander networks, as they both show poor performance

in this setting. Instead, we add the Oversub. Fat-tree inter-

connect to demonstrate the impact of congestion on Fat-tree

topologies. Figure 16a shows that TOPOOPT improves the

average iteration time by 1.7× and 1.15×, compared to the

Fat-tree and Oversub. Fat-tree architectures, respectively. We

observe a similar trend for the tail iteration completion times,

depicted in Figure 16b. At the extreme case when all servers

are loaded, TOPOOPT’s tail training iteration time is 3.4×
faster compared to Fat-tree architecture. Averaging across all

load values on the x-axis, TOPOOPT improves the tail train-

ing iteration time by 3× and 1.4× compared to Fat-tree and
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Figure 16: Shared cluster of 432 servers (d = 8, B = 100 Gbps).

Oversub. Fat-tree architectures.

5.7 Impact of Reconfiguration Latency

Figure 17 shows the training iteration time of DLRM and

BERT in the same setting as Figure 11, while sweeping the

reconfiguration latency of OCSs in OCS-reconfig from 1 μs
to 10 ms. The horizontal blue line corresponds to TOPOOPT’s

iteration time; it remains constant as it does not reconfig-

ure the network topology. We find host-based forwarding

is challenging when the network is reconfigurable, as the

circuit schedules need to account for forwarding the traffic

while the topology reconfigures. Therefore, we evaluate the

performance of OCS-reconfig with and without host-based

forwarding. The purple line corresponds to OCS-reconfig

with host-based forwarding (same as OCS-reconfig evaluated

in Figure 11), denoted by OCS-reconfig-FW. For the orange

line, we disable host-based forwarding (similar to SiP-ML)

and call it OCS-reconfig-noFW.

We find enabling host-based forwarding when the topolo-

gies reconfigures within a training iteration is not always ben-

eficial. For DLRM (Figure 17a), OCS-reconfig-FW achieves

better performance than OCS-reconfig-noFW, as DLRM has

all-to-all MP transfers which benefit from host-based forward-

ing. However, for BERT (Figure 17b), enabling forwarding

increases the chance of inaccurate demand estimation and

imposes extra bandwidth tax, therefore increasing the itera-

tion time of OCS-reconfig-FW by a factor of 1.4 compared to

OCS-reconfig-noFW.

Reducing the reconfiguration latency all the way to 1 μs

enables OCS-reconfig-noFW to match the performance of

TOPOOPT. However, OCS-reconfig-FW still suffers from in-

accurate demand estimations. Although fast reconfigurable

switches are not yet commercially available, they are go-

ing to be essential in elastic scenarios where the cluster is

shared across multiple jobs and servers join and leave different

jobs unexpectedly, or when large, high-degree communication

dominates the workload. We believe futuristic fast reconfig-

urable switches, such as Sirius [53], are well-suited for this

setting. Finding a parallelization algorithm that is aware of

reconfigurability within training iterations is a challenging

and exciting future research problem.
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Figure 17: Impact of reconfiguration latency (d=8,

B=100 Gbps).

6 Prototype

Testbed setup. We build a prototype to demonstrate the

feasibility of TOPOOPT. Our prototype includes 12 ASUS

ESC4000A-E10 servers and a G4 NMT patch panel [43].

Each server is equipped with one A100 Nvidia GPU [37]

(40 GB of HBM2 memory), one 100 Gbps HP NIC [29], and

one 100 Gbps Mellanox ConnectX5 NIC. Our HP NICs are

capable of supporting 4×25 Gbps interfaces using a PSM4

transceiver with four breakout fibers [8], enabling us to build

a TOPOOPT system with degree d = 4 and B = 25 Gbps. We

use RoCEv2 for communication, and enable DCB [19] and

PFC on these interfaces to support a lossless fabric for RDMA.

We build a completely functional TOPOOPT prototype with

our patch panel (Figure 18). We compare TOPOOPT’s per-

formance with two baselines: (i) Switch 100Gbps, where the

servers are connected via 100 Gbps links to a switch, and (ii)
Switch 25Gbps, where the servers are connected via 25 Gbps

links to a switch. The Switch 100Gbps baseline corresponds

to the Ideal Switch case in our simulations.

Distributed training framework. We use FlexFlow’s

training engine [26], based on Legion’s parallel program-

ming system [30], to train four DNN models: ResNet50 [74],

BERT [62], VGG16 [126], and CANDLE [4]. For DLRM,

we use Facebook’s implementation from [20]. Since our pro-

totype is an order of magnitude smaller in scale than our

simulation setup, we use smaller model and batch sizes.

Modifications to NCCL. By default, the NCCL com-

munication library [36] assumes all network interfaces are

routable from other interfaces. This assumption is not ideal

for TOPOOPT because we have a specific routing strategy

to optimize training time. We modify NCCL to understand

TOPOOPT’s topology and respect its routing preferences.

Moreover, we integrate our TotientPerms AllReduce permuta-

tions into NCCL and enable it to load-balance parameter syn-

chronization across multiple ring-AllReduce permutations.

RDMA forwarding. Implementing TOPOOPT with today’s

RDMA NICs requires solving an engineering challenge, be-

cause the RDMA protocol assumes a switch-based network.

Packet processing and memory access in RDMA protocol are

offloaded to the NIC, and a RoCEv2 packet whose destination
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traffic in our testbed.

IP address is different from that of the host is assumed to

be corrupted. Therefore, the NIC silently drops forwarded

packets. To address this issue, we collaborated with engineers

at Marvell who developed the firmware and driver of our HP

NICs. Our solution uses a feature called network partitioning

(NPAR) which enables the NIC to separate host-based for-

warding traffic from direct traffic, and uses the Linux kernel

to route them (details in Appendix I). Our conversations with

Marvell indicate that updating the firmware and the driver

enables the NIC to route forwarded RoCEv2 packets, thereby

bypassing the kernel entirely.

Training performance. Figure 19 demonstrates that

TOPOOPT’s training throughput (samples/second) is simi-

lar to our Switch 100 Gbps baseline for all models. The

performance of Switch 25Gbps baseline is lower because

its available bandwidth is lower than TOPOOPT. Figure 20

shows the time-to-accuracy plot of training VGG19 on the

ImageNet [61] dataset. As the figure indicates, TOPOOPT

reaches the target accuracy of 90% 2.0× faster than the

Switch 25Gbps baseline. TOPOOPT achieves similar perfor-

mance to the Switch 100Gbps baseline, as the blue and red

lines overlap in Figure 20.

Impact of all-to-all traffic. Similar to Section 5.4, we

evaluate the impact of all-to-all MP traffic on our RDMA-

forwarding enabled testbed by measuring the average iteration

time across 320 iterations of a DLRM job distributed in our

testbed. We vary the amount of all-to-all traffic by changing

the batch size. To create worst-case traffic, we increase the

embedding dimensions by 128× relative to the state-of-the-

art [20] (model details are in List 1, Appendix D). Figure 21

shows the training iteration time for various batch sizes. The

results are consistent with Figure 12, but since the bandwidth

tax in our 12-server testbed is much smaller than a 128-server

cluster in simulations, TOPOOPT performs better relative to

the switch-based architectures for a given all-to-all to AllRe-

duce traffic ratio. For instance, for batch size 512, the ratio of

all-to-all traffic to AllReduce is 78%, and the training iteration

time with TOPOOPT is 1.6× better than the Switch 25Gbps

baseline.

7 Discussion

Target workload. The most suitable workload for a

TOPOOPT cluster is a set of large DNN training jobs with hy-

brid data and model parallelism (or simply data parallelism).

We assume the set of servers assigned to each job remains the

same throughout the lifetime of the job, and the GPUs are not

shared across multiple jobs.

Storage and control plane traffic. Meta’s training clus-

ters consist of custom-designed servers, each with eight

GPUs, eight dedicated NICs for training traffic (GPU NICs),

and four additional NICs for storage and other traffic (CPU

NICs) [102]. Other companies, such as NVIDIA, have similar

architectures [10]. TOPOOPT only considers GPU NICs as

server degree and partitions the network dedicated for training

traffic. The CPU NICs are connected through a separate fabric

to carry storage and other control plane traffic.

Supporting dynamic scheduling and elasticity. Others

have demonstrated the benefits of dynamically choosing the

training servers for elastic training jobs [98, 115]. Our tar-

get use case in Meta is to leverage TOPOOPT for the vast

number of long-lasting training jobs that do not change dy-

namically. In cases where elasticity is required, instead of

using patch panels, we use OCSs (or other fast reconfigurable

optical switches) to change the servers participating in a job

quickly. Note that dynamically changing the set of servers

participating in a job while keeping both the topology and

the parallelization strategy optimal requires augmenting the

optimization space with an additional dimension, making the

problem even more challenging. We leave this to future work.

Handling failures. Unlike SiP-ML’s single ring topol-

ogy [89], a single link failure does not disconnect the graph

in TOPOOPT. When a fiber fails, TOPOOPT can temporarily

use a link dedicated to MP traffic to recover an AllReduce

ring. In case of permanent failures, TOPOOPT reconfigures to

swap ports and recover the failed connection.

Supporting multi-tenancy. To support multi-tenancy [142,

143], TOPOOPT can leverage NVIDIA’s MIG [39] to treat

one physical server as multiple logical servers in its topology.

TotientPerms in Fat-trees. Although our TotientPerms

technique is well-suited for reconfigurable optical intercon-

nects, it may be of independent interest for Fat-tree intercon-
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nects as well since load-balancing the AllReduce traffic across

multiple permutations can help with network congestion.

TOPOOPT’s limitations. TOPOOPT’s approach assumes

the traffic pattern does not change between iterations. How-

ever, this assumption may not hold for Graphic Neural Net-

work (GNN) models [121] or Mixture-of-Expert (MoE) mod-

els [80]. In addition, we plan to extend TOPOOPT by bringing

its demand-awareness design within training iterations. This

is an open research question, and as shown in Section 5.7,

we will need fast-reconfigurable optical switches, as well as a

more sophisticated scheduling algorithm. Another limitation

of TOPOOPT is that a single link failure within a AllReduce

ring causes the full ring to become inefficient for AllReduce

traffic. A fast optical switch addresses this problem by quickly

reconfiguring the topology.

8 Related Work

Optimizing DNN training. To address the increasing compu-

tation and network bandwidth requirements of large training

jobs, a plethora of frameworks have been proposed [5, 46, 58,

69, 77, 79, 85, 86, 105, 108, 111, 117, 118, 123, 129, 136, 146].

These frameworks distribute the dataset and/or DNN model

across accelerators while considering the available network

bandwidth, but unlike TOPOOPT, they do not consider opti-

mizing the physical layer topology. Specifically, Blink [136]

builds collectives for distributed ML, but it needs a physi-

cal topology to generate spanning trees. Zhao et al. [147]

study the optimal topology for collective communication op-

erations, but this does not apply for general MP traffic. In

addition, several methods have been proposed to quantize

and compress the gradients to reduce the amount of com-

munication data across servers [48, 56, 144]. While these

approaches are effective, they are designed for data parallel

strategies and do not consider the large amount of data trans-

fers caused by model parallel training. Wang et al. [138] com-

pare the performance of Fat-trees and BCube topologies for

distributed training workloads and highlight several inefficien-

cies in Fat-trees. SiP-ML [89] demonstrates the benefits of

8 Tbps silicon photonics-based networks for distributed train-

ing. However, unlike TOPOOPT, these proposed approaches

do not co-optimize topology and parallelization strategy.

DNN parallelization strategies. Data and model paral-

lelism are widely used by today’s DNN frameworks (e.g., Ten-

sorFlow [44], PyTorch [42], MXNet [17]) to parallelize train-

ing across multiple devices. Recent work has also proposed

automated frameworks (e.g., FlexFlow [85], ColocRL [101],

MERLIN [38]) that find efficient parallelization strategies

by searching over a comprehensive space of potential strate-

gies. These frameworks rely on and are optimized for the

conventional Fat-tree interconnects. TOPOOPT proposes a

new approach to building DNN training systems by jointly

optimizing network topology and parallelization strategy.

DNN training infrastructures and schedulers. Several

training infrastructures have been proposed recently, in-

cluding NVIDIA DGX SuperPOD [10], TPU cluster [9],

and supercomputers [1]. All these systems assume non-

reconfigurable network topologies, such as Fat-tree, Torus,

and other traffic-oblivious interconnects. TOPOOPT is the first

DNN system to use commodity reconfigurable interconnects

to accelerate DNN jobs.Gandiva [140], Themis [98], Tire-

sias [70], BytePS [86, 111], and Pollux [115] seek to improve

the utilization of GPU clusters through scheduling algorithms.

These approaches are complementary to ours, and many of

their techniques can be applied to a TOPOOPT cluster.

Optical Interconnects. Several papers have demonstrated

the benefits of optically reconfigurable interconnects for dat-

acenters [51, 53, 57, 60, 64, 68, 95–97, 99, 100, 113]. These

designs lead to sub-optimal topologies for distributed DNN

traffic. Similarly, traffic oblivious interconnects, such as Ro-

torNet [99, 100], are a great fit for datacenter workloads, but

they are not suitable for DNN training jobs characterized

by repetitive traffic demands. Hybrid electrical/optical dat-

acenter proposals [64, 137] can be used to route AllReduce

traffic through the optical fabric and MP flows through a stan-

dard electrical Fat-tree network. But hybrid clusters are not

cost effective and suffer from many problems, including TCP

ramp-up inefficiencies [103], segregated routing issues [65],

and uncertainty in terms of how to divide the cluster between

electrical and optical fabrics [68, 72].

9 Conclusion

We present TOPOOPT, a novel system based on optical de-

vices that jointly optimizes DNN parallelization strategy and

topology to accelerate training jobs. We design an alternating

optimization algorithm to explore the large space of Compu-
tation × Communication × Topology strategies for a DNN

workload, and demonstrate TOPOOPT obtains up to 3.4×
faster training iteration time than Fat-tree.
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A Tree-AllReduce and Other AllReduce Per-
mutations

Section 2 established that we can manipulate the traffic of

a ring-AllReduce collective by permuting the labeling of

servers in the AllReduce group. Here, we illustrate how to use

the same technique on another AllReduce algorithm, called

tree-AllReduce.

In the tree-AllReduce algorithm, the servers are connected

logically to form a tree topology. The AllReduce operation

starts by running a reduce operation to the root node with

recursive halving, followed by a broadcast to the rest of the

cluster with recursive doubling [132].

A common instantiation of tree-AllReduce is the

double binary tree (DBT) algorithm [120]. In this algorithm,

the first step is to create a balanced binary tree for the nodes.

The properties of balanced binary trees guarantee that one

half of the nodes will be leaf-nodes, and the other half will be

in-tree; thus, a second binary tree is constructed by flipping

the labeling of the leaf and in-tree nodes. This way, each node

(except the root in both trees) has the same communication

requirements for the AllReduce operation, as described in

the last paragraph, and bandwidth-optimally is achieved. Fig-

ure 23a shows an example where in the first binary tree, the

in-tree nodes are even, and the leaf nodes are odd, while the

second tree flips the labeling.

The DBT itself is essentially an example of permuting the

node labeling to achieve an AllReduce operation with bal-

anced communication load. We also note that we can permute

the labeling for the entire set of nodes for a pair of DBTs to

create a new pair of trees that can perform the AllReduce op-

eration at the same speed. Figures 23b and 23c illustrate two

other possible double binary trees, and their corresponding

traffic demand matrix for the DLRM and CANDLE exam-

ple shown in Figures 22 and 24 (§2). Arbitrary permutations

can be used, and to limit the cases, we could simply consider

the cyclic permutations in the modular space as described in

TotientPerms.

In general, all AllReduce operations can be described as

a directed graph G = (V,E) where V is the set of nodes in

the cluster, and E denotes data dependencies. The permutable
property says every graph G′ = (V,E ′) that is isomorphic to

G can perform the AllReduce operation equally well, where

the homomorphism between G and G′ is described by the

symmetric group on V (generally denoted by Sym(V ) in group

theory).

B Commercially Available Patch Panels and
Optical Circuit Switches

Optical patch panels. A patch panel is a device to facilitate

connecting different parts of a system. For instance, electrical

patch panels are used in recording studios and concert sound

Figure 22: DLRM traffic heatmaps with double binary tree

AllReduce.

Figure 23: Double binary tree (DBT) permutations.

Figure 24: CANDLE traffic heatmaps with double binary tree

AllReduce.

systems to connect microphones and electronic instruments

on demand [40]. Fiber optic patch panels are commonly used

for cable management, and have been proposed in recent dat-

acenter topology designs [145]. Reconfigurable optical patch

panels are a new class of software-controlled patch panels

and are already commercialized at scale [119]. For instance,

Telescent offers 1008 duplex ports with insertion loss less than

0.5 dB and cost ≈$100K ($100/port) [88, 119]. Reconfigura-

tion is performed using a robotic arm that grabs a fiber on the

transmit side and connects it to a fiber on the receive side [88].

However, the reconfiguration latency of optical patch panels is

several minutes [43]. Note that reliability is of utmost concern

for operation in unmanned locations; for example, Telescent

NTM patch panels have been certified to NEBS Level 3 and

have over 1 billion port hours in operation [31].

3D MEMS-based Optical Circuit Switches (OCSs). An

OCS uses tiny mirrors to change the direction of light, thereby
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Figure 25: Active & Look-ahead ports for high reconfigura-

tion latency.
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Figure 26: Sharding TOPOOPT cluster for two jobs.

reconfiguring optical links. The largest optical circuit switch

on the market has 384 duplex ports with ≈10 ms reconfig-

uration latency and is available for $200K ($520/port) [41].

However, the optical loss of these switches is 1.5–2.7 dB [2].

Compared to patch panels, OCSs have the following disad-

vantages: (i) each port is five times more expensive; (ii) their

insertion loss is higher; and (iii) their port-count is three times

lower. The main advantage of OCSs is that their reconfigu-

ration latency is four orders of magnitude faster than patch

panels.

C Handling Sharding and Dynamic Job Ar-
rivals in Shared Clusters

Section 3 explained how TOPOOPT can support multiple

job sharing the cluster through sharding; here we provide a

detailed explanation of how sharding works. Figure 26 shows

how a TOPOOPT cluster is sharded to train two jobs together.

In this scenario, the optical switches are configured in a way

such that the green part (Server 1, 2 and their corresponding

links) is completely disjointed from the red part (Server n−1,

server n). The complete isolation ensures each job gets its

dedicated resources, and benefits the performance (especially

the tail latency) as shown in Section 5.6.

To start a job with k servers, we need to reconfigure the

interconnection between these k servers before the job starts.

This can be done quickly when OCSs are used, but when

patch panels are used, there could be several minutes of delay

before the job can start. To address this challenge, we use a

look-ahead approach to pre-provision the next topology while

current jobs are running. More specifically, we use a simple

1×2 mechanical optical switch [112] at each server’s interface

to choose between Active and Look-ahead ports. These 1×2

switches are inexpensive ($25) and have 0.73 dB optical loss

measured in our prototype. Unlike optical splitters [14], that

incur 3 dB loss, these switches choose where to send light

between their two output ports. We then connect the two ends

of each 1×2 switch to different patch panels, as shown in

Figure 25. As a result, a TOPOOPT cluster with n servers, each

with d interfaces, has 2d patch panels where each interface is

split into two parts: Active and Look-ahead. At any point in

time, only one end of each 1×2 switch is participating in the

active topology; the other end is pre-provisioning the topology

for the next job. Since the topology and parallelization strategy

are calculated off-line, we already know the sequence of job

arrivals and the number of servers required by each job. This

design allows each server to participate in two independent

topologies. Hence, when a set of servers uses one topology

for a training job, TOPOOPT pre-provisions the next topology,

optimized for the next task by reconfiguring Look-ahead ports.

Once all the servers for the new job are ready, TOPOOPT

immediately flips to the new topology by reconfiguring the

corresponding 1×2 switches.

D Model Configurations and Transfer Sizes

List 1 summarizes the parameters we used in our simulation

and testbed. Model parameters and batch sizes are selected

based on common values used in Meta for simulations. For

the prototype, we reduce parameter values and batch sizes to

fit the models in our 12-node cluster.

In most workloads observed in Meta, the size of AllReduce

transfers is larger than the size of MP transfers for each iter-

ation, because in most cases, it would not be worthwhile if

MP transfers were as large as AllReduce transfers. Consider

the DLRM example in Section 4.3 with 20 GB embedding

tables with double-precision floating parameters. If we were

to distribute this embedding table using data parallelism, each

server would need to send and receive 37.5 GB of data for the

AllReduce operation. On a 100 Gbps fabric, this would take 3

seconds by itself, but if we put it on one server, it would only

need to transfer 32 MB/server (assume we have a per-server

batch size of 8192; then, MP traffic is calculated as 16 servers

× 8192 samples/server × 512 activation per sample × 8 bytes

per activation / 16 servers = 32 MB). We note that adding

pipeline parallelism can increase the amount of MP traffic

as it overlaps forward and backward passes. Efficient ways

to pipeline batches remains an active research area [77, 105]

especially when hybrid parallelism is employed. Pure model

parallelism creates another type of sparse traffic pattern where

only accelerators with inter-layer dependencies need to com-

municate. Our TOPOLOGYFINDER algorithm can support

such communication patterns.

Conceptually, however, when the network bandwidth goes
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VGG:
Batch/GPU: 64 (§5.3, §5.6), 32 (§6)

ResNet50:
Batch/GPU: 128(§5.3), 20 (§6)

BERT:
Batch/GPU: 16 (§5.3, §5.6), 2 (§6)

#Trans. blks: 12 (§5.3), 6 (§5.6, §6)

Hidden layer: 1024 (§5.3), 768 (§5.6), 1024(§6)

Seq. length: 64 (§5.3), 256 (§5.6), 1024(§6)

#Attn. heads: 16 (§5.3), 6 (§5.6), 16(§6)

Embed. size: 512 (§5.3, §5.6, §6)

DLRM:
Batch/GPU: 128 (§5.3),[32, · · · ,2048] (§5.4), 256 (§5.6), [64, · · · ,512]

(§6)

#Dense layer: 8 (§5.3, §5.6), 4 (§6)

Dense layer size: 2048 (§5.3), 1024 (§5.6, §6)

#Dense feat. layer: 16 (§5.3, §5.6), 8 (§6)

Feat. layer size: 4096 (§5.3), 2048 (§5.6, §6)

Embed.: 128×107 (§5.3), 256×107 (§5.6), 32768×105 (§6)

#Embed. tables: 64 (§5.3), 16 (§5.6), 128 (§5.4) , 12 (§6)

CANDLE:
Batch/GPU: 256 (§5.3, §5.6), 10 (§6)

#Dense layer: 8 (§5.3, §5.6), 4 (§6)

Dense layer size: 16384 (§5.3), 4096 (§5.6, §6)

#Dense feat. layer: 16 (§5.3, §5.6), 8 (§6)

Feat. layer size: 16384 (§5.3), 4096 (§5.6, §6)

NCF:
Batch/GPU: 128 (§5.3)

#Dense layer: 8 (§5.3)

Dense layer size: 4096 (§5.3)

#User embedding table (MF, MLP): 32, 32 (§5.3)

#User per table: 106 (§5.3)

#Item embedding table (MF, MLP): 32, 32 (§5.3)

#Item per table: 106 (§5.3)

MF embedding dimension: 64 (§5.3)

MLP embedding dimension: 128 (§5.3)

List 1: DNN models used in our simulations and testbed.

to infinity, other overheads in the system (e.g. CUDA kernel

launch) will dominate the latency. In such cases, it might

be beneficial to choose model parallelism instead of data

parallelism, to reduce the amount of system overheads. In

particular, prior work shows 10 Tbps Silicon Photonics links

enable more aggressive model parallelism where the size

of MP traffic is significant [89]. TOPOOPT’s approach to

distribute the degree between the MP and AllReduce sub-

topologies enables us to accommodate this case as well.

E Algorithm Details

E.1 TOPOLOGYFINDER

Using group theory to find AllReduce permutations. For

a ring-AllReduce group with n servers labeled S0, ...,Sn−1, a

straightforward permutation is (S0 → S1 → S2 · · · → Sn−1 →
S0). We denote this permutation by a ring generation rule

as: Si → S(i+1) mod n. Since the servers form a ring, the index

of the starting server does not matter. For instance, these

two rings are equivalent: (S0 → S1 → S2 → S3 → S0) and

(S1 → S2 → S3 → S0 → S1).
3

We first provide the mathematical foundation of the ring

permutation rule.

Theorem 2 (Ring Generation). For a cluster of n nodes V =
{S0,S1, · · · ,SN−1}, all integer numbers p < n, where p is co-
prime with n (i.e. gcd(p,n) = 1) represent a unique ring-
AllReduce permutation rule.

Proof. Consider the integer modulo n group with addition

Z
+
n = {0,1, · · · ,(n−1)}. Z+

n is a cyclic group. By the funda-

mental theorem of cyclic groups, p is a generator of Z+
n if and

only if gcd(p,n) = 1. Hence we can cover the entire Z
+
n by

repeatedly adding p to itself.

Now consider the graph G
Z
+
n ,p = (V

Z
+
n
,Ep) where the set of

vertices V
Z
+
n
=Z

+
n and Ep = {(a× p,(a+1)× p)∈V 2

Z
+
n
, a ∈

Z
+
n }. The set Ep forms a cycle on G

Z
+
n ,p. Now denote our

cluster as G = (V,E) where V is defined as above and E
represents a set of directed links. Then G

Z
+
n ,p is isomorphic

to G, hence following the rule in Ep we can define a valid

ring in G. Furthermore, since ∀pi �= p j we can guarantee that

(0, pi) ∈ Epi and (0, p j) /∈ Epi , and each pi is guaranteed to

describe a unique ring.

One way to extend our approach to other AllReduce algo-

rithms is to generalize TotientPerms (Algorithm 2) so that the

Ep described in theorem 2 simply represents a permutation
which we apply to the original node labeling, while keeping

the edge relation, to create an isomorphic graph that describes

the new AllReduce topology.

E.2 Bounding maximum hop count with To-
tientPerms

In this section, we argue that fitting a geometric sequence

for choosing permutation provides an approximately O(d d
√

n)
bound for the maximum diameter of a cluster with n nodes

and degree d. Denote x ≡ d
√

n. We simplify the question

to the following: given a contiguous set of numbers N =
{1, . . . ,n} and a set of numbers from the geometric sequence

S = {x0,x1, . . . ,xd−1}, choose h numbers (allow repetition)

s1, ·,sk from S so that m = ∑h
i=1 si for some m ∈ N . Let

h = κ(m), find minm∈N κ(m).
Again for simplicity, assume x ∈ Z. Then for a given m ∈

N , we get the recursive relation κ(m) = 1+κ(m− xi) where

i = argmaxi≤d,xi≤m. m = N − 1 gives the maximum κ(N −
1) = dx.

The problem above is simpler than the one in TOPOOPT.

In TOPOOPT, x is rarely an integer, and S is a projection

of the geometric sequence S = {x0,x1, . . . ,xd−1} onto the

3Given that ring-AllReduce is the dominant AllReduce collective, we

describe our algorithms based on ring-AllReduce. Appendix E.1 explains

how to extend our algorithm to other AllReduce communication collectives.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    763



Algorithm 4 CoinChangeMod pseudocode

1: procedure COINCHANGEMOD(n, G)

� Input n: Total number of nodes

� Input G: Network Topology

� Output R: Routings

� R is the routing result
2: R = {}

� Acquire the set of “coins" from the topology,
� which are the choices of Algorithm 3

3: C = GetCoins(G)
4: for i ∈ [1,N −1] do

� curr_dist denotes the “distance" of a value
� (node distance) counted by number of “coins"

5: curr_dist[i] = ∞
� curr_bt record a back-trace of “coins" to
� get to a value (node distance)

6: curr_bt[i] = ∞
7: for c ∈C do
8: curr_dist[c] = 0

9: curr_bt[c] = c
10: while curr_dist has at least one ∞ in it do
11: for i ∈ [1,N −1] do
12: new_dist[i] = curr_dist[i]
13: new_bt[i] = curr_bt[i]
14: for c ∈C do
15: if curr_dist[(i− c) mod N]< new_dist[i] then
16: new_dist[i] = cur_dist[(i− c) mod N]+1

17: new_bt[i] = c
18: curr_dist = new_dist
19: curr_bt = new_bt

� Construct the routing for each node distance from the back-trace
20: R = GetRouteSeq(curr_bt)
21: return R

candidates (co-prime numbers with the size of a subset of

node participating in AllReduce). The intuition still holds.

Note that when d
√

n < 2, it is advantageous to choose x = 2

and spend less degree to create a geometric sequence with a ra-

tio of at least 2. In this case, the d factor becomes the actually

used degree d = log2 n, and the bound holds at O(log2 n).

E.3 Coin Change Routing

Consider servers Si and S j that need to exchange AllReduce

transfers but do not have a direct edge between them. We use a

modified version of the classical coin change problem [52] to

find an efficient routing path (line 19). In classical coin change,

the goal is to find the minimum number of coins that would

sum to a certain total value. Our ring generation rules enable

us to treat the routing problem similarly. In particular, the

p values of AllReduce permutations that have been selected

in the AllReduce sub-topology are the coin values, and the

difference between server i and j indices (( j− i) mod n) is the

target total value that we want to achieve. The only difference

is that our problem runs with modulo n arithmetic, as the

server IDs wrap around in the ring structure. Algorithm 4 lists

the pseudocode of CoinChangeMod.

E.4 OCS-reconfig Heuristic
Algorithm 5 describes the heuristic we use for OCS-reconfig.

As mentioned in Section 4, our goals are (i) to have enough

bandwidth for large transfer demands, (ii) while also mini-

mizing the latency of indirect routing for nodes that do not

have a direct link between them.

To achieve this goal in a reconfigurable interconnect, we

propose a utility function that finds a balance between the two

goals by maximizing the number of parallel links between

high demand nodes but with a diminishing return. More for-

mally, assume a network topology is represented by graph

G = (V,E) and each node has degree d. We define L(i, j) to

be the number of parallel links between node-pair (i, j). Let

T (i, j) be the amount of unsatisfied traffic demand. We define

a topology G’s utility function as follows:

Utility(G) = ∑
{i, j}∈E

T (i, j)×Discount(L(i, j))
(1)

The Discount function can be defined in different ways; in

Algorithm 5 and Algorithm 1’s MP construction, we use

Discount(l) =
l

∑
x=1

2−x (2)

to reduce the utility of additional links exponentially. We can

also explore other discount scaling, such as linear or factorial

functions.

When the fabric is reconfigurable (as in OCS-reconfig),

we collect the unsatisfied traffic demand every 50 ms and

run Algorithm 5 to decide the new network topology. After

the new topology is computed, we pause all the flows for

10 ms representing the reconfiguration delay of the OCS,

apply the new topology, and then resume the flows with one

or more corresponding physical links across the flow source

and destination. The two-edge replacement algorithm from

OWAN [87] in line 21 ensures the topology is connected,

when we enable host-based forwarding.

F Modifications to SiP-ML

Since SiP-ML’s SiP-Ring proposal is based on a physical

ring topology, its reconfiguration algorithm has several con-

straints on wavelength allocation for adjacent nodes. Given

that TOPOOPT’s physical topology is not a ring, directly ap-

plying SiP-Ring’s optimization using the original C++ code

causes SiP-ML to perform extremely poorly in our setup. To

give SiP-ML a leg up, we observe that its formulation tries

to optimize a utility function very similar to Equation 1 with-

out the Discount part (i.e. Discount = 1), but with an integer

liner program (ILP). While an ILP gives the optimal solution,

its runtime makes it prohibitive for the amount of simula-

tion parameters we explore. Therefore, we substitute the ILP
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Algorithm 5 OCS-reconfig pseudocode

1: procedure OCS-RECONFIG(V , T , d, L)

� Input V : Nodes in the network

� Input T : Unsatisfied traffic demand matrix

� Input d: Node degree limit

� Input L: Number of links between ordered node-pair, initially zero

� Output E: Allocated links, initially empty

� Initially, E is empty
2: E = {}

� Initially, each node has d available tx and rx interfaces
3: for v ∈V do
4: availabletx[v] = d
5: availablerx[v] = d

� Create new links according to the demand list
6: while ∃i, j < |V | : i �= j,availabletx[vi]> 0,availablerx[v j]> 0 do

� allocate a direct connection for the highest demand pair
7: (v1,v2) = node-pair with highest demand in T
8: e = NewLink(v1, v2)
9: E = E ∪{e}

� Increment the number of parallel links from v1 to v2

10: L(v1,v2) += 1

� Scale the demand down by the number of links
11: T (v1,v2) ×= 1/2

� Update available interfaces
12: for v ∈ (v1,v2) do
13: availabletx[v1] −= 1

14: availablerx[v2] −= 1

� Stop considering nodes with zero available interfaces
15: if availabletx[v1] == 0 then
16: for u ∈V do
17: Remove (v1,u)’s entry from T
18: if availablerx[v2] == 0 then
19: for u ∈V do
20: Remove (u,v2)’s entry from T

� Ensure the network graph is connected
21: 2-EdgeReplacement(E, T )

� Updte route for host-based forwarding
22: UpdateRoute(E)

23: return E

with Algorithm 5 with Discount = 1, a heuristic that tries to

achieve a similar goal.

Note that the SiP-ML paper has another design called SiP-

OCS, which is similar architecturally to TOPOOPT. In the

paper, SiP-OCS is proposed as a one-shot reconfiguration ap-

proach due to the long reconfiguration latency of 3D-MEMS

based OCSs.

G Cost of Network Components

Table 2 lists the cost of network components we use in Sec-

tion 5.2, namely NICs, transceivers, fibers, electrical switches,

patch panels, and optical switches. The cost of transceivers,

NICs, and electrical switch ports is based on the lowest avail-

able prices in official retailer websites [18, 28]. Note that

for 200 Gbps, we use more 100 Gbps ports and fibers, be-

cause they were less expensive than high-end 200 Gbps and

400 Gbps components, or their price was not available. To esti-

mate the cost of electrical switch ports, we consider Edgecore

4200 G transceivers and switch ports are estimated as 2× 100G cost.

Link

band-

width

Tran-

sceiver

($)

NIC

($)

Electrical

switch

port ($)

Patch

panel

port ($)

OCS

port

($)

1×2

switch

($)
10 Gbps 20 [13] 185 [32] 94 [21] 100 [43] 520 [41] 25 [112]
25 Gbps 39 [15] 185 [32] 144 [23] 100 [43] 520 [41] 25 [112]
40 Gbps 39 [16] 354 [33] 144 [22] 100 [43] 520 [41] 25 [112]
100 Gbps 99 [12] 678 [34] 187 [24] 100 [43] 520 [41] 25 [112]

200 Gbps4 198 [12] 815 [35] 374 [24] 100 [43] 520 [41] 25 [112]

Table 2: Cost of network components.

bare metal switches with L3 switching and maximum number

of ports to amortize the per port cost. The cost of NICs is

taken from the Mellanox ConnectX series, and we consider

two 2-port NICs as one 4-port NIC. We obtain the cost of the

patch panel, OCS, and 1×2 optical switch directly from their

suppliers, Telescent [43] and Polatis [41] (with 40% discount).

The cost of transceivers matches that reported in Sirius [53].

To compute the network cost of Fat-tree and Ideal Switch,

we consider number of nodes in a full bisection bandwidth Fat-

tree. For example, a standard k = 8 Fat-tree has 80 switches

with 64 ports, or 640 switch ports in total, in addition to 1

NIC per host and one transceiver per NIC and switch port. A

TOPOOPT system of 128 nodes with degree d uses 128×d
NICs and transceivers, but 128×2×d patch panel ports be-

cause of the look-ahead design. Note that the cost of optical

components stays constant as link bandwidth increases, an in-

herent advantage of optics. Following prior work, we estimate

the cost of fiber optics cables as 30 cents per meter [68] and

select each fiber’s length from a uniform distribution between

0 and 1000 meters [148]. We calculate the cost of TOPOOPT

based on 2d patch panels and 1×2 switches at each link to

support its look-ahead design (§C). OCS-reconfig’s cost is

based on d OCSs connected to all servers in a flat topology.

H Impact of Server Degree on TOPOOPT’s Per-
formance

Figure 27 shows the same setting as Figure 11 except that

each server has a degree of eight (d = 8). The results show a

similar trend: even though per server bandwidth has increased,

the behavior of different network architectures remains con-

sistent.

Next we do a sensitivity analysis of impact of server de-

gree d on TOPOOPT’s performance. Specifically, we vary

the degree of each server in TOPOOPT for two link band-

widths: 40 Gbps and 100 Gbps. Figure 28 shows the trend

for different DNN models. Both DLRM and CANDLE are

network-heavy; therefore, they benefit more from the addi-

tional bandwidth obtained by increasing d. CANDLE’s im-

provement is almost linear as degree goes up, as the strategy

is closer to data parallel and the amount of bandwidth avail-

able to AllReduce operation increases linearly as well. In the

case of DLRM, we observe a super-liner scaling when B =

100 Gbp because DLRM has one-to-many and many-to-one
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Figure 27: Dedicated cluster of 128 servers (d = 8).

B

Figure 28: Impact of server degree (d) on performance.
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Figure 29: Host-based RDMA forwarding to create a logical

RDMA connection between end hosts.

MP transfers which require a low hop count in the topology.

As we increase d, TOPOLOGYFINDER is able to find network

topologies with much lower diameter, consequently benefiting

the performance by both increasing bandwidth and reducing

hop-count for MP transfers. Finally, BERT is mostly com-

pute bound at higher bandwidth; hence, increasing the server

degree and bandwidth per node has marginal impact on its

iteration time.

I Enabling Host-based Forwarding in RDMA

To support a multihop TOPOOPT interconnect using host-

based forwarding, we enable RDMA RoCEv2 forwarding on

all our HP NICs. RoCEv2 is an implementation of RDMA

on top of UDP/IP protocol, by utilizing a particular UDP

port (4791) and encapsulating an InfiniBand (IB) data packet.

Hence, each RoCEv2 packet can be routed with its source and

destination IP addresses. However, host-based forwarding is

challenging in RDMA protocol, as the packet processing and

memory access are offloaded to the NIC, and the host does

not have access to individual packets. More precisely, if a

packet’s IP destination IP address does not match the NIC’s

IP address, the RDMA engine silently drops the packet.

To address this issue, we collaborated with engineers from

Marvell, the provider of the firmware and driver for our HP

NICs. The solution that came out of our collaboration does

not require proprietary software or firmware, and is applicable

to commodity NICs with the same ASIC. We will release our

scripts publicly. At a high-level, we use a feature called NPAR,

or network partitioning. It allows us to split each 25 Gbps

physical interface into two logical interfaces in the hardware

level: i f1 and i f2, as shown in the right-most port of server

A in Figure 29. i f1 is a normal RDMA interface, where the

RDMA engine of the NIC bypasses the kernel, and it has an

IP address. This enables the upper layer software to consider

i f1 as a normal RDMA interface. However, i f2 does not have

an IP address and RDMA is disabled. i f2 has a different MAC

address from i f1, and we use this address to split the traffic

across i f1 and i f2. The traffic that needs to be forwarded uses

the MAC address of i f2 and hence is delivered to the host

networking stack instead of NIC’s RDMA engine.

Furthermore, we establish a set of iproute, arp, and tc
flower rules in Linux to enable the proper forwarding of

packets. If two servers are directly connected, such as the

third port of server A and the second port of Server B in

Figure 29, we only need to indicate the outgoing interface
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on each of these servers. RDMA engines will handle the

communication. However, for the connection between server

A and D, we set the iproute and arp tables on server A

and server D to dictate which port the traffic should go out,

as well as the proper MAC address of the next server in the

forwarding chain. In this case, the packets are delivered to

the kernel. Then, on servers B and C, we set the tc flower
rules to forward the packets to the next server with the proper

MAC address. In these tc flower rules, we look-up the final

destination IP and assert the routing that was computed by

our algorithm.

Walk-through of an example of a packet going from
server A to server D. In Figure 29, the RDMA engine of

server A assumes server D is connected on the third port.

It uses the kernel’s routing tables for the destination MAC

address, which is set to the MAC address of i f2 of the second

port on server B. Therefore, a packet which starts as an RDMA

packet of server A is treated as an Ethernet packet when it

arrives at server B, and goes to server B’s kernel. In the kernel,

based on the packet’s final destination IP of server D, server B

redirects the packet to the fourth port, with destination MAC

address set to i f2 of server C. In this connection, the packet

is treated as a normal Ethernet packet. Finally, on server C,

the kernel rewrites the destination MAC address to that of i f1

on the third port of server D, and redirects it to that port. In

this connection, the outgoing Ethernet packet is considered an

RDMA packet because of the destination MAC address. For

the reverse connection from server D to A, the same process

happens in reverse, to support a bidirectional connection.

With these forwarding rules, we construct logical RDMA

connections between all pairs of servers. Upper layer commu-

nication libraries such as NCCL requires all-to-all connectiv-

ity, and they will utilize these connections. We also modify

NCCL to be topology-aware, as certain pairs of servers are

only connected through specific ports.

Compared to native point-to-point RDMA, this approach

takes a performance penalty. Our experiments indicate the

overhead is negligible when the amount of forwarded traffic

is small. Our NICs currently support TCP forwarding offload.

With firmware and driver modifications or future versions of

the NICs, they will also support RDMA forwarding offload.

This will further reduce the overhead of our approach.
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Abstract

With growing deployment of machine learning (ML) models,
ML developers are training or re-training increasingly more
deep neural networks (DNNs). They do so to find the most
suitable model that meets their accuracy requirement while
satisfying the resource and timeliness constraints of the target
environment. In large shared clusters, the growing number
of neural architecture search (NAS) and training jobs often
result in models sharing architectural similarities with others
from the same or a different ML developer. However, existing
solutions do not provide a systematic mechanism to identify
and leverage such similarities.

We present ModelKeeper, the first automated training
warmup system that accelerates DNN training by repurpos-
ing previously-trained models in a shared cluster. Our key
insight is that initializing a training job’s model by transform-
ing an already-trained model’s weights can jump-start it and
reduce the total amount of training needed. However, mod-
els submitted over time can differ in their architectures and
accuracy. Given a new model to train, ModelKeeper scalably
identifies its architectural similarity with previously trained
models, selects a parent model with high similarity and good
model accuracy, and performs structure-aware transformation
of weights to preserve maximal information from the parent
model during the warmup of new model weights. Our eval-
uations across thousands of CV and NLP models show that
ModelKeeper achieves 1.3×–4.3× faster training completion
with little overhead and no reduction in model accuracy.

1 Introduction
Modern machine learning (ML) clusters train thousands of
deep neural networks (DNNs) every day [37, 67]. For a spe-
cific ML task, ML developers often start with exploring var-
ious model architectures using Neural Architecture Search
(NAS) to find the one with desired accuracy [77]. In prepa-
ration for model serving, developers may train tens of mod-
els to customize the latency-accuracy trade-off across hard-
ware [21, 35], to organize weak and powerful DNNs into dif-
ferent inference stages for fast feature extraction [20], and/or
to dynamically select tens of models and combine their pre-
dictions to maximize ensemble accuracy [26, 30, 65]. Overall,
from inception to deployment, ML development often re-
quires training hundreds of models across developers [62,75].

Naturally, many recent advances in ML training optimiza-
tions have focused on faster DNN execution, e.g., by increas-
ing parallelism [50, 70], improving communication [40, 55],
or increasing GPU utilization [28, 68, 69, 73]. However, little
has been done to exploit the natural similarity between mod-
els that are trained as part of the same NAS process, models
targeting the same ML task in different hardware, or models
embedded in different applications. Indeed, our analysis of
three large CV and NLP model zoos shows that more than
60% of widely-used models can find an architecturally similar
counterpart within the same zoo (§2.2).

In this paper, our key insight is that one can reduce the
amount of training needed for model convergence by leverag-
ing a well-trained model’s weights to warm up the training of
a new model. This is because any DNN model is fundamen-
tally a computation graph of tensor weights and operators;
transforming weights of trained models with similar archi-
tectures to a new model can accelerate model convergence
(similar to transfer learning [60, 71] but across architectures).

Despite the potential for large benefits, there exists little
systematic support for automated repurposing of weights. To-
day’s frameworks may provide pre-trained models, but are
limited to a few models and specific datasets, and/or require
domain knowledge to manually search, transfer and contribute
a trained model’s weights [6]. As such, ML developers have
to train models from scratch more often [56]. A few recent
AutoML frameworks (e.g., Retiarii [77]) repurpose trained
models. However, they are limited to individual jobs within a
NAS task because they rely on the lineage of model mutation
to enable the transfer. When models are submitted by various
developers and/or frameworks with distinct architectures and
performance requirements, these solutions do not apply.

We introduce ModelKeeper, a cluster-wide training
warmup system, to reduce the training execution needed for
model convergence via automated model weight transforma-
tion (§3). ModelKeeper adaptively manages a collection of
trained models (i.e., model zoo) from prior training jobs corre-
sponding to different ML tasks. For a new training job, Model-
Keeper selects and transforms a trained model’s weights (i.e.,
parent model) to the training model (i.e., query model) before
training takes place. It can benefit various ML applications, in-
cluding exploratory training (e.g., improving Retiarii [77] fur-
ther) and general training (e.g., using PyTorch [9]) of CV/NLP
models, with few-lines-of-code change.
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ModelKeeper addresses two primary challenges toward
selecting a suitable parent model and repurposing its weights.
First, ModelKeeper must determine similarity between two
models (§4.1). Intuitively, we can treat each DNN model as
a directed graph, where nodes represent tensors (layers) and
edges represent data flows, and use heuristics for the classic
NP-hard graph edit distance problem [31] to find the matching
similarity. However, maximizing matching by skipping nodes
can be harmful because the computation of each tensor affects
that of the subsequent ones in a trained parent model. To this
end, we present a structure-aware dynamic programming ap-
proach to capture the similarity (transformable tensor weights)
between two models. To scale to real-world zoos with thou-
sands of models, we then introduce a two-stage hierarchical
search algorithm to identify similar models efficiently.

Second, perfect matching is unlikely as two models are
seldom identical. Therefore, given many candidate parent
models with different similarity scores and each with differ-
ent accuracy, which one to pick and then how to transform
its weights to the query model (§4.2)? A more similar par-
ent model enables transforming more weights, while a more
accurate one implies a better training jump start after the
transformation. When the two are at odds, we adopt a buck-
eting heuristic: potential parent models are put into different
buckets in terms of their similarity to the query model, group-
ing comparable parent models together. We then pick the
most accurate parent from the bucket containing the most
similar parent models. Nevertheless, tensor mappings from
the parent to the query model can be incomplete (e.g., due
to non-identical architectures). To preserve maximal parent
model information, we introduce width and depth operators
to transform parent model weights into the query model with
negligible overhead.

We have integrated ModelKeeper with four popular ML
frameworks (§5): Ray [49], AutoKeras [41], MLFlow [75],
and Microsoft NNI with Retiarii backend [77].1 Our evalua-
tions across thousands of DNN training jobs in CV and NLP
applications (§6) show that ModelKeeper can save 23%–77%
total amount of training needed (i.e., 1.3×–4.3× faster train-
ing) than the state-of-the-art without model accuracy drop,
while efficiently serving cluster-scale warmup requests.

Overall, we make the following contributions in this paper:

1. We present ModelKeeper, a system to enable automated
training warmup for faster DNN training in clusters;

2. In order to maximize training speedup, we demonstrate
how to scalably compute similarities between models and
how to transform an already-trained model’s weights to a
yet-to-be trained model with little overhead;

3. We integrate ModelKeeper with multiple advanced ML
frameworks, and evaluate it across thousands of CV and
NLP models to show large improvements.

1ModelKeeper is available at https://github.com/SymbioticLab/
ModelKeeper.
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Figure 1: A DNN model is essentially a graph of tensors. Model
outputs are determined by tensor weights and their control flow.

2 Background and Motivation
2.1 DNN Model Training

Modern DNN frameworks represent DNN computations as a
directed computation graph with tens to thousands of nodes
across branches (Figure 1) [9,38]. Each node implies a mathe-
matical tensor operation (e.g., matrix multiplication or convo-
lution) along with its tensor weights and input, where weights
are n-dimensional arrays typically consisting of floats. DNN
training often covers thousands of iterations across mini-
batches of data to minimize the training loss. In each iteration,
the computation graph takes a data mini-batch as the input,
and performs a (1) forward pass, where each node conducts
the tensor operation on the output of parent nodes to get the
training loss regarding the model output and ground truth; and
a (2) backward pass, which updates the weight values, from
the last to front tensors, using the gradients derived by the
training loss with respect to the current weight. Therefore, the
DNN model is essentially a graph of weights orchestrated by
tensor operators, and training searches the best weight values.

2.2 Opportunities for Repurposing Models

In this paper, we focus on reducing the amount of training
needed to train a new model by automatically repurposing
the weights of previously trained models. Our approach of
warming up the weights of a new model before its training
starts is based on the following observations.

Pervasive model similarity. With the rapid increase in the
number of ML training jobs in datacenters [28,37], similarities
between training jobs are increasing too [67]:
• First, for a specific ML task, ML developers often explore

various model architectures using Neural Architecture
Search (NAS) to find the preferred model architecture
(e.g., better capacity-accuracy frontier [77]), or to inves-
tigate the performance consistency of new optimizations
across models (e.g., ML ablation study) [48]. For exam-
ple, Microsoft tuning clusters perform as many as 75 ex-
ploratory training jobs in median for user apps [46].

• Second, in preparation for ML deployment, developers
can train dozens of models to either customize the latency-
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Figure 2: Pervasive model similarity in today’s model zoos. We
measure the top-1 and top-5 architectural similarities of each
model to other models, and report the distribution across models.
1 indicates identical model architectures.

accuracy tradeoff across hardware (e.g., in video analysis
systems [35, 39]), or to dynamically select tens of models
and combine their predictions in order to maximize accu-
racy under changing loads in today’s ensemble-serving
systems [30, 65] (e.g., AWS Autogluon [26]).

• Third, the potential for similar models increases with in-
creasing users. For example, over 100K ML models are
submitted to Kaggle competitions each month [3]. Each
competition can have thousands of participants develop-
ing their models independently, and participants are re-
ported to have trained many similar models [22].

Indeed, our analysis of three large public model zoos –
Imgclsmob [10] for ImageNet classification (435 models),
HuggingFace [2] for English text generation (2.5K models),
and NASBench [24] for NAS task (16K models) – reinforces
these observations. Figure 2 reports the pairwise architectural
similarity across models in each model zoo. We measure the
similarity of each model to other zoo models2 in terms of the
normalized graph edit distance of two directed model com-
putation graphs [27] (∈ [0, 1]), where 1 indicates identical
graphs. We observe that more than 60% of the models have at
least one other model (top-1) in the zoo with a similarity over
0.6. Pervasive similarity is prominent in all these model zoos
because modern models often rely on similar architecture de-
signs but with wider/deeper layers or branches. For example,
convolution layers are widely-used in CV models [33, 36],
while NLP models are often stacked by attention layers [63].

Similar models can warm-start training. Recent theoret-
ical [60] and empirical [71] efforts from the transfer learning
community show that inheriting well-trained parent model
weights can speed up the training of a new model, because
this warm start enables an informed weight initialization (e.g.,
training from the basin of loss curvature). Yet, different from
their focus that manually transfers the same model across
datasets for better model generalization accuracy [53, 78], we
notice that transforming a trained model’s weights to a new
model (i.e., across architectures) can accelerate its training.

Consider the training of ResNet101 on CIFAR-10 dataset

2To avoid over-optimistic identification of model similarity, we removed
identical models in each zoo and focus on different model architectures.
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Figure 4: Warm start provides better initial weights search space.
We use RoR3 to warm start ResNet101.

as an example. We copy the tensor weights of a well-trained
parent model (e.g., ResNet50 or RoR3 [76]) to the ResNet101
tensor if two tensors have identical properties (e.g., same op-
erator and weight dimensions), while the rest of the training
proceeds as normal. We notice that (1) warmup training can
reduce the amount of training needed, while obtaining the
same final accuracy to that of training from scratch with ran-
dom weight initialization (Figure 3(a)); and (2) the savings are
more encouraging when inheriting from more similar models
– similarity of ResNet34, ResNet50, and RoR3 to ResNet101
is 0.19, 0.48, and 0.85, respectively – and better performing
models (Figure 3(b)), which respectively determine whether
it is possible and beneficial to transform the weights.

These improvements are because they speed up the search
in the space of weight values. If we consider ResNet101 as
an example, (1) warming it up using RoR3’s weights before
training starts results in a smaller distance to the final weights
achieved when the model converges (Figure 4(a)), and (2) dur-
ing the training, this informed weight initialization enables
smaller gradient variance (i.e., more consistent gradient direc-
tions) towards the basin of loss curvature (Figure 4(b))), thus
requiring fewer iterations to convergence in theory [12, 53].

3 ModelKeeper Overview
ModelKeeper is an automated training warmup system for
various ML tasks that accelerates DNN training by warm-
starting models with weights from already-trained models.

Design Space Large training clusters are shared between
users with varying expertise, and they can train a large num-
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Figure 5: ModelKeeper architecture. It can run as a cluster-wide
service to serve different users and/or frameworks.

ber of jobs with different model architectures. Consequently,
ModelKeeper must minimize the information needed and
overhead incurred for each training model (i.e., query model),
while offering users the flexibility in their request (e.g., using
ImageNet model zoo to warm start models on other image
datasets). In fact, determining which dataset (model zoo) as
the source to transfer is as yet an open problem in the transfer
learning community [45, 71, 78]. ModelKeeper is comple-
mentary to and benefits existing ML efforts as it automates
training warmup (e.g., searching, transforming, and contribut-
ing a trained parent model’s weights) for a given model zoo,
instead of making the developer keep tracking all models
and handcraft which model to repurpose [6]. We empirically
show that ModelKeeper can benefit the model training across
datasets too (§6.4).

For a given model zoo, the effectiveness of transforming
parent model weights relies on two key aspects: (i) Model
similarity: it dictates the similarity of two model architectures,
including the weights shape and operation type of a tensor;
and (ii) Parent model accuracy: it determines the value of
transformation. Having architectural similarity is the prereq-
uisite to transforming more weights information of a parent
model, while better parent model accuracy implies potentially
better warm start after transformation.

As such, ModelKeeper should repurpose a parent model
with large similarity and better accuracy. We provide the
theoretical analysis to support why ModelKeeper can benefit
model convergence following this principle in Appendix A.

System Components ModelKeeper is a complementary
system to existing ML training (Figure 5), and has integra-
tions with various frameworks (e.g., Microsoft NNI [4] and
Ray [49]). It consists of the remote coordinator, which serves
user query models before their training executes, and the client
agent that allows users to submit model warmup requests.
ModelKeeper coordinator employs three key components to
warm up models by transforming a trained model’s weights:

• Model Matcher: to identify architecturally similar models
in the zoo of trained models;

• Model Mapper: to select a zoo model with good archi-
tectural similarity and accuracy as the parent model, and
transforms the parent model weights to the query model;

• Zoo Manager: to adaptively manage zoo models that can
be submitted from users to support transformation at scale.

Figure 6 reports the example interface on the client agent,
where the user benefits from ModelKeeper with a few lines
of code in training (Coordinator interfaces are in Section 5).

1 from modelkeeper import ModelKeeperClient
2
3 def training_with_keeper(model , dataset):
4 # Create client session to keeper coordinator
5 keeper_client = ModelKeeperClient(coordinator_ip)
6 warmed_model , meta = keeper_client.query_for_model(
7 model , meta={’data’: ’Flowers102’,
8 ’task’:’classification’, ’tags’: None})
9

10 acc = train(warmed_model , dataset) # Training starts
11
12 # Register model to ModelKeeper when training ends
13 keeper_client.register_model(warmed_model ,
14 meta={’data’: ’Flowers102’, ’accuracy’: acc,
15 ’task’: ’classification’, ’tags’: None})
16 keeper_client.stop()

Figure 6: Code snippet of ModelKeeper client service APIs.

Training Lifecycle When the developer creates a new train-
ing job, 1 she first initiates a client connection to the remote
ModelKeeper coordinator, and then issues a query with the
specified job meta information. ModelKeeper client agent
will automatically extract the model information needed (e.g.,
model computation graph) and issue a request (mostly size
< 1 MB) to the coordinator. 2 Upon receiving the request,
Matcher consults its metadata store, identifies zoo models that
the user can access and meet the specified tag (e.g., name of
the preferred parent models), and measures their architectural
similarity to the query model. 3 Mapper selects a parent
model with large architectural similarity and good accuracy
out of these zoo models. Thereafter, it loads model weights of
this parent model from the data store, and transforms parent
model weights, based on pairwise tensor mapping from the
Matcher, to the query model. Note that this transformation
only updates tensor weight values, while others (e.g., model
architecture) remain the same. 4 The coordinator responds
to the developer with warmup model weights, and the rest
of the training remains as usual. 5 When the training com-
pletes, ModelKeeper can automatically register the trained
model to the Zoo Manager to benefit future jobs.

4 ModelKeeper Design
In large shared clusters, models are often submitted by vari-
ous developers and/or frameworks with diverse architectures
at different points in time. The large variety in model archi-
tectures and accuracy characteristics lead to novel system
challenges in automating weight transformation from a parent
model with high similarity and better accuracy:
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Figure 7: ModelKeeper relies on dynamic programming-like
heuristics to measure graph-level model architectural similarity.

• Having similar model architectures is the prerequisite to
transforming weights across architectures. How to iden-
tify more architecturally similar zoo models (§4.1)?

• As the similarity and accuracy of many potential parent
models can come at odds, which one to pick and then how
to transform its weights to the query model even in the
presence of non-identical architectures (§4.2)?

• New training jobs and trained models can join the cluster
on the fly. How to serve user warmup requests at scale for
high throughput clusters in the wild (§4.3)?

4.1 Matcher: Identify Similar Models

The similarity between two model architectures determines
the number of tensor weights that we can transform. Hence,
we need to identify the graph-level architectural similarity
of each parent and query model pair (Figure 7) and their
pairwise tensor mappings. It is tempting to model it as a
classic NP-hard graph edit distance (GED) problem [15] by
treating tensors as nodes and data flows as edges with the goal
to morph one graph to the other with minimum edits (e.g.,
add/delete a node). However, model matching encounters new
challenges: (i) Prefix Preference: we prefer to match the prefix
over the suffix of model graphs. Because prefix tensors are
more transferable since they capture general input features
(e.g., image color blobs) [53, 71]. Moreover, model weights
are trained systematically over tensors, so any edit on prefixes
can result in information loss to subsequent tensors [25]; (ii)
Partial Matching: we can partially transform the weights of
a smaller dimensional tensor to a wider one to match more
tensors, or postpone its matching to preserve its exact weights
information; and (iii) Scalability: as each model can consist of
thousands of nodes across branches, capturing the similarity
to thousands of zoo models is challenging.

ModelKeeper Matcher measures the graph-level similar-
ity of models, in terms of the total number of transformable
weights after mapping tensor pairs from the parent to the
query model. It uses the widely-used ONNX tool [7] to ex-
tract the computation graph. ONNX supports various model
formats (e.g., Tensorflow and PyTorch), which allows us to
perform the cross-framework transformation.

Structure-Aware Pairwise Model Matching We intro-
duce a dynamic programming-based heuristic to mea-
sure the end-to-end similarity (i.e., number of weights to
transform) of two models. It relies on a similarity table
M(|gp|+1)×(|gq|+1)(i, j) to record the best similarity after
matching the prefixes of the parent and the query model.
Here, |gp| and |gq| respectively denote the number of tensors
of the parent model and the query model. Then, it enumer-
ates plausible matching operations from previous states (e.g.,
M(i−1, j−1)), and takes the operation that can acquire the
maximum similarity to enter the next state (i.e., M(i, j)).

Figure 7 shows the execution of our structure-aware match-
ing algorithm. It traverses the similarity table in the topolog-
ical order of graph tensors. This allows us to embed graph-
level information while prioritizing the match of prefixes. To
advance to the current tensor pair (i, j), it enumerates three
plausible operations:
1. MATCH: transform weights of i’s parent to j’s parents.
2. SKIP_PARENT: give up transforming tensor i’s parent;
3. SKIP_CHILD: give up transforming to tensor j’s parent;

Then, it updates the table to obtain the maximum similarity
after each step based on previous states as follows:

M(i, j) = max
k∈parent(i)


M(k, jparent)+MATCH(k, jparent) (1)

M(k, j)+SKIP_PARENT (2)

M(i, jparent)+SKIP_CHILD (3)

To get the overall transformable weights, we can reward
each operation based on the number of tensor weights trans-
formed. When tensor i and j belong to the same operator (e.g.,
convolution), the fraction of transformed weights along each
weights dimension in MATCH operation (1) is:

MATCH(i, j) =
∏dim=1 min(dim(i),dim( j))
∏dim=1 max(dim(i),dim( j))

(
∈ [0,1]

)
(4)

Otherwise, we assign MATCH(i, j) to -1, as this transforma-
tion is useless and even loses the weights of that parent model
tensor. Similarly, SKIP_PARENT is set to -1 as it loses the
parent model tensor, and SKIP_CHILD is 0, since it does not
transform the parent model tensor.

Capturing the graph-level similarity is more challenging
when tensor j of the query model is the intersection of multi-
ple upstream branches. Because different upstream branches
to j may follow the same branch of the parent model dur-
ing their matching, leading to repetitive (conflicting) match-
ing. As shown in Figure 7, when we reach ( 6 , 6 ), branch
( 2 → 3 ) and ( 4 → 5 ) may both be matched to ( 2 → 3 )
that maximizes their own similarity. To avoid conflicting
matching, the similarity to j is the sum of upstream branches
(M(i, j) = ∑k∈parent( j)M(i,k)), and we greedily adopt the
matching of a branch to tensor j, whose trajectory achieves
the largest similarity (i.e., match 2 → 3 to 2 → 3 ), to max-
imize their sum. Meanwhile, we discard the trajectory of other
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branches where conflict exists. As such, branch 4 → 5 takes
the inferior match ( 5 ), where 4 is skipped.

The last entry of the table, i.e., M(|gp|, |gq|), gives the
end-to-end similarity. Note that we can learn the pairwise
tensor mappings by backtracking operations taken to reach
M(|gp|, |gq|) over the table in linear time. For a specific
model, our heuristic will naturally treat the model itself as the
most similar model, because matching will always take oper-
ation MATCH(i, i) in each step to maximize the similarity.

Figure 8 reports that our pairwise matching can match
thousands of model pairs in a second, and achieves higher
throughput than the state-of-the-art GED solution [57] in this
model matching scenario. More importantly, our empirical re-
sults report that our structure-aware matching achieves better
training warmup than the GED solution (§6.3).

4.2 Mapper: Transform Maximal Parent Information

The effectiveness of weight transformation is determined by
the similarity (transfer more weights) and accuracy (transfer
better weights) of parent models. Unfortunately, it is imprac-
tical to pick the optimal parent model, since the performance
of transformation can only be known after training each de-
rived warmup model to converge. Worse, the variety of model
similarity and performance leads to the tussle in selecting
the parent model. As shown in Figure 9, while some models
(e.g., ResNet34) possess high accuracy, their low similarity to
ResNet101 can cap the number of weights that can transform.
Next, we introduce Mapper to exploit the sweet spot of both
aspects, and then to transform maximal parent model weights
in the presence of partial matching.

As shown in Algorithm 1, Mapper relies on Matcher to

Input: Query model q, Model Zoo M
Output: Warmup Model Weights

1 NumOfBuckets B = 10 . Model similarity ∈ [0, 1]

2 Function GetModelSim(Query q, Models M)
/* Structure-aware matching for model similarity. */

3 topo_query_tensors = SortByTopo(q)
4 model_similarity = {}

5 for model m ∈M do
6 similarity_table = zeros(|gm|+1, |gq|+1)
7 for tensor i ∈ CachedModelTopo(m) do
8 for tensor j ∈ topo_query_tensors do

/* Enumerate and merge intersection. */
9 similarity_table[i][ j] = Equation (1-3)

10 model_similarity[m] = similarity_table[|gm|][|gq|]

11 return model_similarity

12 Function QueryForModel(Query q, Model Zoo M)
/* Bucket models in terms of similarities. Pick the model in

the top-similar bucket with the best performance. */
13 model_similarity = GetModelSim(q, M)
14 top_similar_bucket =

BucketBySimilarity(model_similarity, B).first

15 for model ∈ top_similar_bucket do
16 if model.perf > best_parent.perf then
17 best_parent = model

/* Perform width and depth weight transformation */
18 warmup_weights = TransWeight(best_parent, q)

19 return warmup_weights

Algorithm 1: Select the parent model to transform.

identify similar models (Line 2). As having a good similarity
is the prerequisite for transformation, we need to first ensure
picking similar models. To this end, Mapper takes the popular
bucketing strategy to allocate models into B buckets in terms
of their similarity (Line 14). Taking Figure 9 as an example,
with B = 10 by default, bucket 10 will accommodate models
with similarities between 0.9 and 1.0, so models in the same
bucket have comparable similarities. Then, Mapper traverses
from the last bucket (bucket 10) to the first until reaching the
first one with nonempty models (bucket 9), from which it se-
lects the model with the best performance as the parent model
(Line 15). As such, the parent model approaches the bound-
ary of better model similarity and accuracy. Later, Mapper
performs structure-aware weight transformation to initialize
the query model weights (Line 18).

Information-Preserving Weight Transformation To
maximize the end-to-end number of weights to transform,
Matcher allows partial matching: it may map a small tensor
of the parent to a wider one of the query model, or skip the
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Figure 10: Width and depth operator to transform parent model.

mapping of some tensors in the parent or the query model.
Here, the straw-man solution (e.g., in Retiarii [77]), which
transfers the weights of parent model tensors if and only if
two tensors are identical, can be suboptimal (§6.3), since
losing the parent model tensor can make the transfer of its
subsequent tensors useless.

To preserve maximal parent model information under par-
tial mappings, Mapper employs a width operator and a depth
operator, which extend the well-known ML technique for
function-preserving model transformation (e.g., Net2Net [17]
and Network Morphism [66]). But unlike existing model trans-
formation techniques [41], which are limited to expand the
depth and width of a pre-determined model, or complicated
transfer learning (e.g., knowledge distillation [34]) that re-
quires additional computation (e.g., pre-training) and/or in-
trusive implementation, our operators transform the parent
model weights into the query model with little overhead.

Our graph-level transformation proceeds in the topological
order of tensors. Mapper handles the expanding case similar
to today’s function-preserving transformation (Figure 10): (i)
to transform a parent model tensor to a wider query model
tensor, the width operator copies the parent model weights
to its mapping tensor of the query model, and pads the rest
of the columns via weighted replication from other columns;
and (ii) when the mapping requires inserting a new tensor into
the parent model (i.e., SKIP_CHILD), the depth operator will
initialize the weights of this mapping tensor to be an identity
tensor. i.e., this tensor will directly pass the output of its parent
tensors to the child tensors, in order to keep the same parent
model’s output. Readers can refer to Net2Net [17] for more
details. We note that both expanding operations, in theory,
can preserve the parent model information (i.e., with the same
tensor output) for many tensor operators (e.g., the wide-used
full connection and convolution layers).

The pruning case, however, cannot preserve full parent
model information, because we lose some tensor weights of
the parent model in transformation. Our solution is inspired
by today’s ML model pruning criteria [32]. Specifically, when
we need to fit wider tensor weights (i.e., with larger array di-
mensions) to a smaller dimensional tensor of the query model,
the width operator will progressively pick and copy the largest
weight values of the parent model tensor to the mapping tensor
of the query model. This is because, intuitively and empiri-
cally, larger magnitude values often have more impact on the
model output [14]. From the depth perspective, when we skip

transforming (i.e., SKIP_PARENT) a parent model tensor,
the depth operator will add noise to the weight values of that
tensor’s neighbors. It disturbs the affinity of trained parent
model weights so that neighboring tensors can still keep most
information while being able to learn new weights [51].

Our transformation can be applied to various models for
informed weight initialization. Thereafter, training proceeds
as normal, and the warmup model will gradually converge the
weight values that fit its architecture the best. As a generic
system, ModelKeeper can accommodate other transforma-
tion techniques too as they become available. We provide a
theoretical analysis of our transformation in Appendix A.2,
and empirically show performance improvements using our
transformation over its counterparts (§6.3).

4.3 Zoo Manager: Transform Effectively At Scale

In reality, cluster users register their trained models to the
model zoo on the fly, leading to scalability and performance
challenges. First, while gathering more models increases the
opportunity to transform better parents, the ever-growing num-
ber of models (e.g., > 70K models in the HuggingFace model
hub of all tasks [2]) and model size (e.g., NLP models can be
tens of GBs [16]) can lead to large matching overhead and
storage cost. Moreover, models registering to the zoo may
have low accuracy (e.g., due to insufficient training), which
can harm the effectiveness of weight transformation. As such,
ModelKeeper employs a Zoo Manager to support effective
transformation at scale under dynamics.

Two-Stage Hierarchical Model Matching Despite being
able to match thousands of lightweight CV models every
minute (Figure 8), our pairwise matching heuristic can still
be insufficient for model zoos with tens of thousands of mod-
els or complicated model architectures (e.g., NLP models).
For example, to serve a query model using the HuggingFace
model zoo for English text generation (2.5K models), per-
forming pairwise matching on these zoo models can take
∼17 minutes, namely, 2.5K models over the throughput (145
matching/minute). This long search time is further exacer-
bated in today’s large cluster with sub-minute job arrivals [37],
eventually hurting the user experience.

To ensure an interactive service, Zoo Manager adaptively
clusters zoo models into a well-defined number of groups,
whereby Matcher can perform two-stage matching to reduce
the number of matching pairs needed to identify more similar
models. Intuitively, models with similar architectures would
have comparable model similarity to the same query model,
so we may be able to cluster zoo models into multiple groups,
and then perform pairwise matching on the group members of
top similar model groups. However, it is non-trivial to decide
what features to use for clustering models, and how many
groups are needed. Clustering too few groups does not scale
down the problem enough, while too many can lead to a large
overhead in identifying which group to prioritize.

We deploy K-medoids clustering [52] to combine pair-
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Figure 11: Matcher clusters models into groups to reduce the search space,
and then performs model matching within groups.
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Figure 13: A few zoo models are more frequently repurposed as
the parent by Keeper. Numbers are from our evaluations (§6.2).

wise model matching and clustering to find a sweet spot. K-
medoids can directly take the distance of two points as input
to minimize the distance between data points and their cluster
center. Here, models can be taken as different points, and
the distance is the reciprocal of their similarity. Compared to
other clustering methods (e.g., K-means), K-medoids circum-
vents the need for embedding complicated model graphs, and
it is more compatible with pairwise model matching.

As shown in Figure 11, when a query model arrives,
Matcher identifies its similarity to each group medoid, and
then conducts pairwise matching on the members of top simi-
lar groups. Similarly, when a new model registers, Matcher
measures its similarity to group medoids, and assigns this new
model to the group whose medoid is the most similar. This en-
ables interactive queries to the latest models. Later, Matcher
periodically triggers K-medoids to update the clustering.

To select the most similar models for each query model,
Matcher identifies the best group medoid i by performing K
pairwise matching, followed by Ki runs to match the mem-
bers of group i. Assuming a zoo of M models (M = ∑

k
i Ki),

to minimize the average matching runs on each group (i.e.,
min

(
(K+Ki)/K

)
), we can get the optimal number of groups

K∗ =
√

M. Figure 12 reports that, compared to the non-
clustering design (i.e., K = 1), this two-stage design requires
matching only 5%-16% of all zoo models to identify the most
similar models, thus reducing the query hang time (§6.3).

Capping Zoo Size Hosting all zoo models can consume no-
ticeable storage space. For example, the HuggingFace model
zoo takes tens of TBs of storage [2]. In fact and understand-
ably, we notice that a small portion of zoo models are more

frequently repurposed than others (Figure 13). This is because
certain models contain more similar blocks to other models
(e.g., ResNet50 is more likely to be used to warm up other
large ResNet models than ResNet18).

To harvest more warmup opportunities subject to the zoo
capacity limit, we can formulate it as a knapsack packing
problem, where each item (model) is associated with a weight
(model size) and a value (repurposing frequency as the parent
model), and our goal is to maximize the total value achieved.
Namely, warm up as many jobs as possible (aka maximum
total repurposing frequency). As such, solving this packing
problem enables us to identify which item (model) to keep
in the knapsack (model zoo). But on the other hand, models
that are popular to train can change over time. For example,
users incline to train more recent and/or advanced models.
To account for the temporal variation in the repurposing fre-
quency of each zoo model, we take the moving average of
model values (e.g., decaying their repurposing frequency by
0.9 every day), and trigger the packing solver upon reaching
the storage limit. We show that ModelKeeper can perform
well even under severe storage limit (§6.4).

Avoiding Low-Accuracy Models Low accuracy models
registering to the zoo (e.g., due to user error) not only wastes
storage but can harm the transformation, so we need to en-
sure the zoo uses models with decent accuracy. To this end,
other than selecting the model with better accuracy as the
parent using the bucketing design at the query time, Zoo Man-
ager evicts zoo models with outlier accuracy at runtime. By
default, we take the popular Z-score criteria (i.e., model accu-
racy below the mean by more than two standard deviations) to
identify outliers [58]. Moreover, for the same model architec-
ture, it only keeps the model with the best accuracy. We show
that ModelKeeper can accelerate training even in the presence
of low accuracy models in unfavorable environments (§6.4).

Complexity Analysis The complexity of pairwise model
matching is O(|gp|× |gq|),3 and that of model clustering is
O(M2.5) for the zoo with M models. Mapper takes linear time
to select and transform the parent model. The magnitude of
these factors is mostly within O(1K) (§6.1). Our evaluations

3We omit the complexity in enumerating tensor parents (i.e., k ∈
parent(i)), since the node degree is orders of magnitude smaller than |gp|.
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show that ModelKeeper incurs negligible overhead (§6.3).

5 Implementation
We have implemented a system prototype of ModelKeeper,
with around 2K lines of Python code as the frontend library
and 1K lines of C++ code as the backend. Our implementa-
tion provides user-friendly APIs and supports many popular
ML frameworks, such as Microsoft NNI [4], AutoKeras [41],
Ray [49], and MLflow [5], with few-lines-of-code plugins.

ModelKeeper Components ModelKeeper coordinator
supports distributed deployment across machines. Each
coordinator controller processes a single scheduling thread to
poll client requests from its queue, and reserves a thread pool
for Matcher. Matcher performs pairwise model matching in
parallel for each query model, and then Mapper creates a
worker thread to transform parent model weights using numpy
format. Zoo Manager updates the model clustering every
5 minutes, and uses ortools library to solve the knapsack
problem. The client agent communicates with the coordinator
via TCP connections.

Fault Tolerance ModelKeeper uses Redis in the coordina-
tor to store the metadata and model weights in a fault-tolerant
manner, and this metadata is cached in the memory with small
footprints. Changes to the model zoo (e.g., registering new
models) follow the write-ahead transaction to the storage. At
runtime, the coordinator runs a daemon process to monitor
the liveness of the service, which will create a new service
process if the existing one crashes. The new process then
fetches the latest checkpoint from Redis to catch up.

Interfaces We pack interfaces into a Python library. The
cluster manager can initiate the coordinator in three lines:

from modelkeeper import ModelKeeperCoordinator
keeper_service = ModelKeeperCoordinator(config)
keeper_service.start()

Users can initiate the client agent in a few lines (Figure 6).

6 Evaluation
We evaluate the effectiveness of ModelKeeper on three main-
stream frameworks for exploratory and general DNN training,
using five large-scale CV and NLP model zoos across thou-
sands of models. We summarize the results as follows:
• ModelKeeper saves 23%-77% total amount of training

execution needed (i.e., 1.3×-4.3× faster training) than the
state-of-the-art without accuracy drop of models (§6.2).

• ModelKeeper outperforms its counterparts by exploiting
the parent model with high similarity and better accuracy
using different design components (§6.3).

• ModelKeeper improves performance over a wide range of
parameters and practical cluster setups in the wild (§6.4).

6.1 Methodology

Cluster setup. We evaluate ModelKeeper on an 80-node
cluster (40 GPU nodes and 40 CPU nodes). Each GPU node

has a Tesla P100 GPU with 16 GB GPU memory and 16-core
CPUs. Since most HuggingFace NLP models exceed our GPU
memory capacity, we resort to CPU nodes. Each node has 32-
core CPUs and 384 GB of memory. ModelKeeper coordinator
runs on a 32-CPU server with 10 Gbps bandwidth.

Workloads. We evaluate ModelKeeper using five widely-
used CV/NLP model zoos and realistic workloads (Table 1):
• NASBench [24]: an image classification model zoo with

thousands of lightweight models for NAS task.
• AutoKeras Zoo [41]: a CNN model zoo generated by

AutoKeras during the bayesian NAS searching.
• Imgclsmob [10]: a popular zoo of state-of-the-art CV mod-

els (e.g., DenseNet [36]). Most models are heavyweight.
• V-Ensemble [65]: a benchmarking workload for ensemble

training, which has hundreds of variants of VGG models.
• HuggingFace [2]: a collection of advanced HuggingFace

NLP models (e.g., Bert [23]) for next word prediction.
We train Imgclsmob-Small models on CIFAR dataset and Im-
ageNet32 dataset for 32×32 small image inputs, Imgclsmob
models on Flowers102 dataset for 224×224 large images,
and HuggingFace models on the large WikiText dataset. Im-
ageNet32 is a downsampled 120-category ImageNet dataset
(e.g., smaller input size) for efficient computation.

To emulate practical cluster setups, NAS models are gener-
ated by the searching algorithm on the fly, and training jobs are
submitted following the arrival of Microsoft Trace [37]. The
same workload does not contain identical model architectures.
ModelKeeper model zoo starts empty for each workload, and
jobs contribute (upload) their trained models to the zoo as
they complete over time.

Parameters. We follow the default setting specified in each
model zoo: (1) CV models: the SGD optimizer with minibatch
size 64 and initial learning rate 0.01; and (2) NLP models: the
AdamW optimizer with minibatch size 32 and initial learning
rate 8e-5. We use the ReduceLROnPlateau scheduler to decay
the learning rate by 0.5 once the training loss stagnates.

Baselines. We compare ModelKeeper to the following:
• Retiarii [77]: Microsoft’s training framework that relies

on the lineage of graph mutation to warm up NAS models.
• AutoKeras [41]: An advanced AutoML system based on

Keras that applies lineage-based warmup for NAS models.
• MotherNet [65]: An ad-hoc ensemble training algorithm

that trains a model subnet, which introduces intrusive
overhead and implementation, to warm start models.

Existing efforts limit to individual NAS/ensemble jobs, while
ModelKeeper can support various tasks across jobs and users.

Metrics. We care about the training execution time needed
to train to converge and the model convergence accuracy.

We run with five realistic Microsoft Traces [56], and report
the average over 5 runs.
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Category Task Workload # of Models Dataset
Avg. Time Avg. Acc.

Improvement Difference

Exploratory
Training

Grid Search NAS
NASBench [24] 1,000

CIFAR-100
2.9× 0.39%

Evolution NAS 2.4× 0.38%

AK-Bayesian NAS [41] AutoKeras Zoo [41] 500 4.3× 0.31%

General
Training

Image Classification

Imgclsmob [10] 389 Flowers102 [54] 2.8× 0.23%

Imgclsmob-Small 179
CIFAR-10 2.1× 0.02%

CIFAR-100 1.6× 0.18%

ImageNet32 [19] 1.3× 0.03%

Ensemble Training V-Ensemble [65] 104 CIFAR-100 1.7× 0.08%

Language Modeling HuggingFace [2] 69 WikiText-103 [47] 1.8× -0.13 perplexity

Table 1: Summary of improvements. ModelKeeper improves training execution time without accuracy drop, by reducing the amount of
training needed (i.e., GPU Saving). Accuracy difference is defined by Acc.(Keeper) - Acc.(Baseline), and smaller perplexity is better.
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Figure 14: ModelKeeper outperforms existing warmup training.

6.2 End-to-End Performance

In this section, we evaluate how ModelKeeper (Keeper) is
complementary to and benefits today’s ML frameworks. Here,
we run the NAS task using Microsoft NNI (with Retiarii
backend [77]) and AutoKeras, and other training tasks on
Ray [49]. Table 1 summarizes the average improvement on
each training workload after applying ModelKeeper.

ModelKeeper outperforms existing warmup solutions.
ModelKeeper outperforms existing training warmup solu-
tions in Retiarii, AutoKeras, and MotherNet by 1.7×-4.3×
(Figure 14), by saving 43.1%-76.7% total amount of training
needed. Their inefficiency is due to two primary reasons:

(i) Suboptimal parent model selection: Retiarii and AutoK-
eras track the lineage of graph mutation and treat the base
model in evolution as the parent model. However, as multi-
ple layers can be modified on the base model in searching
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Figure 15: ModelKeeper improves general training tasks.

new models, such rigid parent selection can miss better parent
models out of other explored NAS models. Similarly, Mother-
Net not only requires additional training of the model subnet,
but can not repurpose better-trained models on the fly.

(ii) Insufficient weight transformation: Their design, which
simply copies the weights from the parent model when two
tensors are identical, is lossier than ModelKeeper. For exam-
ple, inserting randomly initialized prefix tensors can make the
copy of subsequent tensors useless.

Meanwhile, they are limited to specific NAS or ensemble
training tasks and cannot serve various DNN training jobs on
the fly in the cluster wide.

ModelKeeper accelerates ML training for various tasks.
Figure 15 and Table 2 report the performance of individual
jobs. Compared to training from scratch, we observe that:
(i) ModelKeeper achieves 1.3×-4.3× faster training, saving
23%-77% training execution, across a wide range of work-
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Workload
Time Improvement Acc.(Keeper) - Acc.(Baseline)

25th 50th 75th 25th 50th 75th

NAS-Grid 1.5× 2.0× 3.1× 0.01% 0.25% 0.42%

NAS-Evol 1.2× 1.6× 3.0× 0.03% 0.19% 0.48%

Flowers102 1.2× 2.1× 3.3× 0.0% 0.16% 0.37%

CIFAR-100 1.1× 1.5× 2.0× -0.04% 0.08% 0.32%

ImageNet32 1.0× 1.2× 1.6× -0.07% 0.0% 0.11%

V-Ensemble 1.1× 1.5× 1.9× 0.02% 0.07% 0.65%

HuggingFace 1.2× 1.4× 2.1× 0.2 ppl -1.3 ppl -3.87 ppl

Table 2: Keeper saves training execution time of individual jobs
without accuracy drop. Smaller perplexity (ppl) is better.

loads. This improvement is more pronounced in a larger zoo
because of having more trained models to repurpose. (ii) Im-
provements on different workloads report a positive correla-
tion with the prevalence of model similarity in that model zoo.
Here, ModelKeeper achieves larger improvement on NAS-
Bench, which is consistent with the fact that this model zoo
owns higher inter-model similarities (Figure 2). (iii) Although
ModelKeeper starts from an empty zoo and jobs arrive on
the fly, we can still save the training execution for 70%-95%
individual jobs (Table 2). We note that the 25th percentile
improvement of small-scale model zoos (e.g., Imgclsmob) is
inferior to others. This is because not all training models are
warmed up due to the cold start of this online setting, and the
fact that ModelKeeper will not warm start the model that does
not have a similar parent (similarity > 0).

ModelKeeper speeds up training without accuracy drop.
Table 1 and Table 2 report that, on average, ModelKeeper can
achieve similar (or even slightly better) final model accuracy.
Intuitively, ModelKeeper should perform no worse than base-
line accuracy, since the rest of the training (e.g., data) remains
the same. However, we note that this slightly better model per-
formance is consistent with the observations in ML network
morphism [66], which interprets it as the internal regulariza-
tion ability. Specifically, by transferring from well-trained
models, model weights have been placed in a good position in
the space, resulting in a more regularized network to reach a
better basin of the loss curvature [25,66]. In contrast, training
from scratch can get stuck in local minima.

6.3 Performance Breakdown

In the rest of the evaluations, we refer to the improvement on
V-Ensemble as that over training from scratch for brevity.

Breakdown of Components We break down ModelKeeper
by disabling Matcher and Mapper respectively: (1) Keeper
w/o Matcher: remove our Matcher design, and instead resort
to a state-of-the-art graph matching strategy [57] to select a
parent model with the most pairwise tensor mappings; and
(2) Keeper w/o Mapper: disable our Mapper design, so only
transform the parent model weight if and only if two tensors
are identical. Figure 16 reports the improvement of these
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Figure 16: Breakdown of Keeper components.
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variants. We notice: (i) the classic GED solution, in Keeper
w/o Matcher, achieves suboptimal performance, since model
matching prefers to match prefixes, and partial matching al-
lows better overall similarity. (ii) transforming weights only
for identical tensors, in Keeper w/o Mapper, is inferior to
Keeper information-preserving transformation. (iii) Matcher
and Mapper contribute comparable improvements.

Breakdown of Improvement Characteristics Figure 17
reports the average improvement after categorizing training
models by their similarity to the parent model. We note that:
(1) Keeper tends to achieve better execution saving for mod-
els with a higher parent model similarity. This again supports
our parent model selection criteria that prioritize models with
higher architectural similarity. (2) Improvements of different
similarity regimes (e.g., [0.7, 0.8] vs. [0.8, 0.9]) are often dis-
tinct, and this becomes vague as similarity over 0.8. Because
most layers have been largely warmed up, and deeper layers
are too specific to the parent model to be transferable [71].

Overhead Analysis Figure 18 reports Keeper’s overhead,
i.e., the time taken between initiating the query and starting to
train, over the training execution time. We report the average
of all jobs, and notice that Keeper introduces less than 1.5%
overhead (< 43 s) across all workloads.

6.4 Sensitivity and Ablation Studies

Impact of Low-Accuracy Models As a cluster-wide ser-
vice, ModelKeeper should be robust to unfavorable settings
where the accuracy of user-registered zoo models can be low
(e.g., due to insufficient training). We follow the popular early-
stop design in ML [44] to simulate unfavorable setups, where
model registration takes place when jobs run to at most X
minutes. Figure 19 reports the improvement of execution time
across different degrees of unfavorable settings. Here, the
x-axis value 40% indicates X is set to be the 60th percentile
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Figure 22: Keeper accelerates
model training on CIFAR-100
using ImageNet32 model zoo.

value in execution time distributions, so only 40% zoo mod-
els are trained to converge. We observe that: (i) improvement
decreases as more zoo models have low accuracy. (ii) Keeper
is more robust with our bucketing design as it exploits the
similarity-accuracy sweet spot.

Impact of Bucketing Figure 20 reports that ModelKeeper
delivers consistent improvement across a wide range of num-
ber of buckets B. Meanwhile, we notice that using the most
accurate parent model (i.e.,∼ B=2) or the most architecturally
similar parent (i.e., ∼ B=20) achieves suboptimal improve-
ment, since it respectively undervalues the model similarity
and accuracy in selecting the parent model.

Impact of Zoo Capacity Figure 21 reports the average im-
provement under different zoo capacities. The total size (i.e.,
100%) of model zoos in NAS-Grid, V-Ensemble, and Flow-
ers102 are 1.6GB, 17GB, and 31 GB, respectively. We observe
that: (i) as expected, the improvement is more pronounced
as we allocate more storage to ModelKeeper’s model zoo,
but (ii) we can still achieve ∼2× improvement under severe
capacity limits (e.g., 5% capacity aka < 2GB storage), since
Keeper adaptively evicts suboptimal zoo models.

Cross-Dataset Training Warmup Figure 22 reports that
ModelKeeper can benefit DNN training across datasets. Here,
we warm start the training of Imgclsmob-small models on
CIFAR-100 using zoo models from the ImageNet32 work-
load, and notice 2.5× faster training on average. This is be-
cause front DNN layers capture general input features (e.g.,
color blobs of images), which are transferable to similar
datasets [71]. While picking which dataset as the source for
warmup is still an open ML problem [45, 78], ModelKeeper

provides systems support for automated warmup transforma-
tion across ML tasks and datasets using the given model zoo.

7 Discussion and Future Work
Support for Hyperparameter Tuning ModelKeeper by
default automatically searches and transforms the parent
model for various training tasks. Meanwhile, the developer
can specify which parent model to repurpose using the tag
configuration in their request too (Figure 6), while enjoying
the automated weights transformation. For example, we may
want the same parent model for hyperparameter tuning jobs to
eliminate the comparison bias and/or to ensure reproducibility.
Moreover, as the training of the query model will be jump-
started, it would be interesting to investigate how to adapt
to better job configurations (e.g., scaling the learning rate in
terms of the number of transformed layers [56, 66]) to further
improve the training convergence.

Model Sharing in the Wild ModelKeeper repurposes a
zoo of trained models to warm start the new training job.
These zoo models can be maintained by the cluster provider,
and/or contributed by users. For example, AWS SageMaker
offers hundreds of pre-trained models for tasks like object
detection and natural language processing [8]; HuggingFace
Model Hub has gathered∼70K models shared by the commu-
nity [2]. The former is more managed but expensive to include
extensive models and tasks, while the latter has good extensi-
bility but can exhibit great uncertainties (e.g., low-accuracy
models). To the best of our knowledge, ModelKeeper moves
the first step to automatically warm start the cluster-wide
model training. However, further investigations on how to
democratize it in the wild, such as for privacy and security
concerns, are needed. To this end, one possible approach is to
develop differential privacy-like solutions [11] (e.g., adding
noise to the weights of the contributed models), which natu-
rally leads to an interesting trade-off between privacy and the
model quality.

8 Related Work
Deep Learning Frameworks Recent ML efforts have
made considerable progress toward efficient inter-job schedul-
ing [28, 49, 56, 74], intra-job computation placement [43, 50],
communication optimization [40, 55], specialized execution
backend [9, 18, 42], and timely inference [29]. However, they
are mostly in-execution optimizations, and/or the total amount
of training remains the same. Different from transforming ten-
sors for faster computation (e.g., TASO [38] and PET [64]),
ModelKeeper operates on model weights, and acts as a com-
plementary service to accelerate cluster-wide DNN training.

AutoML Systems Retiarii [77] and AutoKeras [41] rely on
the lineage of graph mutation to repurpose trained models,
whereas they are limited to NAS tasks within individual jobs.
Experiment Graph [22] identifies the reusable ML scripts
and artifacts in platforms to speed up repeated executions,
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so it focuses on the same job execution. As recent AutoML
platforms, such as AzureML [59], Amazon SageMaker [1]
and MLflow [75], provide a collaborative environment to
simplify ML deployments, reusing artifacts can greatly speed
up repeated executions (e.g., reuse scripts [22]). ModelKeeper
is the first automated training warmup system to accelerate
cluster-wide DNN training jobs across users, and improves
Retiarii and AutoKeras further (§6.2).

Transfer Learning Transfer learning today mostly trans-
fers the weight of the same model [71], from one source
task to another target to alleviate the need for large training
data. For a given parent model, network morphism [17, 66]
introduces function-preserving transformation to construct
child models while preserving the parent information. Moth-
erNet [65] further applies the network morphism to warm
start model training, but is limited to ensemble training tasks.
ModelKeeper tackles a more challenging scenario for various
tasks in the wild, and achieves better performance (§6.2).

Graph Matching Graph matching is one of the NP-hard
fundamental problems in graph analysis [61]. To speed up
the matching, DAF [31] decomposes the graph into forests.
Similarly, AED [57] divides global matching into local match-
ing, and then aggregates the local matching decisions. How-
ever, they are insufficient due to the novel properties of DNN
graphs, where pairwise matching prefers ordered alignment
and allows partial weights transformation. ModelKeeper out-
performs them in training speedup and throughput (§6.3).

9 Conclusion
In this paper, we introduce ModelKeeper to enable automated
warmup of DNN training jobs at the cluster scale. Model-
Keeper manages a collection of already-trained models from
different developers and/or frameworks. Before training a
model, it selects a high-quality trained parent model and per-
forms structure-aware transformation of parent model weights
to warm up the weights of new training models. Our evalua-
tions across thousands of CV/NLP models show that Model-
Keeper achieves 1.3×-4.3× faster training completion.
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A ModelKeeper Analysis
A.1 Design Criteria

At its core, ModelKeeper performs informed weight initializa-
tion for DNN models by repurposing a well-trained model’s
weights. Intuitively, we note that
• This can be viewed as an instance of existing transfer

learning (TL), where we transform the weight of a model
on one dataset to train on “another” dataset (i.e., the
warmup model has not viewed that dataset before its train-
ing takes place) [13]. More subtly, it is a simplified and
complementary TL scenario under homogeneous data
distribution and features, so existing TL theories can be
applied to validate our effectiveness too.

• ModelKeeper transformation is an informed weight ini-
tialization, thus a special case of random initialization. As
the rest of the training remains the same, the model should
be able to reach similar final accuracy when the model
converges.

Why ModelKeeper Can Help Convergence? We next
present the theoretical analysis of model convergence to show
why ModelKeeper can achieve faster convergence.

Corollary A.1. (Theorem 1 in [72]). Under widely-used DL
assumptions (1) Smoothness: loss function f (w) is L-Lipschitz
smooth; (2) Bounded gradient variances: with constants G >
0, σ > 0, we assume E[‖∇ f (w)‖2]≤ G2 and E[‖∇F(w)‖2−
∇ f (w)‖2]≤ σ2; and (3) Unbiased estimation: on mini-batch
ξ, we have Eξ|w[∇ f (w)] = ∇F(w).

With learning rate γ to 0 < γ≤ 1
L

, then for iteration T , the
model training convergence rate is:

1
T

T

∑
t=1

E[‖∇ f (wt−1)‖2]≤ 2
γT

( f (w0)− f ∗)+4γ
2I2G2L2 +

L
N

γσ
2

Where N is the number of workers in synchronized data-
parallel training, f ∗ is the optimal training loss.

From Corollary A.1, we can notice that, for the same model,
training achieves faster convergence with a smaller initial loss
value f (w0) in theory (similar to [53, 71]). Indeed, existing
gradient variance reduction techniques in the ML community
report a similar theory analysis [12]. Here, we empirically
show that the initial training loss of the warmup query model,
f (w0), will start from some basin of loss curvature (e.g., bet-
ter accuracy in Figure 3 and smaller gradient variance in
Figure 4), and theoretically analyze why this enables starting
from the loss basin in Appendix A.2.

Admittedly, weight transformation can be lossy (e.g., due
to incomplete matching), which breaks the parent model infor-
mation. We note that capturing the exact convergence compar-
ison herein is extremely challenging, which indeed is a funda-

mental open problem even in today’s transfer learning [25].
Nevertheless, many empirical analyses have reported consis-
tently encouraging improvement [71], and transfer learning
is widely-used. Intuitively, for front tensors that enjoy full
information-preserving transformation, we can consider them
as a prefix subnet, and this subnet holds the same output
as the corresponding parent subnet. Therefore, these tensors
can still potentially achieve faster convergence according to
Corollary A.1.

How to Select Parent Models? In selecting the parent
model, ModelKeeper prioritizes the model with (1) better
model accuracy: this is because parent models with better
accuracy enable smaller initial loss f (w0), thus allowing bet-
ter convergence speed (Corollary A.1); and (2) larger archi-
tectural similarity and prefix preference: If we dive to the
fundamental of model training, the output activations of a spe-
cific model tensor i is yi = fi(y(i−1)T wi+bi). Here, assuming
the front l−1 tensor are warmup, while wi is randomly ini-
tialized. The front subnet still enjoys better convergence, so
we prefer a model with architectural similarity to maximize
this potential. In the forward training propagation, wi leads
to cascading information loss to subsequent tensors, so we
prioritize the match of prefixes to minimize this loss. On the
other hand, training front tensors is more difficult but more
transferable, because gradient information becomes less in-
formative as it is backpropagated through more subsequent
tensors [25], which requires us to match subsequent tensors as
many as possible to curb this divergence to the front tensors
in backward propagation.

A.2 Information-Preserving Transformation

ModelKeeper employs width and depth operators to per-
form structure-aware weight transformation, wherein expand-
ing the parent model performs the same to Net2Net [17].
Net2Net theoretically grounds that expanding transforma-
tion (e.g., more convolution channels or new convolution
tensors) can preserve the parent model information for a
wide range of tensors. Specifically, the depth operator tries
to deepen a tensor yi = fi(y(i−1)T wi +bi) using two tensors
yi = fi

(
U(i)T fi

(
y(i−1)T wi +bi

))
, where fi, wi, bi are the acti-

vation function, tensor weights, and bias vectors, respectively.
When matrix U is initialized to an identity matrix, adding U
preserves the same output of its input tensor if fi is chosen
such that fi(U fi(v)) = fi(v) for all vectors v. This property,
fi, holds for widely-used rectified linear activation in today’s
DNN models. For example, to insert a new convolution tensor,
we should set the convolution kernels to be identity filters.
Readers can refer to Net2Net [17] for the theoretical analy-
sis for the width operator. As such, in expanding the parent
model, we may preserve the full parent model information.
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Abstract

Model serving systems observe massive volumes of infer-
ence requests for many emerging interactive web services.
These systems need to be scalable, guarantee high system
goodput and maximize resource utilization across compute
units. However, achieving all three goals simultaneously is
challenging since inference requests have very tight latency
constraints (10–500ms), and production workloads can be
extremely unpredictable at such small time granularities.

We present SHEPHERD, a model serving system that
achieves all three goals in the face of workload unpredictabil-
ity. SHEPHERD uses a two-level design that decouples model
serving into planning and serving modules. For planning,
SHEPHERD exploits the insight that while individual request
streams can be highly unpredictable, aggregating request
streams into moderately-sized groups greatly improves pre-
dictability, permitting high resource utilization as well as scal-
ability. For serving, SHEPHERD employs a novel online algo-
rithm that provides guaranteed goodput under workload un-
predictability by carefully leveraging preemptions and model-
specific batching properties. Evaluation results over produc-
tion workloads show that SHEPHERD achieves up to 18.1×
higher goodput and 1.8× better utilization compared to prior
state-of-the-art, while scaling to hundreds of workers.

1 Introduction
Model inference has grown to become a critical component of
many interactive applications [1–11]. Facebook, for instance,
serves tens of trillions of inference requests per day [12].
Compared to model training, model inference dominates pro-
duction costs: on AWS, inference accounts for over 90% of
the machine learning infrastructure cost [13]. This has driven
significant effort in the design of model serving systems to
serve inference requests from several applications with deep
neural network (DNN) architectures, often using hardware
accelerators like graphics processing units (GPUs) to meet
tight per-request latency service-level objectives (SLOs), e.g.,
50–500ms. These systems typically group requests with the
same SLO and target model into separate request streams, and
must make two types of scheduling decisions across them to
meet system goals. First, they make request serving decisions
to maximize system goodput, i.e., the number of requests that
meet their SLO deadlines per unit time. Second, they make
resource provisioning decisions in order to scale to a massive

number of request streams using large pools of GPUs, while
ensuring high utilization for the GPU pool for cost-efficiency.

We find that meeting these goals is challenging due to short-
term workload unpredictablity: our analysis of both synthetic
and production workloads (§2.2) indicates that while the aver-
age request arrival rates are predictable over longer timescales
(i.e., hours), they are bursty and unpredictable at smaller time
granularities (i.e., millisconds) that must be considered when
scheduling requests to meet their SLO deadlines. As such,
existing solutions [3–11] fail to meet one or more of the above
goals due to two key reasons.

First, existing systems expose a hard tradeoff between
resource utilization and scalability under short-term unpre-
dictability, as they typically employ one of two classes of
scheduling policies: (1) periodic per-stream policies [3–9],
which make scheduling decisions (i.e., resource provisioning,
batch sizing, load balancing, etc.) for each stream of requests
separately in a periodic manner, and (2) online global poli-
cies, which make scheduling decisions in an online manner
by time-multiplexing the entire pool of resources (e.g., GPUs)
across all request streams [10,11]. On one hand, while the pe-
riodic and per-stream nature of scheduling for the former per-
mit scaling to many request streams and compute resources,
these systems must over-provision resources to handle unpre-
dictable bursts of requests during each period, resulting in
poor resource utilization. On the other hand, online global
policies can achieve higher resource utilization by adapting
the amount of resources allocated to each stream in an online
fashion, but scale poorly with the number of request streams
and size of the resource pool due to the increased complexity
of online scheduling decisions.

Second, existing approaches are fundamentally unable to
provide any guarantees on system goodput under unpre-
dictable workloads. We establish several important theoretical
results to show why this is fundamental (§5). First, making
the optimal scheduling decisions (e.g., executing, deferring or
dropping a request) requires future knowledge of request ar-
rival patterns, and even with perfect knowledge, the problem is
NP-complete. Second, no online algorithm can achieve good-
put that is even within a constant factor of the optimal with
perfect knowledge without using preemption. Since existing
approaches [10] employ simple heuristics without consider-
ing preemption, their performance can be arbitrarily worse
than the optimal under unpredictable workloads (§2.2).

This raises the question: Is it possible to design a model
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serving system that is scalable, achieves high utilization, and
provides guaranteed high goodput under unpredictable serv-
ing workloads? In this paper, we answer the above question in
affirmative with SHEPHERD, a model serving system resilient
to workload unpredictability.

To break the utilization-scalability trade-off exposed by
existing solutions, we make an important observation: while
individual request streams can be highly unpredictable, aggre-
gating them into groups permits accurate resource provision-
ing. Moreover, our analysis show that even moderately-sized
groups comprising hundreds to thousands of streams can
already offer reasonable predictability (§3.1). SHEPHERD re-
alizes this insight into a two-level design that decouples model
serving into a periodic planning phase and an online serving
phase. For the planning phase, we introduce HERD, a planner
that periodically classifies inference request streams, DNN
models, and GPUs into several serving groups. Then based
on the planning results, the serving phase employs an online
algorithm FLEX to serve requests across streams within each
serving group independently. HERD solves an ILP to effi-
ciently balance utilization and scalability (§4): on one hand,
HERD limits the size of each group, restricting the online
scheduling algorithm’s decision space to a limited number
of streams and GPUs within each group. On the other hand,
HERD provisions a sufficient number of streams and GPU
workers for each serving group to maximize utilization.

To achieve guaranteed high goodput, we design FLEX (§5),
an online scheduling algorithm that leverages preemption and
model-specific batching properties. First, we note that while
preemption permits correcting for sub-optimal scheduling
decisions in the online setting, preempting too often can re-
sult in significant amount of wasted work. As such, FLEX
carefully weighs the utility of the currently running batch of
requests against pending candidate requests to decide whether
or not the running batch should be preempted. Second, FLEX
leverages a model-specific relationship between the batch size
in batched inference execution and its execution latency to
determine appropriate batch sizes and the order of execution
across request streams. We show that both techniques work
in concert to achieve SHEPHERD’s goodput guarantee.

We implement SHEPHERD (§6) and evaluate it using a com-
bination of testbed experiments and large-scale emulations
with both production and synthetic workloads (§7). Our re-
sults show that (1) SHEPHERD achieves up to 18.1× higher
goodput and 1.8× higher utilization than periodic per-stream
solutions, (2) SHEPHERD achieves up to 5.2× higher goodput

compared to heuristic-based online approaches, and (3) SHEP-
HERD’s goodput scales linearly with the number of workers.

2 Background and Motivation
We begin with an overview of model serving systems (§2.1)
and short-term workload unpredictability (§2.2).

2.1 System Model and Goals
We focus on Deep Neural Network (DNN) model serving
systems [3–11] deployed on GPU clusters (Figure 1). Users
issue inference requests, which the system must serve using
a specific DNN model on one of its GPU workers within a
latency SLO specified for the request, typically 10–500ms [6].
Requests for the same model and with the same latency SLO
are typically grouped into a request stream, with arbitrary
request arrival patterns within each stream. In serving these
streams, serving systems can benefit significantly by batching
requests on GPUs — on an NVIDIA GTX1080, batching to-
gether 32 inference requests improves model serving through-
put by 4.7–13.3× for VGG, ResNet and Inception models
relative to serving them individually [6]. Taking the above
constraints into account, the system makes two scheduling
decisions: model provisioning decisions to determine which
models should be loaded on which and how many GPUs, and
request serving decisions to determine:
• batch size: how many requests to be executed in a batch,
• batch priority: which batch should be executed first, and,
• target GPU: which GPU to execute the batch on.
Note that although multiple batches can be executed on one
GPU worker concurrently, their execution time becomes non-
deterministic due to poor performance isolation on GPUs. As
such, most model serving systems [3–11] execute one batch
at a time for performance predictability.

The key performance goal for a model serving system is
to maximize the system goodput, or the number of served
requests that meet their SLO requirements per unit time; re-
quests that fail to meet them often hold no utility for the user.
Since serving systems must cater to thousands of requests
streams [1, 12], the system should also scale to large clus-
ters with thousands of GPUs in order to serve them. Finally,
since inference pipelines comprise the majority of the ma-
chine learning infrastructure costs in production settings [13],
serving systems should target high resource utilization of the
GPU clusters to maximize cost-efficiency.

2.2 Short-term Workload Unpredictability
We find that a key challenge in achieving all three of the goals
outlined above is short-term workload unpredictability1 —
while the average request arrival rates are predictable over
longer timescales (e.g., hours), they can be quite unpredictable
at smaller time granularities (e.g., milliseconds) that must be

1Unpredictability in request arrival patterns is orthogonal to performance
predictability demonstrated in prior works [6,10], where the execution latency
for inference requests on GPUs is often quite predictable.
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Figure 2: The coefficient of variance (CV) over the number of
request in each time window vs window size (τ, in minutes). The
CV value increases dramatically as time window size decreases.

Solutions Utilization Scalability Goodput
Periodic, per-stream policies [3–9] ✗ ✓ ✗

Online, global policies [10, 11] ✓ ✗ ✗

SHEPHERD ✓ ✓ ✓

Table 1: Existing solutions under short-term unpredictability

considered to meet per-request SLO deadlines. Next, we show
the presence of short-term unpredictability and its impact for
both production and synthetic application workloads. Since
we are unaware of any publicly available production traces
for inference workloads, we use Microsoft’s recently released
traces for Azure Functions [14] for our production workload,
which is noted by recent work to be representative of real-
world inference workloads in terms of both diurnal patterns
and short-term burstiness [4, 10]. The trace contains the num-
ber of function invocations performed at minute granularities
across ∼ 46k applications over a two-week period. Our syn-
thetic workload simulates 1k user request streams as Poisson
processes with average arrival rate following an exponential
distribution, a commonly-used approach in approximating
human-generated invocations [3, 4, 14].

To study workload unpredictability, we divide the entire
time period into non-overlapping time windows of size τ, and
compute the number of requests rt,s in each time window t for
every stream s. We quantify unpredictability in each stream
using the coefficient of variance — the ratio of the standard
deviation to the mean across rt,s. Note that meeting 10–500ms
request SLOs requires optimizing scheduling decisions in
time window sizes (τ) of hundreds of milliseconds. Figure 2
shows the average coefficient of variance across all streams
for different values of τ: for both synthetic and production
workloads, coefficient of variance increases drastically as τ

decreases. Clearly, while statistical models may be able to
estimate average arrival patterns at hours time-scales, the high
coefficient of variance at even minute-granularity makes sub-
second request arrival patterns nearly impossible to predict.

Under short-term workload unpredictability, existing so-
lutions [3–11] are unable to meet one or more of the three
performance goals outlined in §2.1 (Table 1):

Poor resource utilization. Many existing approaches [3–9]
make periodic provisioning and serving decisions for each
user stream independently. Within each period (typically a

idle idleGPU 1: 
idleGPU 2: 
idleGPU 3: 

idleGPU 4: 
idleGPU 5: 
idleGPU 6: 

time(ms)0 50 100

Request: execution time: 10,  deadline: 10

Stream 1: 

(a) Periodic, per-stream planning

idle idleGPU 1: Provision 1 GPU

Provision 6 GPUs

3 requests 1 request 6 requests

Figure 3: Periodic per-stream policies observe poor utilization.
Request arrival pattern is shown at the top, with each request’s exe-
cution time as well as latency SLO being 10ms. Provisioning one
GPU (top) based on average load causes 70% of the requests to miss
their deadline. Provisioning six GPUs (bottom) allows all requests
to meet their SLOs, but reduces resource utilization to 17%.

few minutes to hours), inference requests are served follow-
ing a fixed schedule determined at the beginning of the pe-
riod. Since scheduling decisions are computed per-stream
and updated only periodically, such approaches can scale to
many streams over massive pools of GPUs. However, these
approaches also tend to over-provisioning GPUs in order to
maximize the number of request SLOs met in the presence of
short-term burstiness, resulting in poor resource utilization.

As a concrete example, Figure 3 shows a user stream with
average arrival rate of 1 request every 10ms, with each re-
quest’s execution time and latency SLO being 10ms as well.
The bursty nature of the workload causes three requests to
arrive at t=0ms, one at t=40ms and six at t=80ms. Provision-
ing one GPU for the stream based on the average load would
cause 7 out of 10 requests to miss their SLO deadlines —
two from the first burst and five from the last. Provisioning
six GPUs permits all request latency SLOs to be met, but
reduces the resource utilization to 17%, since the GPUs are
collectively idle for 500ms out of 600ms cumulative runtime.

Poor scalability. An alternate approach employed by other
serving systems is to time-multiplex the GPU cluster across
different user streams to achieve better resource utiliza-
tion [10, 11]. Instead of provisioning and scheduling request
for each stream independently and periodically, the system
scales the number of GPUs allocated to each stream in an on-
line manner in response to workload fluctuations. While this
results in better resource utilization, it also limits system scal-
ability — scheduling decisions to maximize system goodput
grow super-linearly in computational complexity with both
the number of request streams as well as the number of GPUs
they are served over. Our scalability evaluation of Clock-
work [10], a recent model serving system that employs such
an approach, shows that its goodput does not scale beyond
a hundred GPU workers, saturating at ∼ 50k requests/sec-
ond (§7.1). In contrast, real-world inference serving load at
Facebook can be as high as 2.3 billion requests/second [12].

Lack of goodput guarantees. Maximizing goodput is chal-
lenging under short-term unpredictability. To see why, con-
sider the example in Figure 4, where a request r with an exe-
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Figure 4: Example highlighting challenges in online scheduling
with short-term unpredictability. The optimal scheduling decision
for request r at time t = 0 depends on future arrivals: the performance
can be far from optimal depending on the scenario and the scheduling
decision to either execute request r or to drop it.

cution duration of 10ms arrives at time t = 0. The request has
a tight SLO deadline that necessitates its immediate execution
for the deadline to be satisfied. The scheduling algorithm has
two choices: to schedule the request, or drop it. Unfortunately,
the optimal decision to maximize system goodput depends on
the future arrival pattern. Specifically, in Scenario A, since no
other request arrives during r’s execution, the optimal choice
is to serve the request. In scenario B, however, where a large
burst of K requests with equally tight deadlines arrive at time
t = 5, the optimal decision is drop r, since it would prevent K
request SLOs from being satisfied in favor of one. Note that if
the SLO deadline for r was not as tight, the scheduler would
have yet another choice to consider — whether or not to defer
r’s execution so that it may be batched with future requests.

Since future arrival patterns cannot be accurately predicted
in the short-term, making the right scheduling choice is in-
herently hard. Existing solutions rely on simple heuristics,
which provides no guarantees on how far the performance
could be from the optimal. While they perform well on certain
workloads, their performance can be arbitrarily worse than the
optimal under unpredictable workloads, similar to the above
example. We validate this observation experimentally in §7.2.

3 SHEPHERD Design
We now outline SHEPHERD’s key design elements.

3.1 Overcoming Short-term Unpredictability
We leverage three key observations to overcome the chal-
lenges introduced by short-term unpredictability (§2.2):

Group-level predictability and group multiplexing. We
observe that while the short-term arrival pattern for individual
request streams are hard to predict, the aggregated arrival
pattern across a group of request streams tends to be much
more predictable. We validate this observation by considering
the same workloads in Figure 2, but randomly classifying
the request streams into serving groups of different sizes and
measuring the coefficient of variance per-group instead of
per-stream. Figure 5 shows that increasing the group sizes
drastically reduces the coefficient of variance even at smaller
window sizes. Note that the networking community has long
made similar observations for bursty network flows, where
statistical multiplexing can drastically improve utilization
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Figure 5: Coefficient of variance (CV) for groups of streams vs
window size (τ, in minutes). The CV increase with decreasing
window sizes is much slower for larger group sizes.

by dynamically sharing a network link across network flows
based on their instantaneous demands [15–18].

However, unlike multiplexing a network link across a few
flows, multiplexing thousands of GPU workers across tens of
thousands of SLO-bound request streams in real time presents
a significant scalability challenge. To address it, we observe
that even at moderate group sizes (100–1000), the per-group
coefficient of variance is small enough to make its arrival
pattern highly predictable (Figure 5). This motives a group
multiplexing approach that first partitions the GPU cluster and
request streams into moderately-sized serving groups (§4),
then applies statistical multiplexing per-group to perform
online scheduling (§5). This approach offers a means to break
the tradeoff between resource utilization and scalability faced
by existing systems: moderately sized groups are predictable
enough even in the short-term to accurately provision their
resources for high resource utilization. At the same time,
restricting the online scheduling algorithm’s decision space
to streams and GPUs assigned to each group drastically limits
its computational complexity, allowing the system to scale to
much larger number of request streams and GPUs.

Preemption to correct for scheduling errors. As noted in
the example from Figure 4, the optimal scheduling decision
often depends on future arrival patterns, which can be hard
to predict. As such, any non-clairvoyant online algorithm is
bound to occasionally make sub-optimal scheduling decisions.
We find that the ability to correct such decisions when its sub-
optimality becomes apparent via preemptions is necessary
for achieving performance guarantees for an online schedul-
ing algorithm. For instance, in the example of Figure 4, a
solution can correct for a sub-optimal scheduling decision in
both scenarios by simply preempting r if a burst of requests
arrives later. Preemptions in online scheduling algorithms
are not a new concept; they have been used in a variety of
scheduling contexts [19, 20] to achieve bounds on the algo-
rithm’s competitive ratio — the ratio between its performance
and that of an optimal offline algorithm. Leveraging insights
from recent work on context switching for DNN training on
GPUs [21] allows us to realize preemptions efficiently for in-
ference workloads (§6), and combining it with model-specific
batch-latency relationships (described next) permits bounding
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the competitive ratio for online model serving.

Model-specific batch-latency relationships. Empirical mea-
surements in prior work [6] indicate that a simple linear model
can accurately describe the execution latency for varying re-
quest batch sizes in model serving workloads. In particular,
for a batch B of size |B| being executed on a model m, the
execution latency ℓm(B) is given by:

ℓm(B) = αm · |B|+βm (1)

where βm is the baseline execution latency for executing an
empty batch on the model, while αm is the latency for each
additional request in the batch.

We find exploiting this relationship helps make better
scheduling and stream grouping decisions. First, larger
batches help amortize the fixed cost βm and achieve higher
throughput, but too large a batch may miss the SLO dead-
line altogether. As such, making scheduling and preemption
decisions that leverage the batch-latency relationship to prior-
itize appropriately large batches that are likely to meet their
deadline, permit better performance guarantees for the on-
line scheduling algorithm. Second, when scheduling requests
across streams in a serving group of certain models, we find
that the online algorithm can achieve better performance guar-
antees if the models have similar α and β values (§5.2).

We next describe how SHEPHERD incorporates all of these
insights into an end-to-end design.

3.2 Design Overview
SHEPHERD leverages group-level predictability in a two-level
design that comprises a periodic planning and an online serv-
ing component. At a high-level, the periodic planning compo-
nent leverages long-term load statistics to partition the entire
GPU cluster into several serving groups, and determines how
models and request streams querying them are mapped to
these groups to optimize both resource utilization and system
scalability. The online serving component, on the other hand,
schedules requests from streams in each serving group across
the group’s allocated GPUs, and ensures that its goodput is
always within a constant factor of the optimal schedule.

SHEPHERD’s architecture (Figure 6) comprises four key
components: a planner (HERD), a request router, a scheduler

(FLEX) per serving group and multiple GPU workers. HERD
executes periodic planning, and informs each GPU worker
which serving group it belongs to and which models it must
serve. HERD also assigns a group-level scheduler to each serv-
ing group — the total number of group-level schedulers can
be scaled based on the number of models being served by the
system and the aggregate load across them. The request router
forwards client inference requests to group-level schedulers
based on their target model, and collects statistics regarding
their arrival patterns that HERD employs to compute group-
level mappings. The group-level schedulers, in turn, execute
our online scheduling algorithm, FLEX, to schedule inference
requests across GPU workers in their own serving group.

HERD (§4). While even random assignment of models and
GPU workers to serving groups can achieve decent workload
predictability (§3.1), achieving high utilization and guaran-
teed goodput requires considering a number of additional
constraints. To this end, HERD formulates this assignment
problem as an Integer Linear Program (ILP) incorporating all
such constraints. In particular, as noted in §3.1, colocating
models with similar α, β values (Eq. 1) in the same serv-
ing group yields better goodput guarantees in FLEX. Conse-
quently, HERD also incorporates model-affinity — a measure
of similarity across α, β values — in its ILP.

FLEX (§5). FLEX’s goal is to provide guaranteed high good-
put for each group under short-term unpredictability. To this
end, we answer three key theoretical and practical questions:

• What performance guarantees are possible? We first es-
tablish two impossibility results. We show that determining
an optimal solution is NP-hard, even in the offline setting.
In the online setting, we show that no online algorithm can
achieve performance competitive with the optimal offline so-
lution without using preemption. Since prior model serving
systems do not employ preemption, they are fundamentally
unable to provide any performance guarantees.

• What performance guarantees can FLEX provide? FLEX
ensures that for each serving group, the aggregated goodput
achieved is guaranteed to be at most 12.62 ·K× worse than
the optimal offline schedule with complete knowledge of
the future. K is a model-affinity parameter that reduces to
one if all models in the serving group have the same α and
β, and increases if they diverge (§5.2).

• How does FLEX achieve this guarantee? FLEX leverages
two key insights outlined in §3.1: preemption to correct
for scheduling errors, and model-specific batch-latency re-
lationships. First, preempting a scheduled batch requires
carefully weighing the utility brought by the scheduled
batch of requests against the utility of the new batch to be
scheduled — the threshold beyond which preemption is per-
formed significantly impacts the performance bound FLEX
can achieve. Second, FLEX leverages the model-specific
relationship in Eq. 1 to determine appropriate batch sizes
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Decision variables Definition
xi j ∈ {0,1} Is stream i mapped to group j?
yc j ∈ {0,1} Is affinity-set c mapped to group j?
zk j ∈ {0,1} Is model k mapped to group j?
size j ∈N+ # of GPUs allocated to group j

Input parameters Definition
mem GPU memory capacity

G Scalability limit for # of GPUs per group
N # of GPUs in cluster

hki ∈ {0,1} Does stream i use model k?
qck ∈ {0,1} Does affinity-set c include model k?

Optimization goal Definition
bt(i) The burst tolerance metric for stream i

Table 2: Variables used in HERD’s ILP.

and their order of execution across request streams.

4 Periodic Planner: HERD

HERD operates in two steps. It first determines the number
of GPUs ni that would be needed to sustain the average load
ratei for each request stream separately. To do so, HERD
empirically measures the maximum goodput Ti each stream
i can achieve on a single GPU, and uses it to compute ni as
ratei

Ti
. It uses ni to define a new burst tolerance metric (bt) that

captures the increase in load that the stream can tolerate if
assigned to a particular serving group relative to the average-
load based assignment of GPUs. More formally,

bt(i) =
# GPUs i can use for its peak load
# GPUs i needs for its average load

= ∑
j

size j · xi j

ni

where xi j is 1 if stream i is assigned to group j (0 otherwise),
and size j is the number of GPUs assigned to group j.

Second, HERD uses an Integer Linear Program (ILP) to
combine streams into serving groups to maximize the min-
imum burst tolerance across all streams; this captures the
goal of ensuring every stream can tolerate as heavy a burst as
possible, subject to a certain set of constraints:

(a) Cluster-size limit ensures that the total number of GPUs
assigned across all serving groups is no larger than the
cluster-size N (in number of GPUs).

(b) Group-worker limit ensures that the total number of
GPUs size j assigned to each group j does not exceed the
maximum scalability limit G of the online algorithm.

(c) GPU-memory limit ensures that the sum of model sizes
assigned a serving group j does not exceed the GPU
memory capacity mem.

(d) Group surjectivity ensures that every stream i is as-
signed to a single group j, and only if its associated
model is also assigned to group j.

(e) Affinity-set surjectivty ensures that models assigned to
the same group j have similar α, β values (as defined in
Eq. 1) to ensure better performance guarantees in FLEX.

We capture the divergence in model α, β values as K
(defined in §5), and pre-compute affinity-sets c1,c2, ...
as a partitioning of models such that K between any two
models in an affinity set is ≤ K; this simplifies our ILP
constraint to only picking models from the same cluster.

Our ILP is presented below, with variables listed in Table 2:

maximize min
i
{bt(i)} (2)

s.t. ∑
j

size j ≤ N, ((a) Cluster-size limit)

size j ≤ G, ∀ j ((b) Group-worker limit)

∑
k

zk j · |mk| ≤ mem, ∀ j ((c) Memory limit)

∑
j

xi j = 1, ∀i

hki · xi j ≤ zk j, ∀i, j,k

}
((d) Group surjectivity)

∑
c

yc j = 1, ∀ j

qck · zk j ≤ yc j, ∀i, j,k

}
((e) Affinity-set surjectivity)

Note that the above formulation is not linear due to the non-
linear optimization goal, which contains: (1) a max-min term,
and, (2) a product between binary and non-negative variables
(xi j · size j). However, both can be linearized using standard
techniques [22] — we omit the linearized ILP for brevity.
Similar to prior work [6], HERD ensures that all models to
be served by a worker in the subsequent online serving phase
are present in GPU memory, with some memory set aside
for the operation of the online algorithm, FLEX. We discuss
additional challenges due to memory constraints in §8.

HERD complexity and periodicity. Since solving HERD’s
ILP is NP-hard, and we must scale to millions of streams
and thousands of workers, we first aggregate streams using
the same model into a single “model-stream”, then apply the
ILP to optimize the burst tolerance metric across the model-
streams. The burst tolerance metric of the model-stream the
lower bound of the burst tolerance metric for each stream
in it. Note that different streams in the model-stream may
have different SLOs, but this will not affect the correctness
of our ILP, since none of the constraints (a) – (e) depend on
per-stream SLO. Instead, FLEX incorporates the impact of
SLOs across different streams during online serving.

Also, note that we only need to ensure that the ILP solver
is much faster than HERD’s periodicity, which, in turn, de-
pends on how frequently the workload characteristics change
enough to require recomputing group assignments. Fortu-
nately, our analysis of Microsoft’s Azure Function trace [14]
shows that the workloads within moderately-sized serving
groups remain stable for tens of minutes or more, while our
solver can compute a plan within a few seconds (§7.3).
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Input variables Definition
S = {r1,r2, ...} A request stream from one application.

ar,dr,mr Arrival time, deadline, model for request r.
a(B),d(B),m(B) Arrival time, deadline and model for batch B.
B= {B1,B2, ...} Set of all possible batches.

Decision variables Definition
I(B, t,n) ∈ {0,1} Is batch B is executed at time t on GPU n?

Table 3: Notations for online batch scheduling.

5 Online Serving Algorithm: FLEX
We first formulate the online serving problem (§5.1) and then
present the FLEX algorithm to provide guaranteed goodput
under short-term unpredictability (§5.2).

5.1 Problem Formulation
Our online serving setting focuses on scheduling inference
requests across models and GPUs assigned to a single serving
group. Requests within each stream query the same model
with the same latency SLO. Each request r has an arrival time
ar, deadline dr and queries model mr. Requests are served in
batches; for a batch B, arrival time a(B) is the arrival time of
the most recent request in B, and deadline d(B) is the earliest
deadline of all requests in B. Let B be the set of all possible
batches of requests; the online serving algorithm decides
whether to execute batch B ∈ B at time t on GPU n, which
we capture as the decision variable I(B, t,n) ∈ {0,1}. The
goal of online serving is to maximize the overall goodput: the
number of requests that meet their SLOs per second. Table 3
summarizes the notations for our problem formulation.

Optimal offline serving algorithm. We find that the of-
fline serving problem where the scheduler has access to the
complete future can be formulated as the following Zero-one
Integer Linear Program (ZILP):

maximize∑
t

∑
n

∑
B∈B
|B| · I(B, t,n) (3)

s.t. ∑
t

∑
n

∑
{B|r∈B}

I(B, t,n)≤ 1, ∀r (a)

∑
B∈B

∑
{t ′|t ′≤t≤t ′+ℓmB (B)}

I(B, t ′,n)≤ 1, ∀t,n (b)

a(B) · I(B, t,n)≤ t, ∀B, t,n (c)
(ℓmB(B)+ t) · I(B, t,n)≤ d(B), ∀B, t,n (d)
I(B, t,n) ∈ {0,1}, ∀B, t,n (e)

Intuitively, the ZILP maximizes the total number of requests
that meet their latency SLOs across all selected batches
(I(B, t,n) = 1), which in turn maximizes the total goodput.
The ZILP constraints correspond to:

(a) Each request can be executed in at most one batch,
(b) A GPU can only execute one batch at a time,
(c) No selected batch can start before its arrival time,

Algorithm 1 FLEX Algorithm

1: Initialize:
2: for each model m do
3: Qm ← Priority queue of m’s requests sorted by deadlines.

4: Event: On completion of a batch on any GPU n:
5: Bg,n←BATCHGEN(n) # Largest feasible batch across all Qm
6: Execute Bg,n and dequeue requests in Bg,n from model queue
7: for each GPU n do
8: Bg,n←BATCHGEN(n) # Update candidate batch

9: Event: On arrival of request r:
10: Enqueue r to corresponding queue
11: for each GPU n do
12: Bc,n← The batch currently being executed on GPU n
13: Bg,n←BATCHGEN(n)
14: if Bc = /0 then
15: Execute Bg,n and dequeue requests in Bg,n
16: else if |Bg,n| ≥ λ×|Bc,n| then # Preemption rule
17: Preempt Bc,n
18: Execute Bg,n and dequeue requests in Bg,n
19: Treat requests in Bc,n as new arrivals (go to Line 11)

(d) Every selected batch must finish before its deadline, and
(e) The decision variable I(B, t,n) must either be 1 or 0.

Clearly, the optimal solution to the above ZILP is also the
optimal offline schedule. Obtaining such an optimal is un-
realistic — not only is it impractical to have access to the
complete future (or even a reasonable prediction of it, §2),
computing the optimal solution to the ZILP is NP-hard [23].

Achievable guarantees. However, the optimal offline sched-
ule provides us with a baseline of the best schedule possible,
and permits us to reason about how close an online algorithm
can get to such a solution. More formally, the performance
guarantee an online algorithm can achieve is typically cap-
tured by the competitive ratio: the worst-case ratio of the
ZILP’s goodput to the online algorithm’s goodput over all
possible inputs. Note that our focus is on online request serv-
ing decisions, so we assume both algorithms have the same
resources provisioned to them. We establish the following
important result regarding the competitive ratio:
Theorem 5.1 No non-preemptive, deterministic algorithm
can achieve a bounded competitive ratio for online serving.
We defer the proof to Appendix A, but note that since existing
online serving algorithms [6, 10, 11] are non-preemptive, they
are incapable of achieving a bounded competitive ratio.

5.2 FLEX Algorithm
Algorithm 1 presents our FLEX algorithm that achieves a
bounded competitive ratio for online serving. During initial-
ization, FLEX creates a priority queue Qm for each model m,
which holds requests sorted by tightness of their deadlines.
The algorithm reacts to two key events: (1) completion event
of a batch on any GPU, and, (2) arrival event of a new request.
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For a completion event, FLEX simply generates a new batch
Bg and executes it; all requests in Bg are dequeued from
corresponding model queue Qm. To generate the new batch,
FLEX finds the largest feasible batch across all queues, such
that all requests in the batch can meet their latency SLOs.

For an arrival event, FLEX generates a candidate batch for
each GPU as outlined above, and compares it with the cur-
rently running batch. If the generated batch is λ times larger
than currently running batch, the current batch is preempted.
If preemption occurs, requests in preempted batch that can
still meet their SLOs are re-enqueued to their corresponding
priority queues. The re-enqueued requests will be treated as
newly arrived requests so they can be scheduled again.

We now dive deeper into salient features of the algorithm.

Choice of λ. The preemption threshold λ plays a crucial role
in bounding FLEX’s competitive ratio. A conservative pre-
emption policy with larger λ can result in a poor competitive
ratio, while an aggressive preemption policy with smaller λ

can waste GPU resources, since the preempted work does
not contribute to system goodput. As such, we express the
competitive ratio in terms of λ, and formulate the problem
of finding the optimal competitive ratio as an optimization
problem. Solving this problem yields the optimal value of
λ≈ 3.03 (Theorem 5.2). Note that while a worker may expe-
rience cascading preemptions if batches keep arriving with
sizes λ× than the currently executing batch, our choice of λ

ensures that the total wasted work is always much less than
the additional useful work performed post-preemption. In
practice, the effect of cascading preemptions is bounded due
to our maximum batch size limit (128 by default). We defer
the description of our preemption implementation to §6.

Prioritizing batches for a single model. Online job schedul-
ing algorithms [19, 20, 24–27] tend to consider one of two
key metrics as optimization goals: a job’s value, and its value
density. In the online model serving context, the value of a
job (batch) corresponds to the number of requests it contains
(i.e., its batch size), while the value density corresponds to
its contribution to system goodput (i.e., batch size

batch latency ). Tradi-
tional online job scheduling algorithms often fail to achieve a
bounded competitive ratio since optimizing these two goals
are often at odds with each other, i.e., optimizing total value
density comes at the cost of optimizing total value across jobs,
and vice versa. Fortunately, Eq. 1 establishes a linear relation-
ship between value density and value for batches of inference
requests: for a single model, larger batches always contribute
more to system goodput. As such, our preemption and batch
generation criteria always favor larger batches to maximize to-
tal value and value density simultaneously, enabling FLEX to
achieve a bounded competitive ratio. In contrast, prior slack-
based prioritization schemes (e.g., tightest deadline first [10])
are unable to provide such guarantees. In fact, our evaluation
(§7) shows that prioritizing larger batches over those with
tigher deadlines leads to higher goodput under high load.

Extending FLEX to multiple models. While the above pri-
oritization scheme is straightforward when a single model
is involved, extending FLEX’s competitive ratio analysis to
a multi-model scenario is challenging, since the linear rela-
tionship between batch value and value density no longer
holds across models. However, the batch-latency relationship
in Eq. 1 still allows us to bound the batch value and value
density across models using the model-specific parameters α

and β. More precisely, we define an affinity metric A(mi,m j)
between two models mi and m j as:

A(mi,m j) =

{
αi+βi

α j
, if α j +β j−βi ≤ 0

min(αi+βi
α j

,max( αi
α j+β j−βi

, αi
α j
)), otherwise

where αi,α j,βi and βi are the model-specific parameters for
models mi and m j respectively. While its specific formula-
tion is devised to establish FLEX’s competitive ratio (Theo-
rem 5.2), we note that A(mi,m j) is close to 1 if mi and m j have
similar α and β, and deviates from 1 as the α and β values for
the models diverge. For a set of models M, we show that the
competitive ratio is a multiple of K, the largest affinity value
A(mi,m j) across all pairs of models (mi, m j) in M, i.e.,

K = max
i, j∈M

A(mi,m j) (4)

FLEX properties. Our analysis in Appendix B shows that:

Theorem 5.2 Algorithm 1 is 12.62 ·K-competitive with pre-
emption threshold λ≈ 3.03, with K defined in Eq. 4.
We note that FLEX is the first algorithm that achieves guar-
anteed performance for online model serving to the best of
our knowledge. We validate FLEX’s performance empirically
over a wide range of representative workloads in §7. Finally,
while we defer the complexity analysis to Appendix C the
following result establishes FLEX’s complexity:
Theorem 5.3 FLEX has a worst-case complexity of O(G),
where G is the number of GPUs in the serving group.

6 SHEPHERD Implementation
Our SHEPHERD implementation follows the architecture de-
scribed in Figure 6. The periodic planner (HERD), request
router and online scheduler are implemented as C++ pro-
cesses, while the GPU workers support configurable model
execution runtimes like PyTorch [28] and Apache TVM [29].

Supporting preemptions. While recent hardware-based pre-
emptions on newer GPUs [31] may enable better perfor-
mance, we opt for software-based preemptions adapted from
Pipeswitch [21] in SHEPHERD due to its general applicabil-
ity to commodity GPUs. Pipeswitch supports preemption of
DNN training tasks by inserting exit points between the train-
ing phases of different DNN layers: when a preemption is
requested, the execution of the current training task can be
terminated at the next exit point. Since PipeSwitch currently
supports preemptions for PyTorch only, we use the PyTorch
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Model α (ms) β (ms) # Exit points
ResNet18 (RN18) 0.22 3.74 40
ResNet34 (RN34) 0.38 5.78 46
ResNet50 (RN50) 0.75 7.96 46
ResNet101 (RN101) 1.25 13.57 39
ResNet152 (RN152) 1.77 18.98 84
ResNeSt50 (RS50) 1.18 15.39 78
ResNeSt101 (RS101) 1.91 29.21 57
ResNeSt200 (RS200) 3.35 45.43 96
ResNeSt269 (RS269) 4.37 74.20 128
DenseNet121 (DN121) 0.69 19.96 129
DenseNet161 (DN161) 1.74 23.10 171
DenseNet169 (DN169) 0.83 27.47 120
DenseNet201 (DN201) 1.12 32.33 142
GoogLeNet (GN) 0.25 8.41 44
Inception v3 (I3) 0.96 11.77 122
R-CNN (RCNN) 2.59 14.90 51
BERT (BERT) 40.98 5.67 43

Table 4: DNN Models evaluated in SHEPHERD. BERT [30] is a
popular NLP model, while the rest are popular CV models from six
different model families.

runtime by default in our implementation, although the same
approach could be implemented for Apache TVM as well.

Adapting the preemption approach from training to infer-
ence pipelines introduces a key challenge: while the over-
head for preemption is not a major concern for long-running
model training tasks, it is quite crucial to minimize preemp-
tion overheads for model inference. On one hand, adding too
few exit points to an inference task introduces unacceptable
preemption delay — the time between from the preemption
being requested and actually being completed — since the
preempted task may still execute for tens of milliseconds be-
fore the reaching next exit point. On the other hand, adding
too many exit points slows down the normal execution of
inference tasks, as each exit point introduces non-negligible
execution delay. To better navigate the trade-off, we evaluate
the preemption and execution delay overheads with different
number of exit points for different DNN models via com-
prehensive profiling, and determine the optimal number of
exit points for each individual model (§7.3). Table 4 shows
the DNN models used in SHEPHERD, with their α, β values
(Eq. 1) and the number of exit points. Note that adding exit
points incurs a one-time offline profiling cost during model
registration; this can be implemented as a part of the DNN
framework, making it completely transparent to users.

7 Evaluation

We evaluate SHEPHERD to answer the following questions:

• How does SHEPHERD compare against state-of-the-art
schemes for real-world workloads? (§7.1)

• How does each design component in SHEPHERD contribute
to its performance gains? (§7.2)

• What overheads do SHEPHERD’s preemption and periodic
planning components introduce? (§7.3)

Setup. All our experiments were run on Amazon EC2. For
GPU workers, our testbed experiments use 12 p3.2xlarge
instances each with 8 vCPUs, 61GB RAM, and one NVIDIA
Tesla v100 GPU with 16GB memory, while our large-scale
emulations use m4.16xlarge instances with 64 vCPUs and
256GB RAM. The request router, periodic planner, and online
schedulers are deployed on separate m4.16xlarge instances.

Metrics. We focus on goodput, utilization and scalability as
our key metrics. Goodput and utilization values are averaged
over 5 runs, while scalability is measured as the increase in
system goodput on increasing the number of workers.

Compared schemes. We compare SHEPHERD against Clock-
work [10] and Nexus [6]. Clockwork is representative of
online global scheduling policies, while Nexus is a represen-
tative of the periodic per-stream approach (§1). We implement
all evaluated policies in our SHEPHERD prototype and use a
PyTorch-based runtime to ensure that the performance differ-
ences are solely due to the scheduling decisions rather than
choices in system implementation or the underlying runtime.

For Nexus, we set the reconfiguration period to 60 seconds
as recommended in [6]. Moreover, since Nexus is designed
for predictable workloads, we adapt their algorithm to pro-
vision for the peak demand in every 60-second window of
the workload to ensure it can sustain the provided load. For
SHEPHERD, we set the GPU group-worker limit to 12, since
we found it to be large enough to ensure workload predictabil-
ity (due to a large enough group size) while being well within
our scheduler’s scalability limit. The GPU memory limit for
p3.2xlarge instances is large enough to fit all 13 DNN models.
Finally, we place all the models in a single affinity-set.

DNN Models. We evaluate SHEPHERD with 17 DNN models
widely used for model inference (Table 4), taken from Py-
Torch Hub [32]. For Clockwork and Nexus, we use models
without any exit points (needed for preemption in SHEPHERD,
§6) to ensure they do not suffer any performance penalties
for execution delays. We ensure the models remain in GPU
memory for the duration of all our experiments to eliminate
performance impacts of loading models into GPU memory.

Workloads. Similar to prior work [10], we use the Microsoft’s
publicly-released production traces from Azure Functions
(MAF) [14] as a representative production model serving
workload. MAF interleaves a wide range of workloads, includ-
ing heavy-sustained, low-utilization, bursty and fluctuating
workloads. For our 13 profiled DNN models, we assign the
46,000 streams from MAF to models in a round-robin man-
ner, and configure all streams with a default SLO of 250ms2,
unless otherwise specified. The MAF trace only contains the
aggregated number of requests per one-minute interval for
each request stream. Therefore, we generate two request ar-

2We use a relatively relaxed SLO compared to [10] since the PyTorch
runtime used in our implementation observes longer inference latencies
compared to the TVM runtime used in [10].
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Figure 7: Performance variation with load. Under high load, SHEPHERD achieves 4.6 (5.2)× and 7.1 (18.1)× higher goodput than Clockwork
and Nexus under the MAF-stable (MAF-bursty) workload, respectively. SHEPHERD and Clockwork achieve high system utilization while
Nexus’s utilization remains under 89% (55%) across different arrival rates under the MAF-stable (MAF-bursty) workload.
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(b) High load (144k req/s)

Figure 8: Latency CDFs for MAF-stable workload with 250ms
SLO. The latency CDF is presented for the set of requests admitted
by each approach. At high load, large portions of Clockwork and
Nexus request latencies are close to the SLO, while SHEPHERD’s
request latencies are distributed more evenly. See §7.1 for details.

rival patterns within each one-minute interval: (1) a Poisson
process to model stable workloads, similar to [10] (“MAF-
stable”), and (2) a more bursty Markov-modulated Poisson
process (MMPP) similar to [9] (“MAF-bursty”).

7.1 SHEPHERD in the Wild
We first evaluate the compared systems for real-world work-
loads on a testbed comprising 12 GPU workers and large-scale
emulations that mimic work done by a GPU on CPU cores.

Performance variation with load (Figure 7). For the MAF-
stable workload, with a low request arrival rate (e.g., at ∼ 3k
requests/second), all systems can meet the SLO deadlines for
most requests in the workload. As such, both SHEPHERD and
Clockwork achieve high system utilization (over 95%) and
high goodput. At higher loads, while both systems are consis-
tently busy serving requests (resulting in high utilization) nei-
ther SHEPHERD nor Clockwork can satisfy all request dead-
lines; however, since Clockwork prioritizes requests based on
how close their deadline is, it greedily schedules many small
batches of requests with tight deadlines, resulting in a reduced
goodput. In contrast, SHEPHERD always prioritizes execution
of larger batches, while the use of preemption ensures that
large batches never get blocked by small batches scheduled
before them. SHEPHERD can therefore efficiently utilize lim-
ited GPU resources to maximize goodput under high load,
and while Clockwork’s goodput starts to saturate beyond a
load of 6k requests/second, SHEPHERD’s goodput keeps in-

creasing, outperforming Clockwork by up to 4.6× at 144k
requests/second. We confirm that SHEPHERD’s gains stem
from its preemption and prioritization design choices in §7.2.
We observe similar trends for Clockwork and SHEPHERD
under the MAF-bursty workload.

For Nexus, we find that the goodput largely remains the
same as we increase the load under both MAF-stable and
MAF-bursty workloads, with a goodput that is up to 7.1× and
18.1× lower than SHEPHERD. Moreover, Nexus’s utilization
remains under 89% for the MAF-stable workload and 55%
for the MAF-bursty workload — even under high load. These
observations can largely be attributed to Nexus’s offline ap-
proach — during its periodic planning phase, Nexus takes the
arrival rate as input and calculates the number of GPU work-
ers required along with an offline schedule for each worker.
With a fixed number of workers, Nexus can only make its
planning decision assuming a specific arrival rate that it can
completely satisfy, which ends up being much lower than the
applied load. Moreover, during online serving phase, Nexus is
unable to adjust its planning decisions dynamically based on
the increased arrival rates. This impact is even more severe for
the MAF-bursty workload, where predetermined execution
plan is unable to adapt to periodic bursts of requests, resulting
in even lower utilization (1.8× worse than SHEPHERD) and
goodput relative to the MAF-stable workload.

Figure 8 plots per-request latency CDFs for SHEPHERD,
Clockwork, and Nexus at low (3k requests/second) and high
load (144k requests/second) for the MAF-stable workload.
Note that while Figure 7(a) shows the proportion of requests
admitted by each system, the CDF only depicts the latency
of requests admitted by each solution. All systems observe
similar latency distributions at low load (Figure 8(a)). At
high load, however, a large portion of requests in Clockwork
observe latency close to the SLO, since Clockwork prioritizes
serving requests closer to their deadlines. Nexus also shares a
similar CDF pattern, as its periodic scheduler tries to batch
together as many requests as it can based on request deadlines.
In contrast, SHEPHERD’s request latencies are distributed
more evenly; this is because SHEPHERD priortizes requests
based on their batch sizes rather than their deadlines, and
the evaluated workload results in batches of widely varying
sizes at different times. We observe similar trends under the
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Figure 9: Goodput with varying request SLOs. SHEPHERD outper-
forms Nexus and Clockwork by up to 38× and 1.3×, respectively,
under tight SLOs. We omit SLOs ≤ 10ms since some of our evalu-
ated models have higher execution latencies (Table 4).
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Figure 10: Scheduler scalability with emulated workers. For both
workloads, Clockwork does not scale beyond 200 workers; Nexus
scales linearly but observes 40–50% lower goodput than SHEPHERD.
SHEPHERD observes both high goodput and linear scaling.

MAF-bursty workload.

Goodput with varying request SLOs (Figure 9). To under-
stand the impact of request SLOs, we fix the arrival rate to
∼ 3k requests/second and measure the goodput for the com-
pared approaches with varying SLO values. All approaches
achieve high goodput with 500ms SLO, since almost all re-
quest deadlines can be met with a relaxed SLO. On reducing
SLO from 500ms to 50ms, all approaches observe reduced
goodput; Clockwork’s reduction is smaller due to its online al-
gorithm that prioritizes requests with tighter deadlines, while
Nexus observes higher reduction, especially for the MAF-
bursty workload. This is because its periodically computed
static execution plan is unable to adapt to small bursts of
requests, resulting in even fewer requests meeting their dead-
lines. However, SHEPHERD’s online FLEX algorithm is able
leverage prioritization and preemption to maximize the num-
ber requests that meet the stringent SLOs, outperforming both
Clockwork and Nexus by up to 1.3× and 38× respectively.

Scheduler scalability (Figure 10). Due to the limited num-
ber of GPUs in our testbed, we were unable to evaluate the
scalability of SHEPHERD and existing systems beyond a point.
We therefore complement our testbed experiments with large-
scale emulations with up to 400 emulated workers. As in
prior work [10], an emulated worker is identical to a real
SHEPHERD worker, except an inference request triggers no
meaningful work; instead, they wait for a period of time de-
termined by the corresponding model’s batch-latency charac-
teristics (Table 4), before returning a response. We run the
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Figure 11: Understanding SHEPHERD benefits. (a) Prioritiza-
tion and preemption in SHEPHERD results in 3.7× and 6.2× im-
provement in goodput, respectively; SHEPHERD-NP refers to a non-
preemptive variant of SHEPHERD. (b) SHEPHERD achieves both
high goodput and scalability with group-worker limit G = 12.

MAF-stable and bursty workloads with varying number of
emulated workers (N), scaling up the total load applied to the
system with the number of workers. We apply a low enough
load per worker to ensure any requests dropped in SHEPHERD
and Clockwork are solely due to the scheduler’s failure to
scale to large number of workers.

Clockwork’s goodput scales linearly with smaller N, slows
down around N = 150, and saturates at 50k request/second
around N = 200 since its centralized scheduler becomes the
bottleneck3 (Figure 10(a)). Nexus goodput, on the other hand,
scales almost linearly with N; this is expected since Nexus’s
scheduling decisions are computed per-stream and updated
only periodically. However, its periodically computed sched-
ule results in ∼ 40% lower goodput than SHEPHERD. This
is because Nexus’s computed schedule conservatively pro-
visions for a load that a given number of workers can sus-
tain without adapting to any changes due to workload unpre-
dictability, as discussed in the results for Figure 7. Finally,
SHEPHERD observes both consistently high goodput and lin-
ear scaling. The linear scaling is attributed to SHEPHERD
dividing its workers into groups, each with a group-worker
count of 12, which is below the scalability limit of our online
scheduler. The high goodput, on the other hand, is attributed
to each group being large enough for efficient multiplexing
across request streams. As such, SHEPHERD outperforms
Clockwork and Nexus by 2.5× and 1.8× respectively in
terms of goodput at N = 400 workers. We note, however, that
SHEPHERD employs multiple schedulers — specifically, ⌈ N

12⌉
schedulers for N workers — in contrast to Clockwork’s single
centralized scheduler to achieve its linear scaling. We observe
similar trends with the MAF-bursty workload in Figure 10(b).

7.2 Understanding SHEPHERD Benefits
We now dig deeper into how each design component in SHEP-
HERD contributes to its overall performance gains.

Benefits of FLEX (Figure 11(a)). To demonstrate the effec-

3This trend is consistent with the scalability results reported in the Clock-
work paper [10] albeit with a higher peak goodput due to differences in the
system implementation and execution runtime.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    797



tiveness of batch prioritization and preemption in FLEX, we
create a synthetic workload with two streams. Stream A is
bursty and issues requests to the low-latency model ResNet18
(∼ 4ms for batch size = 1, ∼ 32ms for batch size = 128).
Requests in stream A arrive periodically in bursts of 1024
requests at t = 5ms, 125ms, 245ms, ..., i.e., with a period of
120ms. Stream B is stable and issues requests to the high-
latency model ResNet269 (79ms for batch size = 1), and has
individual requests arriving at t = 0ms, 1ms, 2ms ...; note that
in the absence of other queued requests from stream B, any
approach would schedule batches of size 1 for it every 1ms.

We provision one GPU worker for both streams, and com-
pare the performance for SHEPHERD and Clockwork for this
workload. To decouple the contributions of preemption from
prioritization, we also evaluate a non-preemptive variant of
SHEPHERD that retains all the properties of FLEX except pre-
emption. We run the experiments under two different SLOs
(250ms and 90ms) to separate the contributions of prioritiza-
tion and preemption in SHEPHERD, as described next.

For 250ms SLO, both SHEPHERD and non-preemptive
SHEPHERD outperform Clockwork by 3.7×. Since Clock-
work prioritizes requests with tighter deadlines, it always ends
up prioritizing high-latency requests of stream B over low-
latency requests of stream A. In contrast, SHEPHERD’s batch
generation prioritizes larger batches — since stream A’s low-
latency requests can accumulate much larger batches under
the 250ms SLO (e.g., 128 sized batches with 32ms latency)
and achieve much higher goodput. Prioritizing stream A’s
requests allows SHEPHERD to leverage the limited GPU re-
source to complete more requests in the same time span. In
more detail, after a batch of stream B (comprising a single
request) scheduled at time t = 1ms completes after 79ms,
SHEPHERD prioritizes stream A’s queued requests over the
remaining requests of stream B. With an SLO of 250ms, most
requests in stream A can meet their SLO deadlines, permitting
SHEPHERD to achieve high goodput even without preemption.

However, with a reduced SLO of 90ms, non-preemptive
SHEPHERD cannot complete executing larger batches of
stream A’s requests within their SLO deadline since it waits
for stream B’s batch to finish (i.e., at t = 80ms). Thus, the per-
formance for non-preemptive SHEPHERD is similar to Clock-
work — most of stream A’s requests fail to meet their dead-
line. With preemption, a large batch of stream A’s requests
preempts the scheduled (much smaller) batch of stream B’s
requests, allowing most requests of stream A to finish within
the deadline. As such, SHEPHERD outperforms both its non-
preemptive variant and Clockwork by 6.2×. Note that the per-
formance for heuristic-driven and non-preemptive approaches
can be made arbitrarily worse than SHEPHERD by increas-
ing stream A’s burst size and reducing its request execution
latency, as discussed in §2.2 and Theorem 5.1, respectively.

Benefits of HERD (Figure 11(b)). We use the same setting
as the large-scale emulation in §7.1 and vary the number of
group-worker limit G for HERD (§4). With a group-worker
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Figure 12: Preemption overheads. The preemption delay and ad-
ditional execution delay relative to the normal batch executions for
most of our evaluated models remains below 5%.

# streams # models # workers solver network loading
200,000 200 200 0.55 0.19 0.71
400,000 400 400 2.51 0.35 1.23
600,000 600 600 4.28 0.51 1.84
800,000 800 800 8.53 0.62 2.41

1,000,000 1,000 1,000 13.26 0.90 3.14

Table 5: Components of the periodic planning latency (in seconds).

limit of G = ∞, SHEPHERD always chooses a group size
equal to the number of workers. As such, it reduces to the
online global approach, observing the same scalability limit
as Clockwork (Figure 10). With a group-worker limit of G =
1, SHEPHERD cannot efficiently multiplex across streams,
leading to constantly lower goodput compared to SHEPHERD
with multiple workers. As such, HERD allows SHEPHERD to
achieve a goodput that is 2.5× and 1.7× higher than the two
grouping alternatives, respectively, at 400 workers.

7.3 Understanding SHEPHERD Overheads
Finally, we evaluate the preemption and periodic planning
overheads in SHEPHERD to show that neither impact SHEP-
HERD’s performance benefits in any significant manner.

Preemption overheads (Figure 12). As discussed in §6,
efficient preemption should minimize two overheads: (1) pre-
emption delay, or the time between from the preemption being
requested and actually being completed, and (2) execution
delay, the additional latency introduced by exit points for
normal batch execution. We achieve a reasonable trade-off
between these two overheads by specifically tailoring appro-
priate number of exit points for each model listed in Table 4.

We measure the relative preemption overheads introduced
by SHEPHERD, i.e., the preemption and execution delay rela-
tive to normal batch execution time, averaged over batch sizes
1–128. For most models, both the preemption delay and the
extra execution delay are well below 5%.

Periodic planning overheads in HERD (Table 5). The pe-
riodic planning latency in HERD consists of three parts: (1)
the solver latency for solving the ILP (Eq. 2), (2) the network
latency for broadcasting the plan to schedulers and workers,
and, (3) the loading latency for loading the models from CPU
memory to GPU on each worker. We run large-scale emula-
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tion to divide the system into 10 serving groups, and measure
these latencies with different number of streams, models, and
emulated workers. The solver latency accounts for most of
the planning time, taking 13.26 seconds for 1 million streams
and 1k workers. Network latency is always less than a sec-
ond, while model loading time increases with the number of
models. Even so, the total planning latency is always much
smaller than HERD’s scheduling period, which is tens of min-
utes. Moreover, the solver and network latency for the next
planning phase can be pipelined with the current online serv-
ing phase, ensuring that planning is never a bottleneck.

8 Discussion and Caveat
We now outline avenues of future research in SHEPHERD.

Group predictablility under different workloads. Al-
though we have demonstrated group predictability using two
representative workloads, we note that the number of streams
(i.e., group size) to achieve sufficient group predictability may
be different for real-world workloads. With insufficient pre-
dictability, HERD may under or overprovision resources for
some groups, although FLEX would still provide the same
performance guarrantee within each group since it does not
rely on predictability. Moreover, group predictability itself
is rooted in statistical multiplexing theory, and holds when
a large enough number of request streams in the workload
have statistical independence [33–35]. While well-exploited
in the networking community to achieve high utilization under
bursty network traffic patterns [15–18], more in-depth quanti-
tive analysis of group predictability for real-world inference
serving workloads is important future work.

Model affinity vs. degree of multiplexing. Recall from
§4 that HERD includes an affinity-set surjectivty constraint,
which requires that models assigned to the same group j have
divergence less than K. With a small K, HERD will break mod-
els into more groups, with each group containing fewer but
more similar models, i.e., models with similar model affinity
values. While this enables tighter performance guarantees in
FLEX, it also reduces the degree of multiplexing within each
group, since GPU workers in each group can serve streams
across a smaller set of models. Although a single affinity
group (i.e., K=∞) yields a looser competitive ratio, our evalu-
ation shows that it still results in high empirical performance
for the MAF workload. Finding an optimal value of K is
promising future work.

Fairness across request streams. Similar to prior serving
system designs [6, 10], we focus on the isolated GPU cluster
settings where fairness across request streams and models is
not a major concern. Fairness can be an important metric to
extend our design to multi-user or cloud scenarios.

Dynamic model swapping. Similar to prior work [6], SHEP-
HERD only loads models onto GPU memory at the start of
a planning period. An alternative solution is to dynamically
swap models between GPU and CPU memory on-demand dur-

ing online serving [10]. However, since such swaps are likely
to take much longer than serving a request, its cost must be
weighed against the potential performance gains from swap-
ping in a new model. We leave incorporating this decision as
a part of online serving as future work.

Large DNN models. If a DNN model is so large that it
cannot be co-located with other models in GPU memory,
HERD must place it in an isolated group with reduced degree
of multiplexing. It is possible, however, to break such large
models into smaller partitions [36] to group them with other
models for better multiplexing.

9 Related Work
We discussed existing model serving systems in §2; we now
discuss prior work related to SHEPHERD in other areas.

Preemption for ML workloads. PipeSwitch [21] allows
preempting a training tasks to execute an inference task.
Irina [11] applies preemption to improve average latency for
inference tasks. LazyBatching [8] is an inference system that
can preempt and stall the currently ongoing batch. SHEPHERD
leverages preemption approaches outlined in these works to
achieve guaranteed high goodput. Concurrent to our work,
REEF [31] leverages ISA support for preemptions [37, 38]
in recent AMD GPUs to enable µs-scale preemptions. While
our current implementation still implements preemptions in
software, it can readily incorporate hardware-based preemp-
tions. Future improvements in this space will only improve
SHEPHERD’s performance further.

Online job scheduling. The theory community has long
considered issues of prioritization and preemption in online
job scheduling [19, 20, 24–27]. Its adaptation to model serv-
ing, however, has a few nuances — the scheduler for model
serving must also decide how to optimally execute requests
across batches while taking into account model-specific batch-
latency relationships. Our scheduling algorithm exploits both
to achieve strong performance guarantees.

10 Conclusion
We have presented SHEPHERD, a distributed a DNN model
serving system. SHEPHERD employs a periodic planner that
aggregates request streams into moderately-sized groups for
high utilization and scalability, and an online scheduler that
employs a novel online algorithm to provide guaranteed good-
put. Evaluation over production workloads shows that SHEP-
HERD achieves 17.2× higher goodput and 1.8× higher utiliza-
tion than prior approaches and scales to hundreds of workers.
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A Competitive Ratio without Preemption
Theorem A.1 No non-preemptive, deterministic algorithm
can achieve a bounded competitive ratio for online serving.
Proof Consider a batch X1 with |X1|= 1, ℓX1 = 1 and dX1 = 1
that arrives at time t = 0. A deterministic non-preemptive al-
gorithm B serves X1 with probability p = {0,1}. We consider
two scenarios after the scheduling decision at t = 0: (A) no
request arrives afterwards, and therefore, the optimal solution
has a total value of 1, and algorithm B has a total value of p;
(B) another batch X2 arrives at time t = ε with |X2|= ω→ ∞,
ℓX2 = 1 and dX2 = 1+ ε: the optimal solution can achieve a
total value of ω by ignoring X1, and algorithm B has a total
value of p+(1− p) ·ω, since it is non-preemptive.

Note that the competitive ratio should be no less than the
ratio between the optimal solution over algorithm B in either
scenario. As such, by combining both cases we show the
competitive ratio c of algorithm B should be no less than:

c≥ max
p={0,1}

(
1
p
,

ω

p+(1− p) ·ω )→ ∞ (5)

which completes the proof ■

B Competitive Ratio Analysis for FLEX

We define a schedule σ to be a sequence of batch executions
(B, tB), where tB is the start time of batch B in the schedule σ.
Note that since we allow preemption, some batches may get
preempted and never complete; we use σc ⊂ σ to denote the
set of completed batches in σ and σp ⊂ σ to denote the set
of preempted batches. We say a schedule σ is feasible if (1)
at any time, at most one batch B ∈ σ is executing, and, (2) a
request is completed (i.e., executed without being preempted)
in at most one batch B ∈ σc. Let v(σ) = ∑

B∈σ

v(B, t) denote the

aggregated value of all batches in σ. We have,

v(σ) = v(σc)+ v(σp) (6)

We use standard competitive analysis to evaluate our algo-
rithm. We denote the schedule due to an algorithm A as σA,
and the optimal schedule constructed by a computationally
unbounded offline algorithm as σ∗. We say that algorithm A

is c-competitive if for any request stream we have:

c · v(σc
A)≥ v(σ∗) (7)

To better differentiate batch sequences (B, t) between
schedule σA and σ∗, we denote the batch sequences in σA

as (I, tI) and batch sequences in σ∗ as (J, tJ). Moreover, for
a batch I ∈ σA, we denote its (1) start time as tI ; (2) value
(batch size) as |I|; and (3) duration as ℓI . The same notation
rules apply to J ∈ σ∗.

We prove our main result in Theorem 5.2 in three steps.
First, we consider a simplification of the online batch schedul-
ing algorithm that only considers online batch scheduling for
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Figure 14: The block and cover relationship between batches in
σA and σ∗. Note that if J is identical to I then J is covered by I (by
our definition of blocking).

a single model running on a single GPU (§B.1). We then
extend the setting to include multiple models deployed on a
single GPU (§B.2), and finally consider the general case of
multiple models deployed across multiple GPUs (§B.3).

B.1 Single-GPU Single-Model Setting (sgsm)
For the single GPU, single model setting our key result is:
Theorem B.1 Algorithm 1 is 10.81-competitive with a single
model on a single GPU with preemption threshold λ≈ 2.38.
Proof To prove the above theorem, we bound the value of
batches in the optimal schedule (σ∗) by the value of completed
batches in A’s schedule (σc

A). To this end, our analysis builds
on the value assignment approach employed in [19, 20]. This
approach operates in two steps:

1. Mapping. First, we map each batch in σA to a set of
batches in σ∗ in a manner that ensures each batch in σ∗ is
matched to at least one batch in σA. This mapping identifies
batches in σ∗ that are related to batches in σA, either be-
cause they overlap in their execution durations, or the batches
contain common requests. More formally we define three
relationships to compare a batch J ∈ σ∗ with a batch I ∈ σA

(Figure 14):

M1. J is blocked by I if tI ≤ tJ < tI + ℓI ≤ tJ + ℓJ .

M2. J is covered by I if tI < tJ and tI + ℓI > tJ + ℓJ .

M3. J is intersected by I if neither R1 or R2 hold, and ∃r
such that, r ∈ I and r ∈ J.

We say J is temporally related to I if either R1 or R2 holds,
and spatially related if R3 holds.

2. Assignment. We assign values from each batch I ∈ σA to
its mapped batches J ∈ σ∗, which we denote as va(I,J). This
assignment must satisfy two properties. First, it should be
feasible, i.e., for any I ∈ σA its total assignment to all batches
in σ∗ should be equal to the value of I:

∑
J∈σ∗

va(I,J) = |I|, ∀I ∈ σA (8)
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Second, the assignment should be bounded, i.e., the total value
assigned from all I ∈ σc

A to to all J ∈ σ∗ must be greater
than or equal to a constant portion of the aggregated value of
J ∈ σ∗:

∑
J∈σ∗

∑
I∈σc

A

va(I,J)≥ r · ∑
J∈σ∗
|J| (9)

where r ∈ [0,1] is a constant. Note that for an assignment that
is both feasible and bounded, we have:

v(σc
A) = ∑

I∈σc
A

|I|

= ∑
I∈σc

A

∑
J∈σ∗

va(I,J)

= ∑
J∈σ∗

∑
I∈σc

A

va(I,J)

≥ ∑
J∈σ∗

r · |J|

≥ r · v(σ∗)

(10)

Based on the definition of competitive ratio in Eq. 7, Eq.
10 suggests a competitive ratio of c = 1

r .
The key tasks that remain are defining a feasible and

bounded assignment va, and quantifying the bound r achieved
by this assignment.

Defining the value assignment va: We are now ready to define
our value assignment; as Figure 13 shows, a batch I in σA

may cover n batches Jc1 to Jcn (see M2), block at most one
batch Jb (see M1) and intersect m batches Ji1 to Jim (see M3).
Our value assignment rules are as follows:
• A1. For a batch Jb that I blocks, va(I,Jb) = x1 · |I|.
• A2. For a batch Jc that I covers, va(I,Jc) = x2 · |I| · ℓJc

ℓI
, i.e.,

the assigned value is proportional to the duration of Jc.
Moreover, since the total duration of all covered batches
Jc1 to Jcn is no more than ℓI , the total assignment across
Jc1, ..., Jcn is no more than x2 · |I|.

• A3. For a batch Ji that I intersects, we assign a value of x3
to Ji for every request that is common between I and Ji, i.e.,
va(I,Ji) = x3 · |I∩ Ji|. Since each request will be executed
at most once in σ∗, the total assigned value from I across
all Ji is no larger than x3 · |I|.

• A4. If the total assigned value from I is less than |I|, we
assign the residual value of I to any arbitrary J ∈ σ∗.
It is clear to see that the above assignment ensures that the

total assignment from any batch I ∈σA to all J ∈σ∗ equals |I|,
i.e., satisfies the feasibility constraint Eq. 8, if (x1+x2+x3)≤
1. Next, we quantify for each batch J ∈ σ∗, the lower-bound
r to satisfy the boundedness constraint (Eq. 9).

3. Determining the bound r: A key challenge in determining
the bound r for value |J| relative to the value assigned to
it, as per the boundedness constraint Eq. 9, is that a batch
I ∈ σA and a batch J ∈ σ∗ can be related both temporally and
spatially as outlined in our mapping step. As such, each such

case requires analysis for the bound. As a concrete example,
consider a batch J blocked by a batch I (as per M1). One
possible reason J is not executed in σA is because a subset
JE ⊂ J of requests may already have been dequeued from
Qm in σA and thus will not be executed again. Based on the
dequeue condition in Algorithm 1, JE is the subset of all
requests in J that have already completed in σA at time tJ . On
the other hand, it may be the case that J is not executed in σA,
because the value added by subset of requests JR ⊂ J that still
remain to be executed (i.e., JR = J \ JE ) is less than twice the
value of the batch executed by σA in its place, namely I.

To accurately capture the impact of both of the above ef-
fects in determining the bound r, we define virtual batches
JR and JE for each batch J ∈ σ∗ as above (see Figure 15). We
denote the fraction of requests in J which belong to JR as p,
so that JE contains the remaining 1− p fraction of requests.
Note that p can take different values in [0,1] for different J in
σ∗. Since the value of a batch equals batch size, we have:

|JR|= p · |J|
|JE |= (1− p) · |J|

(11)

Our next step is to determine the bound r based on JR and
JE independently (rR and rE , respectively), and take the tighter
of the two as our final lower bound, i.e., r = max(rR,rE).

Determining rR based on JR: We first consider the lower-
bound bound imposed on the value of J by only considering
the virtual batches JR. To this end, we confine ourselves to
assignment rules A1 and A2 corresponding to blocked and
covered batches, respectively.
• Case 1: I ∈ σA blocks JR. Since JR is blocked by I, it

must be the case that |JR| ≤ λ · |I|; otherwise JR would
have preempted I in σA at time tJ . Combined with the
assignment rule A1, this gives us:

∑
I∈σA

va(I,J)≥ x1 · |I|

≥ x1 · (
1
λ
· |JR|)

= x1 ·
1
λ
· p · |J|

(12)

• Case 2: I ∈ σA covers JR. To determine the lower bound
in this case, we exploit two properties. First, since I covers
JR, ℓI > ℓJR , i.e.,

ℓI > ℓJR (13)

Second, we exploit the property that a given model can al-
ways execute larger batches with smaller latency per record.
Since I covers JR,

|I|
ℓI

>
|JR|
ℓJR

(14)
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(a) Case 1 (b) Case 2a (c) Case 2b

Figure 15: All possible conditions in σA for a batch J ∈ σ∗. Here schedule σ∗(R) denotes the batch sequence of (J(R), tJ).

Finally, as Figure 15(b)-(c) shows, this case can be further
broken down into the following two sub-cases based on the
relation between I and the real batch J:
– Case 2a: I blocks J. Assignment A1 gives us:

∑
I∈σA

va(I,J)≥ x1 · |I|

> x1 ·
|JR|
ℓJR
· ℓI

= x1 ·
p · |J|
ℓJR
· ℓI

> x1 · p · |J|

(15)

– Case 2b: I covers J: Assignment A2 combined with
Eqs. 13 and 14 applied to J gives us:

∑
I∈σA

va(I,J)≥ x2 · |I| ·
ℓJ

ℓI

> x2 ·
|J|
ℓJ
· ℓI ·

ℓJ

ℓI

> x2 · |J|

(16)

Note that in this case we do not need consider JR to
determine the bound since I directly covers J.

• Case 3: If neither of the above cases occur, then σA must be
idle at time tJ . This implies that JR must have been empty
(i.e., p = 0), otherwise JR would have been scheduled in
σA. Therefore, the following trivial bound holds:

∑
I∈σA

va(I,J)≥ p · |J|= 0 (17)

Combining all the cases (Eq. 12, Eq. 15, Eq. 16 and Eq. 17),
we have for any J ∈ σ∗:

∑
I∈σA

va(I,J)≥min(
p · x1

λ
,x2) · |J| (18)

Note that we omit the term from Case 3, since the corre-
sponding inequality is dominated by 1

2 · x1 · p with x1 ≤ 1.
Similarly, the term from Case 2a is also omitted since it is
dominated by Case 1.

Aggregating both sides of Eq. 18 over all J ∈ σ∗, we get:

min(
p · x1

λ
,x2) · ∑

J∈σ∗
|J| ≤ ∑

J∈σ∗
∑

I∈σA

va(I,J)

= ∑
I∈σA

∑
J∈σ∗

va(I,J)

= ∑
I∈σA

|I|

= v(σA)

(19)

Next, we show how we can upper-bound v(σA) by v(σc
A).

Note that batches in σA can form a chain based on the pre-
emption relation. For each chain, the next batch on the chain
preempts the previous one, and each chain must ended with a
batch in σc

A. We denote the chain which ends with batch |I|
as chain(I). Denote v(chain(I)) as the value of all the batches
in chain(I), since each batch in σA will be covered by exactly
one chain, we have

∑
I∈σc

A

v(chain(I)) = ∑
I∈σA

|I|= v(σA) (20)

Moreover, based on the preemption rule we have that for each
chain, the value of the ith batch in the chain must be no less
than λ× the value of the i−1th batch. As such, v(chain(I))
must be no higher than λ

λ−1 ×|I|, which indicates that:

v(σc
A) = ∑

I∈σc
A

|I|

≥ ∑
I∈σc

A

λ−1
λ
· v(chain(I))

=
λ−1

λ
· ∑

I∈σA

|I|

=
λ−1

λ
· v(σA)

(21)

Combined with Eq. 6, we have,

v(σA)≤ λ

λ−1
· v(σc

A)

=
λ

λ−1
· ∑

I∈σc
A

|I|

=
λ

λ−1
· ∑

J∈σ∗
∑

I∈σA

va(I,J)

(22)
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Combining Eqs. 19 and 22, we get:

∑
J∈σ∗

∑
I∈σA

va(I,J)≥
λ−1

λ
·min(

p · x1

λ
,x2) · ∑

J∈σ∗
|J| (23)

This gives us a bound rR = λ−1
λ
·min( p·x1

λ
,x2).

Determining rE based on JE : Note that all requests in JE must
have been completed in σA. So based on our assignment rule
A3, any request in JE must have been assigned a value of
x3 from one completed batch from σC

A (the set of completed
batches in σA). The above observation permits bounding |J|
based on JE as follows:

∑
I∈σc

A

va(I,J)≥ ∑
I∈σc

A

x3 · |I∩ J|

≥ x3 · |JE |
= (1− p) · x3 · |J|

(24)

Aggregating both sides of Eq. 24 over all J ∈ σ∗, we get
rE = (1− p) · x3.

4. Determining the optimal competitive ratio: Combining
the bounds rR and rE , we get the final competitive ratio:

csgsm =
1

max(rR,rE)

=
1

min
p∈[0,1]

{max{λ−1
λ
·min{ p·x1

λ
,x2},(1− p) · x3}}

(25)

To minimize the value of csgsm, we can select appropriate
values of x1, x2 and x3 subject to the feasibility constraint
x1 + x2 + x3 ≤ 1, and select appropriate value of λ ∈ (1,∞).
Note, however, that we cannot select p — it can take arbitrary
values in [0,1]; as such, we have to consider the worst-case
value for p to compute the competitive ratio. This provides
us the following optimization problem:

min
x1,x2,x3,λ

csgsm

s.t. x1 + x2 + x3 ≤ 1
1 < λ < ∞

(26)

Solving the above optimization problem (via numerical
methods [39]) yields the minimal value for csgsm =∼ 10.81
with preemption threshold λ≈ 2.38. ■

B.2 Single-GPU Multi-Model Setting (sgmm)
We now extend our analysis to the setting with k models
{m1, ...,mk} deployed on a single GPU. The competitive anal-
ysis for the multi-model case also leverages the linear rela-
tionship between batch size and batch execution latency: for
model mi, the execution latency for a batch B is αi · |B|+βi,
where αi and βi are model-specific constants
Theorem B.2 Algorithm 1 is 10.81 ·K-competitive with mul-
tiple models on a single GPU, with preemption threshold
λ≈ 2.38 and K defined in Eq. 4

Proof The proof shares a similar structure with the single-
GPU, single-model case, and is identical until we determine rR
based on JR. Even so, the analysis for Case 1 is still the same,
since the preemption rule remains unchanged. For Case 2,
however, Eq. 14 no longer holds, since with multiple models,
a batch with larger length may have a smaller value density
than a batch for a different model. However, with Eq. 1 we
can replace Eq. 14 with:

K · |I|
ℓI

>
|JR|
ℓJR

(27)

Now we show why Eq. 27 always holds. Assume I and J
are batches for models m1 and m2 respectively. We have

|JR|
ℓJR
· ℓI

|I| =
|JR|

α2 · |JR|+β2
· (α1 +

β1

|I| )

≤ |JR|
α2 · |JR|+β2

· (α1 +β1)

=
|JR| · (α1 +β1)

α2 · |JR|+β2

≤ K

(28)

Note that Line 1 to Line 2 is based on the implicit constraint
that |I| ≥ 1 since it can only take integer values.

To further improve the bound, we notice that as ℓI > ℓJR

always holds in Case 2, with Eq. 1 we have

α1 · |I|+β1 > α2 · |JR|+β2

→ |I|> α2 · |JR|+β2−β1

α1

(29)

On one hand, if α2 +β2−β1 > 0, we have α2 · |JR|+β2−
β1 > 0. Then we can replace I in the first line of Eq. 28 with
Eq. 29:

|JR|
ℓJR
· ℓI

|I| =
|JR|

α2 · |JR|+β2
· (α1 +

β1

|I| )

<
|JR|

α2 · |JR|+β2
· (α1 +

β1 ·α1

α2 · |JR|+β2−β1
)

=
|JR|

α2 · |JR|+β2
· (α1 · (α2 · |JR|+β2−β1)+β1 ·α1

α2 · |JR|+β2−β1
)

=
|JR|

α2 · |JR|+β2
· (α1 ·α2 · |JR|+α1 ·β2

α2 · |JR|+β2−β1
)

=
|JR|

α2 · |JR|+β2
· (α1 · (α2 · |JR|+β2)

α2 · |JR|+β2−β1
)

=
α1 · |JR|

α2 · |JR|+β2−β1

≤ K

(30)

Then for Case 2a we will have:

∑
I∈σA

va(I,J)≥ x1 · |I|

>
x1 · p · |J|

K

(31)
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For Case 2b we have:

∑
I∈σA

va(I,J)≥ x2 · |I| ·
ℓJ

ℓI

>
x2 · |J|

K

(32)

The analysis for Case 3 and JE is the same as the single
model case. Similar to Eq. 25, by combining all cases we can
calculate the competitive ratio csgmm for the multi-model case:

csgmm =
1

min
p∈[0,1]

(max(λ−1
λ
·min( p·x1

λ
, p·x1

K , x2
K ),(1− p) · x3))

(33)
Since K ≥ 1, combining Eqs. 33 and 25 gives us:

csgmm ≤ K · csgsm ∀x1,x2,x3, p,λ (34)

As such, Algorithm 1 can always achieve a competitive ratio
of 10.81 ·K for the single-GPU, multi-model setting. ■

B.3 Multi-GPU Multi-Model Setting (mgmm)
Finally, we extend our analysis to the general case with k
models {m1, ...,mk} and N GPUs. The major difference lies
in the per-GPU preemption rule for the request arrival event —
the new preemption rule ensures that at any time, no available
batch will have a value λ× higher than the value of the cur-
rently running batches on any GPU. Moreover, the modified
dequeue rule ensures that in the multi-GPU case, a request is
completed in at most one batch in σA.

We have the following theorem for the general case.
Theorem B.3 For the multi-GPU, multi-model case, Algo-
rithm 1 is 12.62 ·K-competitive with preemption threshold
λ≈ 3.03, with K defined in Eq. 4.
Proof The proof follows the same structure as the single-
GPU, single-model setting as well. Define the schedule σA(u)
as the schedule of Algorithm A on GPU u ∈ [1,N] and σ∗(v)
as the optimal schedule on GPU v ∈ [1,N]. We have σA =⋃

u σA(u) and σ∗ =
⋃

v σ∗(v). Moreover, we define (u,v) as
a GPU pair between the schedule σA(u) and σ∗(v).

Value assignment rule between GPU pair (u,v) We apply
a similar value assignment rule in the basic case for each
GPU pair (u,v) in the general case. The major difference lies
in assignment rules A1 and A2, where we evenly spread the
value for I from each σA(u) to all σ∗(v) with different v.
• A1. For a batch Jb ∈ σ∗(v) that I ∈ σA(u) blocks,

va(I,Jb) =
x1
N · |I|.

• A2. For a batch Jc ∈ σ∗(v) that I ∈ σA(u) covers,
va(I,Jc) =

x2
N · |I| ·

ℓJc
ℓI

.
• A3. For a batch Ji ∈ σ∗(v) that I ∈ σA(u) intersects, we

assign a value of x3 to Ji for every request that is common
between I and Ji, i.e., va(I,Ji) = x3 · |I∩ Ji|.

• A4. If the total assigned value from I ∈ σA(u) is less than
|I|, we assign the residual value of I to a random J ∈ σ∗(v).
Similar to the basic case, the above pair-wise assignment

rule ensures the following property:

Feasibility: For any GPU u ∈ [1,N], with (x1 + x2 + x3)≤ 1,
the total assignment from any batch I ∈ σA(u) to all J in all
σ∗(v) equals |I|. That is:

∑
v∈[1,N]

∑
J∈σ∗(v)

va(I,J) = |I|, ∀I ∈ σA(u) (35)

Boundedness: Similar to the basic case (Eq. 9), the assignment
should be bounded. Here we want to show that the total value
assigned from all I in all σc

A(u) to all batches J in all σ∗(v)
must be greater than or equal to a constant portion of the
aggregated value of J in all σ∗(v). That is:

∑
v∈[1,N]

∑
J∈σ∗(v)

∑
u∈[1,N]

∑
I∈σc

A
(u)

va(I,J)≥ r ∑
v∈[1,N]

∑
J∈σ∗(v)

·|J|

(36)
where r ∈ [0,1] is a constant. Note that similar to the basic
case (Eq. 10), for an assignment that is both feasible and
bounded, we have:

v(σc
A) = ∑

u∈[1,N]
∑

I∈σc
A
(u)
|I|

= ∑
v∈[1,N]

∑
J∈σ∗(v)

∑
u∈[1,N]

∑
I∈σc

A
(u)

va(I,J)

≥ ∑
v∈[1,N]

∑
J∈σ∗(v)

r · |J|

≥ r · v(σ∗)

(37)

Eq. 37 suggests a competitive ratio of c = 1
r .

Determining the bound r: The key task that remains is to
quantify the bound r achieved by the assignment. Similar to
the basic case, this is done by bounding the values of J for
each σ∗(v) by values of I for each σA(u), based on both the
JE and JR parts.

Determining rR based on JR: We can apply the same analysis
as in the basic case for each GPU pair (u,v). Note that for
Case 1, the modified preemption rule ensures that at any time,
no available batch in σA will have a value λ× higher than the
value of the currently running batches on any GPU. As such,
the JR from any GPU u must have a value no higher than λ×
the value of the I blocks it in any u, which indicates:

∑
I∈σA(u)

va(I,J)≥
x1

N
· |I|

≥ x1

N
· (1

λ
· |JR|)

=
x1

N
· 1

λ
· p · |J|

(38)
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Moreover, the analysis for Case 2 and Case 3 follows the
same logic. Formally, for any u and J ∈ σ∗(v) we have:

∑
I∈σA(u)

va(I,J)≥


x1·p

λ
· |J|N , Case 1

x1·p·|J|
K·N , Case 2a

x2·|J|
K·N , Case 2b
p · |J|, Case 3

(39)

Since the above equation holds for each σA(u), we have:

∑
u∈[1,N]

∑
I∈σA(u)

va(I,J)≥min(
x1 · p

λ
,

x1 · p
K

,
x2

K
) · |J| (40)

Aggregating both sides of Eq. 39 over all J in all σ∗(v), we
get:

min(
x1 · p

λ
,

x1 · p
K

,
x2

K
) · ∑

v∈[1,N]
∑

J∈σ∗(v)
|J|

≤ ∑
v∈[1,N]

∑
J∈σ∗(v)

∑
u∈[1,N]

∑
I∈σA(u)

va(I,J)

= ∑
u∈[1,N]

∑
I∈σA(u)

|I|

= v(σA)

(41)

Next, we bound v(σA) by v(σc
A). We apply the same chain

analysis as we did for the basic case for each σA(u). More
specifically we have:

∑
I∈σc

A
(u)

v(chain(I)) = ∑
I∈σA(u)

|I| ∀u ∈ [1,N] (42)

Then based on the preemption rule we have:

v(σc
A) = ∑

u∈[1,N]
∑

I∈σc
A
(u)
|I|

≥ ∑
u∈[1,N]

∑
I∈σc

A
(u)

λ−1
λ
· v(chain(I))

=
λ−1

λ
· ∑

u∈[1,N]
∑

I∈σA(u)
|I|

=
λ−1

λ
· v(σA)

(43)

Combining Eqs. 41 and 43, we get:

∑
v∈[1,N]

∑
J∈σ∗(v)

∑
u∈[1,N]

∑
I∈σc

A
(u)

va(I,J)

≥λ−1
λ

min(
x1 · p

λ
,

x1 · p
K

,
x2

K
) ∑

v∈[1,N]
∑

J∈σ∗(v)
·|J|

(44)

This gives us a bound rR = λ−1
λ

min( x1·p
λ
, x1·p

K , x2
K ).

Determining rE based on JE : Note that based on the dequeue
and preemption rule in Algorithm 1, some request in JE may
not have been completed in σA. Instead, it only ensures that
for any J ∈ σ∗(v), all requests in the corresponding JE must

have been (or being) executed in some σA(u). Since each of
the requests in JE gets assigned a value of x3 (based on A3),
we have the following bound:

∑
u∈[1,N]

∑
I∈σA(u)

va(I,J)≥ ∑
u∈[1,N]

∑
I∈σA(u)

|I∩ Ji|

≥ x3 · |JE |
= (1− p) · x3 · |J|

(45)

Note that Eq. 45 is in the exact same form as Eq. 40. So
following the same procedure from Eq. 41 to Eq. 44 we can
get:

∑
v∈[1,N]

∑
J∈σ∗(v)

∑
u∈[1,N]

∑
I∈σc

A
(u)

va(I,J)

≥λ−1
λ

(1− p) · x3 ∑
v∈[1,N]

∑
J∈σ∗(v)

·|J|
(46)

This gives us a bound rE = λ−1
λ
(1− p) · x3.

Determining the optimal competitive ratio cmgmm: Com-
bining the bounds rR and rE , we get the final competitive ratio:

csgsm =
1

max(rR,rE)

=
1

λ−1
λ
· min

p∈[0,1]
{max{min( p·x1

λ
, p·x1

K , x2
K ),(1− p) · x3}}

(47)
Similar to the basic case, we can select appropriate values

of x1, x2, x3 and λ to minimize cmgmm.

min
x1,x2,x3,λ

cmgmm

s.t. x1 + x2 + x3 ≤ 1
1 < λ < ∞

■

Solving the above optimization problem yields the maximal
value for cmgmm =∼ 12.62×K with preemption threshold
λ≈ 3.03.

C Complexity Analysis for FLEX

Theorem C.1 FLEX has a worst-case complexity of O(G),
where G is the number of GPUs in the serving group.
Proof Batch generation (Algorithm 2) has a complexity of
O(|M| · |Q|) where |M| is the number of models queues with
newly enqueued requests since last update, and |Q| is the
largest queue size among these model queues. For each re-
quest arrival event, batch generation is triggered O(G) times.
Moreover, between every two invocations, at most one model
queue changes. Therefore, |M| is at most 2 for each invocation
(Line 2 in Algorithm 2). In addition, since each preemption
will increase the size for the running batch by at least λ×, each
GPU can only be preempted by at most O(logλ(|Q|)) times.
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Algorithm 2 Batch generation algorithm in FLEX

1: procedure BATCHGEN(n)
2: M← models with newly enqueued requests or currently

running on GPU n
3: for each model m ∈M do
4: Dequeue requests passing their deadlines from Q(m)

# Line 5-13: Find largest feasible batch Bg(n,m) for model m
5: Candidate request set S← Q(m)
6: if Bc(n) uses model m then
7: S← Q(m)

⋃
Bc(n)

8: Bg(n,m)← /0

9: for request r in S with ascending deadline do
10: if r can meet SLO with batch size |Bg(n,m))| then
11: Add r to Bg(n,m)
12: else
13: Break
14: Bg(n)← Bg(n,m) with largest batch size among all models
15: Return Bg(n)

As such, the re-enqueue event (Line 19 and 11) will be trig-
gered by at most O(logλ(|Q|)) times for each GPU. The com-
plexity of enqueue operation is O(log(|Q|)) (Line 10), and
the complexity of re-enqueue operation is O(|Q|+ |Bc(n)|)
(Line 19). Note that |Bc(n)| can never be larger than |Q| by
definition. Note that |Q| and λ are constants. Based on the
above analysis, the total complexity for each request arrival
event and batch completion event is O(G). Similar analysis
applies for each batch completion event. Taken together, FLEX
has an overall complexity of O(G). ■
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Abstract: Emerging ML training deployments are trending
towards larger models, and hybrid-parallel training that is
not just dominated by compute-intensive all-reduce for gra-
dient aggregation but also bandwidth-intensive collectives
(e.g., all-to-all). These emerging collectives exacerbate the
communication bottlenecks despite heterogeneous network in-
terconnects with ample multipath opportunities. In this work,
we propose SYNDICATE, a systematic, general framework to
minimize communication bottlenecks and speed up training
for both state-of-the-art and future large-scale models and
interconnects. SYNDICATE proposes a novel abstraction, the
motif, to break large communication work as smaller pieces
as part of execution planning. SYNDICATE also does joint op-
timization of scheduling and execution planning by rethinking
the interfaces in the networking systems stacks used for ML
training. Motifs afford greater flexibility during scheduling
and the joint optimizer exploits this flexibility by packing and
ordering communication work so as to maximize both net-
work utilization and overlap with compute. This improves the
speed of training state-of-the-art large models by 21-74%.

1 Introduction
Training machine learning (ML) models is a common-case
workload at any data-driven enterprise. To keep up with evolv-
ing data and maintain a competitive edge, enterprises are
employing more sophisticated features and more complex
model architectures, and attempting to train faster at ever
larger scales and to deploy high-quality models frequently.

These trends are exemplified by the deep learning recom-
mendation model (DLRM). DLRM is used in recommenda-
tion systems at several large organizations. These models
use a mixture of continuous and categorical features obtained
from user data. The model architectures, which are themselves
rapidly evolving, uses a mixture of multi-layer perceptrons
and embedding table lookups. The model capacity and com-
pute is increasing exponentially year-on-year [24].

At production scale, such state-of-the-art models use a mix-
ture of data and model parallelism to efficiently scale-out to a
large number of machines in the training cluster. This induces
rich communication collectives such as all-reduce, all-to-all,
collective-permute, and all-gather [21,24]. The resulting com-
munication operations (comm-ops) are a major bottleneck to
end-to-end training performance [24].

Evolution in networking infrastructure in training clus-
ters [32, 35] (to include faster interconnects such as
NVLink/NVSwitch, RoCE, Infiniband and support faster

transports such as Remote Direct Memory Access (RDMA))
does not in itself help address these bottlenecks. These ad-
vancements need to be coupled with effective computation-
communication scheduling and execution planning optimiza-
tions. These optimizations hide communication by maximiz-
ing overlap with compute and help maximize utilization of
the networking infrastructure.

Unfortunately, existing scheduling optimizations [16, 18,
29] and execution planners [10,11,20,33,34] fall short. These
works make several restrictive assumptions limiting their ap-
plicability to simplistic models, training settings, and net-
works. Communication schedulers make assumptions about
the model and training architecture (simple layer-by-layer
models [29] with data-parallel training) or deployment mode
(Parameter Server-based [16, 18]), and the execution planners
make simplifying assumptions about the nature of comm-ops
(only all-reduce [10, 11, 20, 33, 34] or only push-pull [20]).

Moreover, existing solutions are point solutions in the op-
timization space and fail to jointly optimize scheduling and
execution planning concerns. Schedulers today are unaware
of the optionality during execution planning, such as parallel
execution of two comm-ops over non-overlapping network
communication channels, and might impose orders that fail
to leverage such opportunities during execution planning. As
a result, they leave significant room for optimization.

We seek a comm-op optimization framework that jointly
optimizes planning and scheduling, applies to state-of-the-
art large models with complex communication patterns, is
generalizable to future large models and arbitrary network in-
terconnects. Our framework should also encapsulates all pos-
sible optimization axes, and enables a systematic, thorough,
automatic search through the space for optimal strategies.

Enabling systematic joint optimization of scheduling and
execution planning is challenging. First, the communication
systems stacks used for ML training today place scheduling
and execution planning concerns in two different layers. The
scheduler is co-located with ML training frameworks (such as
PyTorch, TensorFlow) and the execution planner is co-located
with communication libraries (such as NCCL, MPI). These
are governed by two different developer communities and
the scheduler interacts with the execution planner via a nar-
row, one-way API to just submit comm-ops. Moreover, the
scheduler and the execution planner only accommodate fast,
deterministic procedures so as to enable tight co-ordination
across worker processes that peer with each other using paral-
lel programming frameworks (such as MPI) during training.
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Second, scheduling happens at the very coarse granularity
of collectives submitted by the training application which
limits scheduling flexibility as it leads to fewer opportunities
to reorder communication work in time and efficiently pack
communication work in space, i.e., over the heterogeneous
mix of communication channels and bandwidth available in
the networking infrastructure.

We propose SYNDICATE, a system for joint optimization of
scheduling and execution planning with several innovations:

• SYNDICATE proposes a novel abstraction, the motif,
to break large communication work in comm-ops into
smaller units of communication work. Motifs afford
greater flexibility, by helping pack and order communica-
tion work so as to maximize network multipath utilization
and to maximize overlap with compute.

• Similar to query optimization backed by a well-defined
relational algebra, we present a novel algebra atop motifs
that systematically codifies the search space of correct,
composable motif operators used to transform comm-ops
into motifs and enables comm-op optimization.

• SYNDICATE rethinks the interfaces in the commmuni-
cation stack and enables joint optimization via the joint
action of a control plane and a data plane. The former
executes a time-intensive, non-deterministic joint opti-
mization out-of-band without blocking the latter which
enables fast execution of tightly co-ordinated motifs.

• We blend techniques used for optimal tensor operator frag-
mentation [19], DAG scheduling [15] and query replan-
ning [22] to probabilistically search the joint optimization
space to yield near-optimal comm-op optimization plans.
We also introduces a novel shim-layer above existing com-
munication libraries to enforce these plans.

We implement the enforcer atop existing communication
libraries by extending the torch-ucc interface; the joint op-
timizer as a separate python process; and enable safe interac-
tion between the central optimizer and the enforcer via a two
phase commit protocol. We present the evaluation of several
state-of-the-art models on a 128-GPU cluster with rich multi-
path opportunities. SYNDICATE demonstrates 21–74% faster
training than the closest state-of-the-art [29] and is better than
hand-optimized trainers.

2 Background
The compute and capacity of models has been increasing
exponentially [1], with model training compute approaching
1000s of petaflop/s-days [9] and model capacity approach-
ing trillions of parameters [24]. To train ever larger models,
training clusters are scaling up to thousands of devices [21].

In this section, we give a short primer on the compute
parallelization strategies used for ML training and the ac-
companying communication operations (comm-ops) that are
issued. We also discuss how training network infrastructure
is evolvong to deal with higher network loads.
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Figure 1: DLRM Model

2.1 Parallelization Strategies
We exemplify the different parallelization strategies via the
Deep Learning Recommendation Model (DLRM). The largest
DLRM used in production has trillions of parameters [12, 24,
26], making DLRM training especially challenging. DLRM
uses a hybrid mix of parallelization strategies for different
model parts (similar to BERT [13], Megatron [30], GPT [9]).

Figure 1 shows the DLRM model architecture. The training
data comprises a mixture of dense continuous features and
sparse categorical features (one-hot encoded or multi-hot en-
coded data), which are first mapped to a common embedding
space using the bottom multi-layer perceptron (MLP) and
the embedding table lookups respectively. The output embed-
dings go through a feature interaction phase and are then fed
to the top MLP to get the recommender model output.
Data-Parallelism: With data-parallelism, all the model pa-
rameters are replicated across all the training devices and each
device has a worker process computing parameter gradients
in parallel. In the case of DLRM, the bottom MLP and top
MLP use data-parallelism for training in production. These
MLPs are compute intensive but not memory intensive and
the MLP parameters fit within a single device memory.
Model-Parallelism: Data-Parallelism does not work for mod-
els with large capacity and with input datasets that cannot be
trivially sharded into batches. With Model-Parallel training,
the model is partitioned (and not replicated) across different
devices. For DLRM, the embedding table lookup models and
the input tables are large and memory-intensive, and as a re-
sult are parititioned across different devices during training
resulting in model-parallel training.
Hybrid-Parallelism: As seen so far, different portions of
DLRM training use different parallelization strategies. This is
known as hybrid-parallelism. In the most general case, mod-
els can be replicated or partitioned in several different ways
during training [19, 21, 25], resulting in hybrid-parallelism.
FSDP: Fully Sharded Data Parallelism [8] is a memory-
efficient version of data-parallelism. It shards the model state
(weights, gradients, optimizer state) for each layer of the
model. During forward- or backward-propagation of a layer it
enables data-parallel computation by first doing an all-gather
of all the model state at all the devices and reshards the up-
dated state post-computation by doing a scatter. This leads
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Figure 4: State-of-the-art system architecture of training cluster such
as Nvidia DGX/HGX-like systems [24, 28]

to memory-efficiency and as a result allows to pack larger
models in the same cluster resources.

2.2 Communication Operations (Comm-Ops)
Different parallelism strategies induce different comm-ops.

With data-parallel training, gradients computed at each
worker process are aggregated layer-by-layer (during back-
ward pass). Each aggregation yields an all-reduce collective.

After the embedding lookups in DLRM ( 2 in Figure 1),
each device has a vector for the table lookup models resident
on those devices for all the samples in the batch, which needs
to be reorganized and sharded along the batch dimension. This
induces an all-to-all pattern of collective communication, as
shown in Figure 3.
Collectives from the MPI standard [23]: In the general case,
hybrid-parallel or FSDP model training [8, 14, 21] results in
several types of comm-ops, ranging from all-reduce, all-to-all,
collective-permute, all-gather, reduce-scatter to any collective
defined in the MPI standard [23].

2.3 Evolving Network Infrastructure
The aforementioned comm-ops push increasing amounts of
network traffic and the network infrastructure is adapting
with fatter topologies and faster interconnects to ensure the
needed throughput and latency.The network infrastructure in
a state-of-the-art training cluster [24, 28] is shown in Fig-
ure 4. Each node has multiple CPU cores and accelerators
such as GPUs, with frontend Network Interface Controllers

(NICs) connected to the host CPUs and a dedicated RDMA
NICs such as InfiniBand and RDMA over Converged Ethernet
(RoCE) for each of the GPUs connected via PCIe switches.
The RDMA NICs from across nodes can be connected with a
dedicated network. The extensible design of this node allows
to scale-out the network to interconnect thousands of nodes,
forming a data-center scale training cluster. This cluster has
heterogeneous mix of networking interconnects and protocols
with varying throughput and latency guarantees. There are
multiple communication channels between any two endpoints.
At an intra-node level, a pair of GPUs can communicate via
shared memory, NVLink, PCIe or the external network. At an
inter-node level, any two GPUs can communicate via GPUDi-
rect RDMA [27] or TCP/IP over Ethernet.

3 Motivation
Communication Bottleneck: Despite the networking infras-
tructure upgrades, the execution of comm-ops are a source of
excessive delays in training. As an example of the issues that
can arise in large model training, Figure 2 shows the execution
of CUDA stream kernels on a randomly chosen GPU during
a single iteration of production scale DLRM training 1. The
training creates a compute and a communication stream for
serialized execution of tensor operator kernels and comm-op
kernels, respectively. We note that there are several gaps dur-
ing execution. A gap on a stream occurs when the stream is
waiting for the result of kernel execution on the other stream.
The compute stream gaps are wider (34.8%) and cumulatively
larger than those in the communication stream (6.3%). This
means that communication is a training bottleneck as it blocks
compute for a third of the iteration. We now show that there
are several opportunities to optimize comm-ops.
Better Scheduling Opportunity: Reordering of comm-ops
improve compute/communication overlap. As shown in Fig-
ure 2 – 1 : the top MLP all-reduce comm-op can be split
judiciously and partially executed later to occupy the gap G4;
2 : as a result the all-to-all backward comm-op can be pulled

up to begin as soon as possible to reduce the gap G1.
Better Execution Planning Opportunity: Existing comm-
ops do not efficiently utilize multiple communication channels
available in heterogeneous network interconnects. We high-
light this in Fig.2 – 3 : both the all-to-all’s can be broken up
into smaller fragments of communication work and executed
one fragment at a time to reduce incast and improve through-

1We show accurate percentages and hide low-level details.
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put to reduce gaps G1 & G3; 4 : all-to-all and all-reduce can
be executed in parallel over communication channels with
non-overlapping interconnects to start all-reduce sooner and
drive higher network throughput to reduce gap G2.

Existing works to reduce communication overheads are
optimal for specific training scenarios (PS architecture [16],
layer-by-layer models [29], all-reduce collectives [20,34]; §7);
and the scheduling and execution planning techniques pro-
posed therein make restrictive assumptions, making it unclear
as to how to compose and apply these different techniques
towards hybrid-parallel training of large DLRM-like models.

A fundamental shortcoming of these works is that they do
not explore joint optimization (§3.1) mainly because existing
interfaces in the communication stack used for ML training
are not naturally amenable (§3.2). We also note that a collec-
tive is often too coarse-grained to schedule communication
work; breaking it up improves communication optimization
flexibility (§3.3). We describe these issues next.

3.1 Disjoint Scheduling, Execution Planning
3.1.1 Communication Stack Overview
Figure 5 shows the two sets of layers in the communication
stack used for ML training – the application (app) layer and
the communication (comm) layer – and the four steps leading
to execution of a comm-op over the network –
1 Model Definition: The user defines a model by compos-

ing various tensor operations. The example shows a model
declaration with three operators and its tensor operator graph.
2 Parallelization Strategy: The parallelize module (e.g.,
nn.DistributedDataParallel in PyTorch) takes the
model and the set of devices and converts the computation to
a training DAG. The vertices are compute-ops or comm-ops
and edges capture dependencies. Above we show the training
DAG for a single iteration; the ops in the DAG are managed
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by spawning several worker processes on all the devices by
using a parallel programming library such as MPI.
3 Comm-Op Scheduling: The communication scheduler

takes the training DAG as input and decides a ordering for the
comm-ops that maximizes compute/communication overlap.
The scheduling procedure is deterministic and executes on all
the worker processes so that the comm-ops are issued (and
executed) every training iteration in the same order on all the
devices. The default PyTorch order is FIFO.
4 Comm-Op Execution Planning: The comm layer at all

the devices receive the comm-op from the app layer via an
interface with a well-defined API (e.g., ProcessGroup in Py-
Torch). The execution planner on receiving each comm-op,
assigns it an execution plan and queues it in the same order on
the devices’ i.e., GPU’s communication stream for serialized
execution. The example shows an all-reduce collective which
binds to NCCL’s ring all-reduce implementation during ex-
ecution. Each collective typically has several options for its
execution plan (e.g., ring or tree for all-reduce collective) and
execution planners, such as NCCL, have network topology
aware cost models that estimate the execution time for differ-
ent options. Current execution planners are greedy and select
the execution plan option with the least execution time. All
worker processes bind to the same execution plan.

Thus, scheduling is an app-layer concern today, governed
by schedulers in ML training frameworks as PyTorch, while
execution planning is a comm-layer concern governed by
execution planners in communication libraries as NCCL. As
these are not jointly optimized, several inefficiencies arise,
which we exemplify next.

3.1.2 Example to highlight suboptimality
Figure 6 illustrates the lost opportunities due to a lack of
joint optimization of scheduling and execution planning. The
network topology is similar to that illustrated in Figure 4.
The training DAG in this example has four collectives: a is
an all-to-all collective and b, c, d are all-reduce collectives.
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There are several execution plan options for each collective.
There is a cost associated with each option which measures the
execution time over the network. For all-reduce, the execution
plan options are tree all-reduce or the ring all-reduce, both
using NVLink and GPUDirect RDMA. For all-to-all, there are
two options: pairwise exchange between all processes either
using NVLink and GPUDirect RDMA or using PCIe complex
and TCP/IP over ethernet. With the latter option for all-to-all,
all-to-all and all-reduce can be overlapped. We compare the
iteration time of the current solution against SYNDICATE.
Current Solution: The execution planner greedily selects
the fastest option for each collective resulting in a training
iteration time of 11 units.
SYNDICATE Solution: SYNDICATE realizes that by jointly
making changes to the scheduling order and execution plan
choices there is opportunity to overlap all-to-all with all-
reduce and speed-up communication by utilizing network
heterogeneity. The current solution’s scheduling order exe-
cutes all-to-all last and does not allow overlap. SYNDICATE’s
scheduling order executes all-to-all collective at the very be-
ginning and allows overlap. The execution plan choices made
by SYNDICATE are shaded in the execution plan cost model
in Figure 6. SYNDICATE’s execution planner is not greedy
and chooses a slower execution plan for all-to-all so as to
allow for parallel execution of all-to-all and all-reduce over
non-overlapping interconnects in the network. Overall, this
results in a training iteration time of 9.5 units.

Joint optimization is beneficial but current interfaces are
not amenable as we discuss next.

3.2 Interface constraints Joint Optimization
The training DAG scheduler in the ML processing frame-
works is unaware of optionality (e.g., an all-reduce can be
executed by as a ring all-reduce or a tree all-reduce) present
lower down the stack during execution planning. A trivial ex-
tension of the existing interface is to expose the training DAG
to the comm layer and push the scheduling concern down
the stack to co-locate it with the execution planner. Exposing
the training DAG down the stack is necessary to ensure that
any reordering of comm-ops down the stack does not lead to
dependency violations: a child comm-op cannot be ordered be-
fore a parent comm-op as otherwise it can lead to a deadlock.
This enables joint optimization without dependency viola-
tions. However, the joint optimization problem is NP-hard
and the joint optimization procedure requires a time-intensive,
randomized algorithm (§4.3). As a result, this procedure can
delay comm-op execution due to its time-intensive nature. To
make matters worse, this randomized procedure, may lead to
divergent scheduling orders across different processes. This
can lead to out-of-sync issues, wherein if the collectives are
not submitted in the same order across two different processes
then it results in a deadlock where each process waits for the
other process to issue the same collective as itself. As a result,
the existing interfaces are unable to trivially accommodate
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joint optimization of these concerns.

3.3 Issues with Coarse-Grained Scheduling

Scheduling today happens at the granularity of user-submitted
comm-ops i.e., collectives. Communication libraries such as
NCCL, submit each comm-op as a kernel on the GPU com-
munication stream and a kernel cannot be context-switched
during execution. This means that once a comm-op is sched-
uled for execution it cannot be stopped mid-execution. This
leads to limited scheduling flexibility in space and time.

If the payload is very large then each network transfer in
the comm-op, once scheduled for execution, occupies the
network links for a long time. Likewise, if the pattern of
network transfers is large (e.g., a clique of network transfers)
then the comm-op gang schedules transfers on a large fraction
of network interconnects. Comm-ops, if scheduled as-is, thus
have large communication work orders and limit the ability
to both context switch and efficiently pack communication
work over available heterogeneous interconnects.

4 SYNDICATE Design
SYNDICATE changes the interfaces in the communication
stack to enable joint optimization of scheduling and execu-
tion planning. It builds on the motif abstraction to enable
deconstructing comm-ops into smaller work units along a
few dimensions and allow finer-grained scheduling. In this
section, we start with an overview of the new interfaces and
the new modules in SYNDICATE’s communication stack and
how it enables joint optimization (§4.1). We then explain the
motif abstraction (§4.2), the joint optimizer design (§4.3), and
enforcement of the joint optimizer’s decisions (§4.4).

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    813



=Input Tensor = 
P1

Broadcast Collective 
as Single Motif

P2

P3

P1

P4

P1

P2

P3

P1

P4

P1

P2

P3

P1

P4
Broadcast Collective Segmented 

into Two Motifs

Segment Input Tensor = 

Figure 8: Example showing segmentation of broadcast collective.
Left half shows the broadcast collective as a single motif. Right half
shows broadcast collective segmented into two motifs, where each
motif broadcasts one half of the bytes from the original tensor.

4.1 Overview
Figure 7 shows SYNDICATE’s communication stack. Notably,
we propose two new entities: a central optimizer and an en-
forcer. SYNDICATE co-locates scheduling and execution plan-
ning concerns in the centralized joint optimizer. The central
optimizer generates an optimizer plan. This plan contains
instructions on how to execute as well as how to schedule the
comm-ops during training and is conveyed to the enforcer on
each worker process. In this regards, the central optimizer is
the the control plane while the enforcer is the data plane. We
propose interfaces ( A , B , C ) between the central optimizer
and the communication stack. These interfaces are out-of-
band and asynchronous, meaning that the data plane does not,
in any circumstances, block execution of a comm-op waiting
for control plane instructions.

We now go over the workflow in SYNDICATE. We divide
it into control plane workflow and the data plane workflow.

Stepping through the control plane workflow –
A Joint Optimization: The central optimizer pulls the train-
ing DAG from the app layer and the network topology from
the comm layer. The optimizer uses these inputs to construct
the execution plan cost model and does joint optimization to
yield the optimizer plan (§4.3).
B Optimizer Plan Distribution: The joint optimizer plan is
sent to the enforcer on all the worker processes (§4.3).
C Feedback: The central optimizer pulls comm-op perfor-
mance statistics from the enforcer to help refine the execution
plan cost model and potentially redo joint optimization (§4.4).

Stepping throught the data plane workflow –
1 Model Definition: The user defines a model by composing

tensor operators. This yields a computation graph (§3.1).
2 Parallelization Strategy: The computation graph is con-

verted to a training DAG (§3.1). The comm-ops from the
training DAG are submitted every training iteration as-is to
the comm layer in the default FIFO order without applying
any scheduling optimizations.
3 Optimizer Plan Enforcer: The comm-ops are executed

as instructed by the central optimizer (§4.3).

4.2 Motif Abstraction
A motif is a logical grouping of several point-to-point trans-
fers over the network. The enforcer schedules and executes
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Figure 9: The left half shows all-to-all and broadcast collective as a
single motif that bundles the transfers from all the source processes to
all the destination processes. The right half shows both the collectives
splined into two motifs, where each motif transfers the same payload
from the source process to one half of the destination processes.

communication work at the granularity of motifs. A motif
once issued to the device e.g., as a kernel on GPU commu-
nication stream is non-preemptible and occupies network
resources until its communication work is completed.

Conversion of comm-op to motifs: Each comm-op i.e., a
collective has two attributes: a payload (typically tensors) and
a pattern of network transfers. We propose two transforma-
tion operators to slice a comm-op either along the payload
dimension or the pattern dimension into one or more motifs.
As compared to the original comm-op, each motif represents
a smaller unit of communication work (with reduced payload
size and/or smaller pattern). Since SYNDICATE does schedul-
ing at the granularity of motifs, this enables finer-grained
scheduling with increased opportunities for making more fre-
quent scheduling decisions in time to enable better overlap of
compute/communication and packing smaller units of com-
munication work more efficiently over the network resources.

4.2.1 Motif Transformation Operators

Segmentation and Splining: SYNDICATE proposes two
transformation operators: segmentation and splining. Seg-
mentation splits the payload into smaller payload segments.
Splining splits the pattern of network transfers into smaller
patterns. Figure 8 and Figure 9 illustrates these operators.

Transformation Operator Algebra: We now formalize the
algebra for the motif transformation operators. The goal of
this algebra is to state concrete rules for transforming comm-
ops into motifs. This formalization succinctly encodes: (1)
correct and admissible motif transformations, (2) correct and
admissible transformation combinations, and (3) a structured
space for all possible operator compositions. We denote the
segmentation operator by s

= and the splining operator by p
=.

These rules are by no means exhaustive and are extensible.
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We first present the symbols used in the algebra.

∥ : Parallel Execution Permitted
s
= : Segmentation Transformation
p
= : Splining Transformation

N : Total number of Processes

PG[IDs] : Process IDs involved in a Collective

Ti[0:N,0:D] : N Tensors of size D on Process Pi with

Ti[j,0:D] destined for Process P j

MAA(Ti[0:N,0:D], PG[0:N]) : collective with all-to-all pattern of transfers

with tensor Ti as payload

executing on each Process Pi for all i in 0:N

M(Ti[ai:bi,xi:yi], PG[IDs]) : Motif M

executing on each Process Pi for all i in IDs

with payload = tensor Ti[j, xi:yi] from Process Pi

destined to Process P j for all j in ai:bi

Next, we present the algebraic rules that we use in the
context of DLRM to transform all-to-all into motifs. The
algebra for other comm-ops is in the Appendix §A.1.
Segmented All-To-All:

MAA(Ti[0:N,0:D], PG[0:N])
s
= ∥

D
d −1

s=0 M(Ti[0:N, s*d:(s+1)*d], PG[0:N])

With segmentation, the payload to be sent from a source
process to all the destination processes is split into segments
of size d (= Ti[0:N, s*d:(s+1)*d]). Segmentation of all-
to-all in this way, yields D

d motifs where each motif sends a
payload of size d from a source process keeping the set of
destination processes the same. d is a parameter and controls
the number of motifs associated with the input all-to-all.
Splined All-To-All:

MAA(Ti[0:N,0:D], PG[0:N])
p
= ∥

N
n −1

c=0 M(Ti[(i+c*n)%N:(i+(c+1)*n)%N, 0:D],

PG[0:N])

With splining, the pattern of network transfers in the all-to-all
with each source process sending the payload to all the N desti-
nation processes is broken down into smaller patterns, where
each source process Pi sends the same payload as before
to n destination processes (= (i+c*n)%N:(i+(c+1)*n)%N)).
Splining of all-to-all in this way, yields N

n motifs. Here, n pa-
rameterizes the all-to-all splining operator with larger n break-
ing the all-to-all into fewer motifs with larger sub-patterns.
Composition of Operators: Note that the all-to-all collective,
MAA(:), is in fact a special case single motif (with d = D and
n = N). These operators can be composed and recursively
break a motif into several more finer-grained motifs. While
fine-grained motifs are beneficial for scheduling flexibility,
there is a fixed overhead associated with dispatching a motif
as a kernel on GPU communication stream and launching it
during execution and too fine-grained motifs are not desirable
as these overheads can slow-down communication.
Physical Plan for Motif: Each motif bundles together several
network transfers. Physical plan determines the physical inter-
connects that each network transfer is assigned to. Figure 10
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Figure 10: Physical Plan for Broadcast Collective

shows an example of a physical plan for the broadcast collec-
tive. The broadcast collective is first broken into three motifs.
The physical plan maps the motif to point-to-point network
transfers over various interconnects available in the network.
The figure also shows a toy network topology where the GPU
for process P1 connects to all other GPUs via both PCIe and
NVLink interconnects. The three motifs can be multiplexed
over different interconnects. The physical plan for the first
motif does a memcpy on process P1. The physical plan for the
remaining two motifs use PCIe and NVLink in a mutually
exclusive manner. This allows the point-to-point transfers in
the three motifs to execute in parallel, maximizing utilization
of multipath opportunities available in the network.

4.3 Central Optimizer
The central joint optimizer is responsible for minimizing train-
ing iteration time by minimizing communication overheads.
The optimizer determines the optimizer plan by systematically
navigating the vast space of potential schedules.

The optimizer plan has two pieces: the execution plan and
the scheduling order, containing instructions regarding how
to execute and how to schedule comm-ops respectively. The
execution plan transforms each comm-op in the training DAG
into one or more motifs. The scheduling order decides the
order of execution of motifs.
Exponential Search Space: There is a lot of optionality in
the execution plans for each comm-op. The transformation
operators can be composed to break a comm-op into motifs
in several different ways. Let us say that there are atleast O
execution plan options for each comm-op and there are C
comm-ops in the training DAG, then this results in OC unique
execution plan options for all the comm-ops in a DAG.
Cost of each Execution Plan: For a particular execution plan,
there is an optimal scheduling order for the motifs that max-
imizes overlap of compute/communication and minimizes
training iteration time. This training iteration time with the
optimal scheduling order is the cost of the execution plan.
Problem Statement: The centralized joint optimizer takes a
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Pseudocode 1 Probabilistic Search
1: Training DAG with Greedy Execution Plan G∗

2: procedure MCMCSEARCH
3: C∗, sched_order∗ = optSched(G∗)
4: while true do
5: Gtemp = transform(G∗) ▷ change execution plan for a comm-op at random
6: Ctemp, sched_ordertemp = optSched(Gtemp)
7: α(Ctemp | C∗) = min(1, exp(β * (C∗ - Ctemp)))
8: G∗, C∗, sched_order∗ = Gtemp, Ctemp, sched_ordertemp with α prob.
9: end while

10: return G∗, sched_order∗
11: end procedure

12: procedure OPTSCHED
13: comm_q ▷ queue of ready communication motifs
14: compute_q ▷ queue of ready compute tasks
15: comp_time = 0
16: comm_time = 0
17: sched_order
18: while comp_time ≤ comm_time and comp_q != φ do
19: comp_task = fifoDequeue(comp_q)
20: comp_time += comp_task.time()
21: sched_order.schedule(comp_task) ▷ enqueue ready motifs, compute
22: end while
23: while comm_time ≤ comp_time and comm_q != φ do
24: comm_motif, startTime = criticalPathDequeue(comm_q)
25: comm_time = max(comm_time, startTime+comm_motif.time())
26: sched_order.schedule(comm_motif) ▷ queue ready motifs, compute
27: end while
28: return max(comm_time, comp_time), sched_order
29: end procedure

training DAG G and the network topology as inputs. We take a
training DAG that unrolls compute-ops and comm-ops across
two training iterations to enable cross-iteration optimizations.
The aim of the joint optimizer is to take these inputs and find
the execution plan with minimal cost. The joint optimizer
outputs the optimizer plan, which has the execution plan and
the scheduling order that minimizes overall cost.

4.3.1 Joint Optimization Procedure

The key idea in SYNDICATE is to do probablistic search over
the exponentially large search space. We use MCMC search
as outlined in Pseudocode 1.
MCMC Search: The joint optimizer starts with the default
execution plan for the training DAG (denoted by G∗), wherein
all the comm-ops are greedily assigned the execution plan
choice with the minimum possible execution time. Thereafter,
a comm-op is chosen at random and it is assigned a random
execution plan option. This changes the motifs associated
with this particular comm-op, keeping all the other motifs
constant and yields a temporary execution plan for the training
DAG (denoted by Gtemp). The cost i.e., the execution time of
this training DAG is calculated using the optSched (line 11
in Pseudocode 1) procedure which is a greedy scheduling
heuristic to always dequeue motifs on the critical path in the
DAG to maximize overlap of communication motifs with
compute tasks or other communication motifs (in case the
two communication motifs have non-overlapping physical
plans). This update to the execution plan is probablistically
sampled using the Metropolis-Hastings algorithm [17] and
retained in G∗ (line 8 in Pseudocode 1). This tends to behave
as a greedy search over the search space with an ability to
escape local minimas [17, 19].

Pseudocode 2 Distributed Optimizer Plan Enforcer
1: Exec Plan Ecolls = {...,collin

i : {moti f out
i, j }, ...} ▷ optimal execution plan

2: Scheduling Order S= {...,moti f out
i, j : seqnum

i, j , ...} ▷ optimizer scheduling order
3: Progress Queue pq ▷ thread-safe priority queue containing ready motifs

4: procedure ENFORCEEXECPLAN(collin) ▷ app submits comm-op to comm layer
5: {moti f out } = Ecolls[collin] ▷ comm-op is deconstructed into motifs
6: for all moti f out ∈ {moti f out } do
7: seqnum = S[moti f out ]
8: pq.INSERT(priority=seqnum, moti f out )
9: end for

10: end procedure

11: procedure ENFORCEORDER ▷ runs in a separate thread and enforces order
12: nextMoti f SeqNum = 0
13: while true do
14: while pq.TOP().priority != nextMoti f SeqNum do
15: ▷ busy loop until next in order motif is ready
16: end while
17: nextMoti f SeqNum += 1
18: {moti f } = pq.POP()
19: {moti ftensors} = {moti f }.EXECUTE()
20: REPACK({moti ftensors})
21: end while
22: end procedure

Search Termination: MCMC search is terminated if the
search procedure exceeds the time budget assigned for search
or if the search procedure does not find a better joint optimizer
plan for more than half of the total elapsed search time.

4.4 Enforcer
The central optimizer commits the same joint optimizer plan,
comprising of the execution plan and the scheduling order to
the enforcer on each worker process. The enforcer is respon-
sible for tightly co-ordinating this plan across all the worker
processes during training so as to avoid deadlocks and out-
of-sync issues (§3.2). The application thread spawned by the
ML processing framework at each worker process submits
comm-ops to the comm layer every training iteration. With
SYNDICATE, these comm-ops are submitted one-at-a-time in
FIFO order. These comm-ops are intercepted by the enforcer.
The enforcer is responsible for execution of these comm-ops
and preparing the result of these comm-ops (tensors) to un-
block the next application thread operation (compute-op or
comm-op typically waiting on a CUDA stream) that is waiting
on these tensors.

The enforcer takes the responsibility of executing these
comm-ops as per the instructions of the optimizer plan and
preparing the output tensors once ready. It does so in three
steps. First, on intercepting a comm-op, it enforces the ex-
ecution plan by breaking it into motifs. Second, it enforces
the desired scheduling order of execution of motifs. Third,
as and when motifs complete, it checks for completion of
comm-ops and packages the output of individual motifs into
the comm-ops output tensors. Pseudocode 2 shows the proce-
dure to enforce the execution plan and the scheduling order
contained in the joint optimizer plan. The repacking of tensors
to comm-op output tensors happens after successful execution
of each motif (line 20 in Pseudocode 2).
Enforcing Execution Plan: The enforcer is layered as a
shim on top of existing comm-op execution layer i.e., differ-
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Compute (TFLOPS) 120 (FP32)/ 1000 (FP16)
HBM 256 GB, 7.2 TB/s
DDR 1.5 TB, 200 GB/s
Scale-up bandwidth 1.2 TB/s (uni-directional)
Scale-out bandwidth 8 x 100 Gbps (uni-directional)
Host NW 2 × 100 Gbps

Table 1: Configuration of each node in our cluster

ent communication libraries such as NCCL, MPI, UCX. The
app layer submits comm-ops to the comm layer using the
interface between them and is immediately trapped by the
enforceExecPlan procedure (line 4 in Pseudocode 2). This
procedure deconstructs the comm-op to one or more motifs,
each assigned a sequence number that captures the priority
of this motif in the current training iteration. This sequence
number is contained in the scheduling order of the joint opti-
mizer plan. These motifs are enqueued into a priority queue
using the sequence number as the priority.
Enforcing Scheduling Order: The enforceOrder proce-
dure (line 11 in Pseudocode 2) enforces the scheduling order
and runs in a thread separate from the enforceExecPlan
procedure. This procedure maintains a priority counter that is
incremented sequentially and is reset at the end of each train-
ing iteration. This counter maintains the priority of the next
expected motif(s). In case of overlapping motifs, two or more
motifs can be assigned the same priority. The enforceOrder
procedure busy loops until the priority of the motif at the
top of the priority queue matches the value in the priority
counter. It busy loops until the enforceExecPlan enqueues
the next expected motif. This ensures that the enforcer on all
the worker processes executes motifs in the same order.
Replanning: We measure the wait time in the busy loop and
send it as feedback to the central optimizer. If wait times in
every iteration consistently add up to more than a threshold
(= 5% of iteration time), then we redo joint optimization at
the optimizer to explore a different optimizer plan.

5 Implementation
We implement the central optimizer as a separate module
in python. The central optimizer simulates the execution of
different execution plan choices as part of the MCMC search
procedure until the search procedure terminates and yields
a joint optimizer plan. The central optimizer runs on one of
the machines in the training cluster and interacts with the
various enforcers on the worker processes via RPCs. We
build a two-phase commit (2PC) protocol using RPCs so
that the same joint optimizer plan is safely committed by the
central optimizer to all the enforcers. After the 2PC protocol
is complete, the enforcers switch to the new joint optimizer
plan from the subsequent training iteration. This ensures that
out-of-sync issues are avoided whenever transitioning to a
new joint optimizer plan.

We implement the enforcer in the Unified Collective Com-
munication (UCC) library interface [6]. We implement the
enforcer routines: enforceExecPlan routine in the main

Model A1 A2 A3 A4
Num parameters 95B 793B 845B 332B
MFLOPS per sample 89 638 784 60
Num of emb tables ∼ 100s ∼ 1000s ∼ 1000s ∼ 1000s
Emb table dim [4, 192] [4, 384] [4, 960] [32, 128]
([min, max], avg) avg: 68 avg: 93 avg: 231 avg: 72
Avg pooling size 27 15 17 49
Num MLP layers 26 20 26 43
Avg MLP size 914 3375 3210 682
Batch Size 512 1024 512 4096
Parallel Paradigm Hybrid Hybrid Hybrid FSDP [8]

Table 2: Models in our workload. Model A5 and A6 descriptions are
in §6.2.

thread and the enforceOrder routine in the progressLoop
thread in the torch-ucc interface [5].

6 Evaluation
6.1 Testbed
We experimented with our prototype on a production-scale
cluster using off-the-shelf NVIDIA HGX-2 based systems.
Specifically, each node hosts dual-socket CPUs, 8 NVIDIA
V100 GPUs that are fully-connected using NvSwitch, 2 front-
end host NICs, and 8 back-end RoCE NICs to allow RDMA
communication between GPUs across nodes. Table 1 summa-
rizes the node configuration; we deployed 16 such nodes.

The testbed runs CentOS-8 and CUDA 11.4 with NVIDIA
driver 470.57.02. For distributed training of DLRM models,
we used PyTorch 1.11 (nightly) with the extension of Process
Group UCC [5] and the latest UCC library [6], which can
take advantage of various transports such as NCCL 2.10.3 [2]
and UCX-based collectives [31] for dynamically selecting
optimal execution planing of collective operations.

6.2 Workloads
We tested SYNDICATE in production across a breadth of sce-
narios; see Table 2.
Vary Model Architectures: We experiment with three dif-
ferent model architecture families. A1-A4 are Recommenda-
tion Models (DLRM [24]), A5 is an NLP Model (XLM-R-
XL [14]), A6 is a CV Model (RegNetZ [7]).
Vary Model Sizes: We have progressively wider MLPs and
higher number of embedding tables from model A1 to A3.
Vary Parallelization Strategies: Models A1-A3 are Hybrid
Parallel. Model A4 is Hybrid Parallel with Fully Sharded Data
Parallel (FSDP) for data parallelism [8]. Model A5 is Model
Parallel. Model A6 is Data Parallel.
Vary Topologies: We vary the number of nodes (and hence
GPUs) used from our testbed.

6.3 Metrics
We measure the following metrics

(1) Training Throughput: We measure the training
throughput in terms of recommendation queries per second
(A1-A4) or words per sec (A5) or images per sec (A6). Higher
throughput is desirable.

(2) Compute Idling: We measure the idle gaps in the

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    817



1 1 1 1 1 1
1.38

1.19 1.15 1.22
1 1

1.74
1.44 1.38

1.77

1.21
0.97

0

0.5

1

1.5

2

A1 A2 A3 A4 A5 A6

N
or

m
al

iz
ed

 T
hr

ou
gh

pu
t

Normalized Model Throughput for different Scenarios

BS+ HO Syndicate

Figure 11: Training performance for SYNDICATE compared against
baselines

GPU’s compute stream and report it as a percentage of the
total iteration time. Lower compute idling is desirable.

(3) Normalized Metric: We normalize the metric
(such as throuput) against baseline using the formula –
Metric with SYNDICATE

Metric with Baseline .
We run each experiment 5 times and plot the mean and

standard deviation.

6.4 Baselines
We compare SYNDICATE against the following baselines.

• ByteScheduler+ (BS+): ByteScheduler [29] proposes
LIFO scheduling policy for maximizing overlap of com-
pute and communication. Their implementation only
supports all-reduce in layer-by-layer models and does
not have support for all-to-all collectives. We emulate
ByteScheduler (BS) via our own implementation that
is co-located with PyTorch framework. To emulate the
bayesian optimizer used in ByteScheduler for tensor par-
titioning, we aid our BS scheduler with an oracle (BS+)
that optimally segments tensors in all collectives.

• Hand Optimized Model (HO): Existing execution plan-
ners do not optimize all-to-all collectives and existing
schedulers do not have support for DLRM-like models.
We hand optimize both the scheduling policy in PyTorch
(and also provide it the benefit of the segment oracle) and
the choice of execution plan for each collective (including
all-to-all) in the UCC library. In this regards, HO mod-
els the best possible solution with today’s placement of
scheduling and execution planning concerns in exiting
stacks.

• SYNDICATE-Exec (S-Exec): We disable scheduling opti-
mizations in SYNDICATE. We do so by using PyTorch’s
default scheduler that does FIFO scheduling to estimate
the cost of each execution plan during joint optimization.

• SYNDICATE-Sched (S-Sched): We disable execution plan-
ning optimizations in SYNDICATE. We do so by disabling
the MCMC search procedure and find the optimal schedul-
ing order using SYNDICATE’s scheduling heuristic (and
also provide it the benefit of the segment oracle to opti-
mally segment collectives).

6.5 Evaluation on Testbed
Figure 11 compares training performance for SYNDICATE
against the BS+ and HO baselines for all the models. The
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Figure 12: Speedup with varying topology sizes

Y-axis measures the model throughput normalized against
that of BS+.
Vary Model Sizes: SYNDICATE outperforms BS+ by a factor
of 1.74x, 1.44x, 1.38x for Models A1, A2, A3, respectively.
SYNDICATE outperforms HO baseline by a factor of 1.26x,
1.21x, 1.2x for Models A1, A2, A3, respectively. Note that
gains diminish with increased model sizes. The embedding
tables are not compute-intensive and do not contribute to in-
creasing the MFLOPs per sample but have a high memory
footprint (and contribute to higher number of parameters) and
induce progressively more communication bandwidth-hungry
all-to-all’s to transfer a large number of embeddings. On the
other hand, MLPs are compute intensive and increase the
model compute (MFLOPS per sample). On detailed analy-
sis, we found that the larger embedding table sizes amplify
the amount of time spent in all-to-all in a training iteration
to a higher degree than the contribution of increased MLP
compute time; which skewed the overall ratio of communi-
cation to compute and diminished the opportunity to overlap
communication and compute with SYNDICATE.
Vary Model Architectures and Parallelization Strategies:
SYNDICATE is effective across a range of parallelization
strategies and outperforms the BS+ baselines for A2 (hybrid-
parallel, recommendation model) by 1.44x, A4 (FSDP, rec-
ommendation model) by 1.77x, and A5 (model-parallel, NLP
model XLM-R-XL) by 1.21x. SYNDICATE is slightly worse-
off for A6 (data-parallel, RegNetZ) by 0.97x. For this model
there are no opportunities to overlap comm-ops as they have
linear dependency and BS+ solution (LIFO with oracle tensor
partitions) is the optimal solution (similar to other CV model
families, e.g., ResNet [29]). SYNDICATE is slightly worse-off
due to the overheads of SYNDICATE’s enforcer. The gains are
for A4 are significantly higher than that for A2 despite both
the models having similar model sizes and model architecture.
We found that FSDP parallel strategy for A4 offers a richer
set of collectives: reduce-scatter and all-gather in addition
to all-to-all and all-reduce. This allows SYNDICATE to find
a schedule and an execution plan that overlaps atmost three
comm-ops for A4 at the same time (compared to atmost two
for A2). For Model A5, we find that BS+’s LIFO schedule
is optimal and hence HO does not yield any improvements.
For A5, the 1.21x gains with SYNDICATE are due to better
execution plan with overlap of allgather and reduce-scatter
during backward pass. For Model A6, we observe no improve-
ments with SYNDICATE. This is primarily because A6 is data
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Figure 15: Zooming in on every DLRM iterations for different sys-
tems

parallel and BS+ LIFO schedule is optimal for data parallel
models. Furthermore, the collectives in training DAG for A6
have serial dependencies across themselves with no room to
optimize execution plan by overlapping collectives.

Vary Topologies: Figure 12 compares throughput speedup
for Model A2 with SYNDICATE against BS+. We report the
speedup relative to throughput on a single node. We note
that SYNDICATE scales better than BS+ and is closer to ideal
speedup line. SYNDICATE is better at opportunistically utiliz-
ing the increasing communication bandwidth as the cluster
size scales out.

6.5.1 Sources of Improvement
Compute Idling:

Figure 14 compares the compute idling metric for SYNDI-
CATE against baselines for Model A2. We observe that com-
pute idling with SYNDICATE is 27.4% and is 1.64x, 1.51x,
1.32x, 1.26x less than the BS+, HO, S-Sched, S-Exec base-
lines, respectively. This shows that SYNDICATE is better at
overcoming communication bottlenecks and achieves higher
overlap of compute and communication than any other base-
line. It also highlights that joint optimization is beneficial as
it outperforms the S-Sched and S-Exec baselines. Next, we
zoom-in on each training iteration to better understand the
reasons for lesser compute idling.
Zooming in on an Iteration: We collect traces for execution
of DLRM with different systems using PyTorch Kineto [4].
We illustrate these traces2 to zoom-in on the execution of
compute and communication events on the GPU streams for
a single training iteration for Model A2 in Figure 15. We also
show the training DAG in Figure 13 for reference. We explain
these traces one system at a time.
BS+: BS+ prioritizes the execution of the most recently sub-
mitted collective (LIFO). For reference, Figure 13 shows the
order of submission of collectives by DLRM PyTorch trainer.
To achieve LIFO, tensors in collectives need to be optimally
segmented and as explained before, we use a segment oracle to
do so. BS+ is the worst-performing baseline. BS+ prioritizes
execution of a2a-emb-bwd over ar-top-mlp3, which is bene-
ficial. However, to its detriment, it also prioritizes execution
of ar-bottom-mlp over a2a-emb-bwd despite a2a-emb-bwd
being on the critical path. Delaying a2a-emb-bwd also delays
bwd-emb compute, which delays a2a-data-prep.
HO: To amend the drawbacks of BS+, we hand optimize the
scheduling order to prioritize the execution of a2a-emb-bwd
as well as a2a-data-prep before ar-bottom-mlp. We also add
support for greedy execution planning for a2a collective (ar
greedy optimization is available out-of-the-box). We observe
that HO improves the iteration time by 15.7% as compared
to BS+. We observe that the key reason for this improvement
is that HO unblocks bwd-emb and fwd-emb compute sooner

2We hide low-level events and absolute timing information for confiden-
tiality and legal reasons.

3We use a2a and ar as short hand for all-to-all and all-reduce, respectively.
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and enables better overlapping of ar-bottom-mlp with these
compute blocks.
S-Exec: With S-Exec, we observe that the iteration time is
further improved and is 17.1% better as compared to BS+. We
observe that despite placing limiting constraints on scheduling
(default FIFO scheduling), the joint optimizer in SYNDICATE
finds an execution plan that assigns two different communica-
tion channels to a2a and ar and enables better communication-
communication overlap by leveraging heterogeneity in the
network. The ar’s use a communication channel over NVLink
(for intra-node) and GPUDirect RDMA (for inter-node). The
a2a’s use a non-intersecting communication channel over
PCIe (for intra-node) and TCP/IP over Ethernet (for inter-
node). Such communication-communication overlap is not
possible with HO and BS+ as they use traditional communi-
cation stack and interfaces therein only permit one-at-a-time
execution of comm-ops with greedy execution plan.
S-Sched: With S-Sched, we observe that iteration time is
further improved and is 21.9% faster than BS+, despite the
constraints on execution planning (we also handicap S-Sched
with choosing the default execution plan option, which is
sub-optimal, for a2a). The primary reason for the improve-
ment is that SYNDICATE’s scheduler finds a superior comm-
op scheduling order and SYNDICATE’s enforcer enables en-
forcing of this order. SYNDICATE’s scheduling order moves
a2a-data-prep from the ith iteration and moves it back in
time as to overlap it with the fwd-top-mlp and bwd-top-mlp
compute blocks in the (i-1)th iteration. The enforcer design
enables this ordering due to the presence of busy loop in
the enforceOrder procedure in Pseudocode 2. The enforcer
blocks execution of all the comm-ops in the very first training
iteration until a2a-data-prep collective for the next batch is
submitted by the application layer. This increases the train-
ing iteration time only for the first iteration but significantly
improves the training iteration time for all the subsequent
iterations by unlocking pipelining.
SYNDICATE: With SYNDICATE, we observe that iteration
time is faster than all the baselines and is 30.6% faster than
BS+. We observe that as compared to S-Sched, SYNDICATE
is able to hide the overheads of ar-top-mlp by completely over-
lapping it with compute. SYNDICATE enables this by lever-
aging network heterogeneity and enabling communication-
communication overlap of ar-top-mlp and a2a-emb-bwd. S-
Sched, due to its execution planning constraints is unable
to do so and in its scheduling order has to partially push
ar-top-mlp to the very end where it cannot be overlapped
with compute. In this way, SYNDICATE’s joint optimizer max-
imizes compute-communication overlap by leveraging the
benefits of communication-communication overlap.
SYNDICATE’s Optimizer Plan for DLRM: Here, we summa-
rize the key highlights of the optimizer plan that SYNDICATE
finds for DLRM Model A2. In our study, we find that these
observations also hold for Model A1 and Model A3.
Data Prefetch The scheduling order proposed by the optimizer
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Figure 16: Effect of different execution plans on all-reduce perfor-
mance
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Figure 17: Effect of different execution plans on all-to-all perfor-
mance

moves a2a-data-prep back in time from the ith iteration to the
(i-1)th iteration. As mentioned before, this is made possible
by SYNDICATE’s enforcer.
a2a-ar Overlap The execution plan proposed by the optimizer
overlaps all-to-all collective with all-reduce collective over
two separate communication channels as explained before.
SYNDICATE binds both the a2a’s to the 4-way splined execu-
tion plan, the ar-bottom-mlp to the ring all-reduce execution
plan and the ar-top-mlp to the tree all-reduce execution plan.
This maximizes multipath network utilization and also en-
ables greater communication-compute overlap.

6.6 Microbenchmarks
We use the communication microbenchmark, PARAM [3] to
systematically understand the space of execution plans for
different collectives to better understand the choices made
by SYNDICATE’s optimizer plan. SYNDICATE uses these mi-
crobenchmarks as a cost model for its joint optimizer. We
highlight a subset of these microbenchmarks and explain the
various choices made by SYNDICATE for Model A2.
Execution planning options for all-reduce: Figure 16 shows
the effect of different all-reduce execution planning options in
our testbed. We see that the optimal execution plan depends
on the input message size. The optimal plan at small message
sizes is tree all-reduce motif whereas the optimal plan at large
message sizes is ring all-reduce motif. Bottom MLP is wider
and induces larger (O(100’s of MB) vs. top MLPs O(MB)) all-
reduce collectives and explains choice of ring all-reduce and
tree all-reduce for ar-bottom-mlp and ar-top-mlp, respectively.
Execution planning options for all-to-all:

Figure 17 shows the effect of different all-to-all execution
planning options. We note that the optimal plan at small mes-
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TicTac [16] P3 [18] Blink [34] ByteScheduler [29] Syndicate

Execution

Network Throughput × × ✓ ✓ ✓
Network Heterogeneity × × ✓ × ✓
Network Ops Push-Pull Push-Pull All-Reduce Push-Pull; All-Reduce Send-Recv; Collectives
Preemptible ✓ ✓ — ✓ ✓

Scheduling
Models General DAGs Layer-by-Layer — Layer-by-Layer General DAGs
Frameworks PS PS — PS; ∼ P2P PS; P2P
Policy DAG Optimal LIFO — LIFO DAG Optimal

Joint Optimization × × — × ✓

Table 3: Comparison of systems optimizing communication operations for training workloads
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Figure 18: Effect of different execution plans for all-to-all and all-
reduce overlap

sage sizes is the 1-way splined motif (simultaneous transfers
to 128 destination processes from all source processes), at
intermediate message sizes is the 2-way splined motif (64
Processes), and at large message sizes is the 4-way splined
motif (32 Processes). The effects of incast are significant as
we increase the message sizes and more splining helps reduce
incast. DLRM training induces large a2a’s (O(GB) message
size) and SYNDICATE chooses the 4-way splined execution
plan.
Execution planning options for overlap of all-reduce and
all-to-all: Figure 18 shows that the optimal execution plan
is the one where all-reduce uses NCCL implementation and
all-to-all use UCC implementation over non-overlapping com-
munication channels (i.e., 2 streams). With this implementa-
tion all-to-all is CPU-driven and uses the PCIe complex and
TCP/IP over Ethernet, while all-reduce is GPU-driven and
uses NVLink complex and GPUDirect RDMA. This choice
is optimal (as opposed to vice versa) as all-reduce also does
compute (gradient aggregation) which is faster with GPUs.
SYNDICATE uses this execution plan for overlap of all-to-all
and all-reduce.

7 Other Related Work
Several works speed-up training by optimizing two main con-
cerns of communication operations: scheduling and execution.
Table 3 shows comparison of SYNDICATE against several
state-of-the-art systems.

Scheduling concerns looks at reordering communication
operations to maximize overlap of compute and communica-
tion. The optimal scheduling policy is dependent on factors
such as the model architecture, and the parallelization strat-
egy/framework.

Execution concerns look at accelerating individual commu-

nication operations through efficient transport over all commu-
nication links. These optimizations propose optimal batching
to improve link utilization, propose multipath in collectives
to make better use of heterogeneous links in the network, and
enable preemption to enable scheduling optimizations.

Existing scheduling works fall short in generalizing op-
timally to all scenarios and they exercise only a subset of
optimizations as highlighted in Table 3. Crucially, unlike SYN-
DICATE, existing works do not jointly optimize both these
concerns.

8 Conclusion
We propose SYNDICATE that rethinks communication
scheduling granularity and the interfaces in the communi-
cation stack for ML training to enable joint optimization of
scheduling and execution planning. Using the novel notion
of motifs and a split control/data plane architecture SYNDI-
CATE achieves improvements of 21-74% for production scale
large-model training as it better utilizes the network multipath
opportunities in emerging training clusters.
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A Appendix
A.1 Transformation Operator Algebra
We now present the algebra for the motif transformation op-
erators. We denote the segmentation operator by s

= and the
splining operator by p

=. Note that the algebraic rules presented
below are not exhaustive and are extensible. Here, we present
the algebraic rules that we use in the context of DLRM to
transform all-reduce and all-to-all collectives into motifs. We
first go over the various symbols used in the algebra.

N : Total number of Processes

PG[0:N] : Process IDs involved in a Motif

Ti[0:D] : Tensor of size D on Process Pi

Ti[0:N,0:D] : N Tensors of size D on Process Pi with

first dimension indicating destination Process ID

∥ : Parallel Execution

→ : Sequential Execution
s
= : Segmentation Transformation
p
= : Splining Transformation

AR : all-reduce motif

AA : all-to-all motif

REr : reduce motif with root Process Pr

RS : reduce-scatter motif

BCr : broadcast motif with root Process Pr

AG : all-gather motif

COLL(Ti[:], PG[IDs]) : Motif COLL with input tensor Ti

executing on each Process Pi for all i in IDs

We now present the algebraic rules for transforming the all-
reduce motif using the segment and spline operators.
Segmented All-Reduce: First, we show application of the seg-
ment operator which splits the input tensor at all the processes
and converts an all-reduce motif into smaller all-reduce motifs
over the splits. Each smaller all-reduce motif are independent
and can execute at the same time in parallel.

AR(Ti[0:D], PG[0:N])
s
= ∥

D
d −1

s=0 AR(Ti[s*d:(s+1)*d], PG[0:N])

Ring All-Reduce: Next, we show an instance of the spline
operator that divides the pattern in original all-reduce into
two sub-patterns: reduce-scatter motif followed by the all-
gather motif. The reduce-scatter motif does aggregation and
the all-gather motif broadcasts the aggregated result. The
reduce-scatter and all-gather motifs induce a pattern of com-
munication over a ring, where the processes are arranged in
a ring and the tensor is divided into N pieces. Each process
Pi does a point-to-point transfer of the (i+r)%N piece to its
neighboring process in the ring in the rth round for N rounds.

AR(Ti[0:D], PG[0:N])
c
= RS(Ti[0:D], PG[0:N])

→ AG(Ti[0:D], PG[0:N])

RS(Ti[0:D], PG[0:N])= ring pattern of communication

AG(Ti[0:D], PG[0:N])= ring pattern of communication

Tree All-Reduce: Next, we show an instance of the spline
operator that divides the pattern in the original all-reduce
into three smaller sub-patterns: reduce motif followed by a
smaller all-reduce motif followed by broadcast motif. The
same spline operator algebraic can be recursively applied to
the smaller all-reduce motif. Recursive application results in
a hierarchical tree pattern of communication where several

reduce motifs first aggregate results in a tree like fashion at a
single root process and several broadcast motifs broadcast the
aggregated result from the root process in a tree like fashion
until it is updated at all the processes. Each reduce motif
results in a convergent pattern of communication where all
the processes involved in the reduce send their tensors to the
root process where it is aggregated. Each broadcast motif
results in a divergent pattern of communication where the
root process sends its tensor to all the processes involved in
the broadcast motif.

AR(Ti[0:D], PG[0:N])
c
= ∥

N
n −1

c=0 REc∗n(Ti[0:D], PG[c*n:(c+1)*n])

→ AR(Ti[0:D], PG[∪
N
n −1

c=0 c*n])

→ ∥
N
n −1

c=0 BCc∗n(Ti[0:D], PG[c*n:(c+1)*n])

RE j(Ti[0:D], PG[j:j+n])= convergent pattern of communication

BC j(Ti[0:D], PG[j:j+n])= divergent pattern of communication

AR(Ti[0:D], PG[∪
N
n −1

c=0 c*n])= recursive application of c
= induces

tree pattern of communication

Segmented and Splined All-To-All: Next, we show examples
of segmenting and splining an all-to-all collective into smaller
motifs. With segmentation, the tensor at all the processes is
split and the original all-to-all is deconstructed into several
smaller all-to-all motifs over the split tensors. With splin-
ing, the pattern of communication in the original all-to-all
motif with a clique of point-to-point transfers between all
the processes is broken down into smaller all-to-all motifs
with smaller patterns where each process Pi initiates point-to-
point transfers to a subset of destination processes (with ids
in the range (i+c*n)%N:(i+(c+1)*n)%N). Here, n parame-
terizes the all-to-all splining operator with larger n resulting
in breaking the original all-to-all into fewer all-to-all motifs
with larger sub-patterns.

AA(Ti[0:N,0:D], PG[0:N])
s
= ∥

D
d −1

s=0 AA(Ti[0:N, s*d:(s+1)*d], PG[0:N])

AA(Ti[0:N,0:D], PG[0:N])
c
= ∥

N
n −1

c=0 AA(Ti[(i+c*n)%N:(i+(c+1)*n)%N, 0:D],

PG[0:N])
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Addax: A fast, private, and accountable ad exchange infrastructure

Ke Zhong⋆ Yiping Ma⋆ Yifeng Mao⋆ Sebastian Angel⋆†
⋆University of Pennsylvania †Microsoft Research

Abstract. This paper proposes Addax, a fast, verifiable, and
private online ad exchange. When a user visits an ad-supported
site, Addax runs an auction similar to those of leading ex-
changes; Addax requests bids, selects the winner, collects
payment, and displays the ad to the user. A key distinction is
that bids in Addax’s auctions are kept private and the outcome
of the auction is publicly verifiable. Addax achieves these
properties by adding public verifiability to the affine aggregat-
able encodings in Prio (NSDI’17) and by building an auction
protocol out of them. Our implementation of Addax over WAN
with hundreds of bidders can run roughly half the auctions per
second as a non-private and non-verifiable exchange, while
delivering ads to users in under 600 ms with little additional
bandwidth requirements. This efficiency makes Addax the first
architecture capable of bringing transparency to this otherwise
opaque ecosystem.

1 Introduction
Ad exchanges such as DoubleClick and OpenX are key play-
ers in online advertising; their role is to auction ad space on
a publisher’s website in real time to advertisers. When a user
visits a publisher’s page, the user’s browser contacts a server
that triggers an auction on an exchange. The exchange gives
advertisers information about the publisher (e.g., URL, ad size
and type, category of site) and the user (e.g., demographic,
metadata for syncing cookies across sites) in real time, and
collects bids from interested parties. The exchange then runs
an auction (e.g., second-price auction), delivers to the user the
ads of the winning advertisers, and credits the publisher. Fi-
nally, technologies like header bidding [4] and Google’s open
bidding platform [30] allow publishers to auction users across
many exchanges (essentially an exchange of exchanges), in-
creasing competition and improving publishers’ revenue.

While ad networks and exchanges serve as the financial
backbone of the free web, their centralized nature means that:
(1) they are privy to sensitive information, including user’s
browsing habits and the preferences and valuations of advertis-
ers; and (2) they are opaque and hard to audit. The former has
received considerable attention [39, 45, 56, 71, 77, 89, 91]; the
lack of auditing mechanisms and the knowledge of advertisers’
valuations is becoming a serious sociotechnical issue. A recent
antitrust lawsuit alleges that Google used insider knowledge
of past bids submitted by advertisers to gain unfair advantages
whenever its subsidiaries participated in auctions [63]. Further,
it is alleged that Google convinced Facebook to not participate
in header bidding—a technology considered an “existential
threat” to Google’s business [28, 81, 84]. According to dis-
closed reports, in return for Facebook choosing to participate

instead in Google’s open bidding platform, “Google provided
Facebook with special information and speed advantages to
help [Facebook’s exchange] succeed in the auction [over other
bidders]—even including a guaranteed win rate” [84].

Regardless of the merits of these cases, the key issue—and
the crux of this paper—is that there are no ways for exchanges
to prove to their customers and to regulators that they are not
abusing their position. To address this, we present Addax, an
online advertising architecture that achieves 4 goals:
• Auction integrity. Auctions should be publicly verifiable to

allow the ad exchange to prove that it is not biasing auctions
towards particular bidders or lying about their outcome.

• Auction privacy. The bids of losing bidders should be hid-
den from all parties—even the exchange itself! This ensures
that the exchange cannot abuse or share this information.

• High performance. Addax should handle the stringent per-
formance requirements of the ad ecosystem.

• Better tracking. Addax should work with recent tracking
efforts such as Google’s Topics API [16] and Microsoft’s
PARAKEET [13] that allow targeted ads but collect less
information about individuals.

Overview. In Addax, browsers track users’ histories with ex-
isting privacy-preserving client-side techniques [57, 58, 80,
89], and kickstart verifiable and private auctions whenever
the user navigates to an ad-supported site. Auctions in Addax
proceed in three steps. First, the browser invites relevant bid-
ders (e.g., demand-side platforms) by finding their information
(e.g., URL of their ad server) on a database. In existing header
bidding platforms [2] such databases are currently maintained
by publishers; Addax preserves this model, but we addition-
ally experiment with a more decentralized approach where
the database is maintained in a public append-only log and
discuss how to reduce the cost of lookups in this model (§7).
As part of the invitation, the browser supplies to bidders infor-
mation about the site being visited and a variable amount of
user information based on the user’s configuration of Addax
(ranging from fully targeted to generic ads).

Second, bidders submit encrypted bids to the publisher and
one or more auxiliary servers. The auxiliary server helps the
publisher run a new lightweight secure auction computation
over the encrypted bids (§4). The role of an auxiliary server
could be taken up by today’s exchanges or it can be a separate
entity propped up by the industry at large. Under the anytrust
model [88] (either the publisher or any of the auxiliary servers
is honest), the secure auction computation returns the winning
bidder’s identity and bid, and the auction’s sale price, but no
other information.
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Last, Addax produces an audit trail that is uploaded to a
public log and that allows any auditor to verify that the auction
was conducted with integrity (§5). At the conclusion of the
auction, the browser fetches the ad from the winning bidder
(or a content distribution network) and the publisher learns
which bidder and how much to bill for the ad impression.

Technical contributions. To maintain good performance,
Addax cannot use expensive cryptography (e.g., homomor-
phic encryption, multiparty computation) in order to achieve
the integrity and privacy goals. Indeed, our evaluation of such
baselines confirms that they are far too inefficient to meet
online advertising’s low latency and communication require-
ments (§9). Instead, Addax makes three contributions:

Secure auction protocol. Addax introduces a new auc-
tion protocol based on Prio’s affine-aggregatable encodings
(AFE) [51]. Addax’s auction is simple and lightweight and al-
lows two or more parties to run the auction over secret-shared
bids without revealing anything beyond the auction’s outcome.

Verifiable AFEs (V-AFEs). Addax extends Prio’s AFEs to
provide public verifiability for outputs (Prio has mechanisms
to verify inputs). Addax then uses V-AFEs to allow anyone
(e.g., an auditor) to confirm that an auction was conducted
correctly without learning any of the input bids.

Integration with Algorand and Chrome. Addax implements
mechanisms to interact quickly with the public log (we use
Algorand [3, 55]) and smart contracts to manage the registra-
tion of advertisers and the collection of audit materials. Addax
also leverages Chrome native messaging to launch auctions.

Our implementation of Addax can complete auctions over
WAN with twice the average number of bidders reported in
production ad exchanges [92] in 440–580 ms (for first and
second-price auctions), and requires only 1.2 MB of commu-
nication between the publisher and the auxiliary server (§9.2).
This is fast enough for ads to be loaded asynchronously with-
out affecting page load time for the overwhelming majority
of websites today [1, 7, 20, 87]. In terms of throughput, Ad-
dax can handle around 250–360 auctions per second per core
(for second and first-price auctions), which is roughly 40%
of what our non-private and unverified baseline can achieve.
Creating the audit trail requires additional computation on the
part of bidders but adds negligible overhead to users’ browsers
and publishers. In contrast, the same auction implemented in
existing state-of-the-art cryptographic frameworks (MPC and
FHE) requires over 4 GB of communication and over 100 sec.

Limitations. Ad exchanges do more than just run auctions
and deliver ads. They vet advertisers to ensure users do not re-
ceive malware; mitigate fraud; and provide powerful analytics.
Addax does not yet address these complementary and critical
aspects, but Section 11 discusses concrete directions to incor-
porate such features into Addax’s architecture. Finally, Addax
can achieve better performance (optionally) at the expense of
revealing the existence of winning ties (§4.4).

2 Background and goals
Ad exchanges are platforms that auction impressions (the dis-
play of a text, image, or video ad) on a publisher’s website
or mobile application in real time. Exchanges support highly
targeted advertising whereby bidders (advertisers or their rep-
resentatives, called demand-side platforms) get a chance to
evaluate the publisher and the user to whom the ad will be
shown to decide how much they would be willing to pay (if
at all). This type of programmatic real-time bidding (RTB)
advertising accounts for over a third of all digital ad spend-
ing today [22, 27]. Some of the largest ad exchanges include
DoubleClick, PubMatic, OpenX, and Facebook.

To participate in an ad exchange, a publisher inserts a supply-
side platform’s (SSP) iframe or JavaScript snippet into their
page. An SSP is a service that sells the publisher’s ads on an
exchange (publishers can also run their own SSP). When a
user’s browser fetches the publisher’s site and executes the
provided JavaScript, it sends an HTTP GET request to the
SSP supplying the user’s cookie, and awaiting for an ad to
be returned. At this point, the SSP can identify the user and
publisher, and start an RTB auction. During this process, the
exchange invites dozens of potentially interested bidders to
bid on the user [92], supplying them with demographic in-
formation, and relevant details about the publisher and the
ad space (size, type, location within the page). To facilitate
the valuation of the user, exchanges and bidders synchronize
cookies [19, 23] to allow bidders to learn the identity of the
user in their respective platforms (if applicable). Based on
this information, bidders return a bid in CPM (cost per 1000
impressions), which ranges from cents to tens of dollars [32].

Upon receiving all bids, the exchange runs an auction where
it selects the winning bidder and charges them the auction’s
sale price based on the type of auction. Two common types are
first-price (winner pays what they bid) and second-price [83]
(winner pays second highest bid) auctions. Finally, the ex-
change notifies the SSP with the result of the auction, who
then responds to the user’s GET requests with the information
that the browser needs to retrieve the ads (images, videos, etc.)
from a storage server.

2.1 Header bidding

Header bidding [4] is a recent advertising paradigm where the
publisher (or its SSP) works with multiple exchanges to sell its
ad slot in real time. It is called “header bidding” because the
publisher supplies JavaScript code that runs in the <header>
part of the page (which loads as soon as the page starts open-
ing in the user’s browser), and this code triggers the process
of contacting the exchanges. The exchanges then internally
run their own auctions (first or second-price) and send back
the winning bids to the browser. The browser then sends the
winning bids to the publisher (or its SSP), which runs another
auction (typically first-price), selects the highest bid as the
winner, and forwards the winner’s ad tag to the user’s browser.
Google’s Open Bidding platform is similar [30].
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2.2 Concerns with existing exchanges

We highlight three areas of concern with existing ad exchanges.
First, there is no visibility into the auction process. VEX [35]
argues that this opens the door to a variety of issues—including
those that are mentioned by the antitrust lawsuits [28, 63, 84].
Second, exchanges observe all submitted bids in the clear.
These bids represent how valuable different users and publish-
ers are to bidders, which reveals information about bidder’s
trading algorithms, finances, and future plans. Last, users lack
agency and have no say over which types of ads they receive or
what information is shared with bidders. One might imagine a
different world in which users can express an opinion on the
types of ads they consume (e.g., no ads for kids toys to avoid
children exploitation), and what information about themselves
they reveal in order to receive targeted ads.

2.3 Goals

Addax aims to address many of the shortcomings of existing
ad exchanges by giving agency to users, privacy to bidders,
and transparency to all. Addax is compatible with both tradi-
tional exchanges and with the header bidding model (including
Google’s open bidding platform). We detail these goals next.

Integrity of the auction. All parties should be able to ver-
ify that Addax’s auctions are conducted correctly, as per the
auction type (first-price, second-price, etc.).

Privacy for losing bids. Addax should hide the bids of all of
the losing bidders from everyone, even the auctioneers. One
exception is that in second-price auctions, the second highest
bid (which is technically a losing bid) becomes the sale price
and cannot be hidden.

Privacy among bidders. Bidders should not need to learn
each others’ identities or interact with one another in order to
participate in an auction. Existing exchanges do not reveal this
information, and neither should Addax.

High performance. Addax must ensure that auctions com-
plete quickly, as ads need to be displayed within hundreds of
milliseconds in order to preserve a good user experience and
follow existing RTB requirements [10, 11].

User agency. Addax’s focus is on making the auction process
accountable without exposing bidders’ information. Addax
should also allow users to have a say on which kinds of ads
they wish to receive. Ideally, Addax would also improve user
privacy, but this is not a goal of this work. Instead, we ask that
Addax make things no worse than they are today for users,
and that it be compatible with other works that aim to reduce
user tracking (such as Topics [16]). Appendix G expands on
this compatibility aspect.

2.4 Potential solutions (baselines)

Given Addax’s desire for privacy and verifiability, one might
ask whether existing tools such as homomorphic encryption
or multiparty computation fit the bill. This is not the case.

Homomorphic encryption (HE). HE libraries [24–26, 61]
allow the computation of additions and multiplications over en-
crypted data without access to plaintext values. Computing an
auction, however, requires comparisons (such as “less than”)
which are expensive to express with arithmetic operations as
they typically require decomposing values into bits and en-
crypting bits separately [25, 50]. Even recent optimizations are
expensive [41, 48, 64]. As we show in our evaluation (§9.2)
an auction with 96 bidders using the state-of-the-art TFHE
library [49, 50] takes 181 seconds. Finally, HE lacks integrity:
an auctioneer is free to compute an incorrect auction. Recent
work on composing verifiable computation with HE can ad-
dress this, but at orders-of-magnitude cost increase [40, 54].

Secure multi-party computation (MPC). MPC frame-
works [31, 65, 85] allow mutually distrusting parties to com-
pute a function over secret inputs without revealing anything
beyond the function’s outcome. It might seem natural to en-
code the auction as an MPC among the bidders but this is
impractical when there are many bidders. An alternative is to
use a delegated MPC setting whereby two parties (publisher
and auxiliary server in our setting) run the MPC on behalf of
others; bidders could send secret shares of their bids to these
two parties. However, this delegated setting lacks integrity:
either party is free to supply bogus shares to the MPC to cause
the auction’s output to be undetectably incorrect. As we show
in Section 9.2, addressing this introduces prohibitive costs.

Trusted execution environments (TEEs). Another possibil-
ity is to use trusted hardware. Besides side channel [43, 46,
68, 90] and integrity attacks [72, 82], TEEs alone cannot solve
this problem. Appendix F discusses this in depth.

3 Addax Overview
Addax is a platform where the exchange’s duties are split
among different parties. Figure 1 gives a high-level description.
Addax consists of: (i) publishers who run their own SSP and
who wish to show ads to fund their services, (ii) the client’s
browser, (iii) auxiliary servers who help to run auctions, (iv)
bidders (demand-side platforms, advertisers, other exchanges,
etc.) who bid on ad slots, and (v) an append-only log (e.g.,
blockchain, BFT consortium) for persisting an audit trail. We
discuss what happens when a user visits a page below, and
give details in the sections that follow. We defer a discussion
of how bidders join Addax and what information they supply
to Section 7 and Appendix E.

Steps ➀–➁: Client visits a publisher. When a client visits
a publisher, it receives the page content, along with a unique
auction id and a list of valid ad categories that the publisher
supports. Addax uses the 392 categories from the Internet Ad-
vertising Bureau’s (IAB) contextual taxonomy [10], which
include things like “Humor”, “Nutrition”, etc. This meta-
data is embedded within the header of the page, as in header
bidding (§2.1). An Addax-enabled browser, hereafter named
“browser”, parses the web page and extracts this metadata.
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Step ➂: Advertising filtering. Addax adopts a client-based
tracking approach inspired by Privad [58], Adnostic [80], and
Google’s recent FLoC proposal [89]. Briefly, the browser
tracks which sites the user visits over time and generates a pro-
file of the user’s interests, which it stores locally in a SQLite
database similar to how cookies are stored. After parsing a
page’s ad spot metadata, the browser combines the user’s pro-
file, the ad spot’s categories supplied by the publisher, and
disallowed categories previously flagged by the user through a
local configuration (e.g., to prevent categories that target chil-
dren). Based on the refined information, the browser fetches
bidders’ details from a bidder database. Addax supports two
types of databases: an embedded database supplied by the
publisher during Step ➁; and a public database where bidder
information is maintained on the public log (blockchain). The
former is how header bidding works today while the latter
option is more decentralized and gives users more agency over
the ads they receive. We defer the details to Section 7.

Steps ➃–➅: Private, decentralized, and verifiable auction.
The browser invites the k bidders from step ➂ to an auction.
To do so, it provides them with an auction id (unique identifier
supplied by the publisher), information about the user, and
information to contact the publisher and the auxiliary server.
Bidders decide whether to join the auction; if so, they respond
to the auxiliary server and publisher with their required ma-
terials. The auxiliary server and the publisher collaboratively
run the auction and select the auction’s winner, and the auc-
tion’s sale price. Asynchronously, and off the critical path, all
participants upload to the public append-only log materials
needed for public auditing (§5).

Step ➆: Notify winner and display the ad. After the auction
concludes, the publisher and auxiliary server learn the outcome
(but nothing else). The publisher notifies the winner and asks it
for an ad tag and payment (e.g., a signed IOU). The publisher
then forwards the ad tag to the browser so that it can fetch and
display the ad on the designated ad spot.

Verification. Auditors can use the information on the public
log to verify the auction’s outcome. By default, they only learn
whether the auction was correct and the number of bidders
that participated. In case that verification fails, Addax helps
narrow down which parties were faulty (§5.3).

3.1 Assumptions and threat model

Addax assumes an append-only log (blockchain, BFT, etc.)
and an anytrust model [88] where either the publisher or the
auxiliary server is honest. The parties may act as follows.

Bidders. Bidders who are invited to the auction can submit
bogus bids and cryptographic material. We model bidders
as covert adversaries [36] who can deviate from the protocol
arbitrarily as long as their malicious actions cannot be detected.
If detected, bidders can incur financial or legal penalties, and
can be banned by publishers. Addax assumes at least 2 non-
colluding losing bidders (otherwise information about losing

ɠ

ɡ

ɥ

ɣ

ɢ

Client’s browserPublisher

Advertisers

Blockchain & Indexers

ɤ

ɦ

create, update, delete

Auxiliary server

FIGURE 1—In Addax, the exchange’s functionality is divided among
the publisher, browser, an auxiliary server and a blockchain.

bids can be inferred from the outcome).

Publishers and auxiliary servers. Publishers may wish to
increase their revenue by lying about the auction’s outcome
(e.g., forcing the winner to pay a fee higher than the second
highest bid), learn the bids of losing bidders, or force users
to view certain ads. Auxiliary servers may wish to bias the
auction’s result to help particular bidders. We model both
parties as covert adversaries since detectable misbehavior can
tarnish their reputation or incur legal penalties.

3.2 Security properties

Addax’s auction protocol provides the following properties.

Completeness. If all parties are honest and the auction’s out-
come is correct (e.g., the winner is the highest bidder and the
sale price is the second highest bid), then Addax’s verification
protocol passes with high probability.

Soundness. If a bidder, the publisher, or an auxiliary server
misbehaves, Addax’s verification fails with high probability.

Privacy. Addax’s auction and verification hides all bids ex-
cept the highest bid and the sale price.

4 Private ad auction
This section describes Addax’s private ad auction. We begin
by describing our building blocks.

4.1 Affine-aggregatable encodings (AFE)

Prio [51] shows how one can take two or more data values
and encode each of them as a vector of λ bits such that adding
up the vectors and running a decoding function on the sum is
equivalent to computing some boolean function f (e.g., OR,
AND, XOR) on the original data values; λ is a parameter that
controls the probability of the result being correct. Prio calls
this and other similar transformations an Affine-Aggregatable
Encoding (AFE). Addax uses the “OR” boolean function to
compute auctions, so it could use Prio’s AFE. However, we
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FIGURE 2—Example of (a) the MAX algorithm using AFE, and (b) the private MAX algorithm using AFE shares. In this example, ℓ = 4
(which affects the range of bids) and we use AFE in Z5 (which affects the probability of obtaining the correct result).

depart slightly from Prio by encoding data values into a single
element in Zp (the set of integers modulo a large prime p)
rather than λ-sized bit vectors. This encoding is more expen-
sive than Prio’s (since λ < log p), but it allows Addax to add
public verifiability, as we discuss in Section 5.1. Below we
give our AFE for the “OR” function over bit values.

Encode OR. Given a bit x ∈ {0, 1}, its AFE is:

Encode-OR(x) =

{
0 ∈ Zp if x = 0
a random element ∈ Zp if x = 1

Compute OR. Given a set of n AFE values {v1, . . . , vn},
which encode n bits {x1, . . . , xn} with the above Encode-OR
procedure, one can compute the OR of the n bits as:

v = v1 + · · ·+ vn ∈ Zp

Decode OR. Given the sum AFE value v, one can correctly
recover the result of the OR operation over the underlying n
bits with probability of at least 1− 1/p as follows.

Decode-OR(v) =

{
0 if v = 0
1 otherwise

To see why Decode-OR returns the correct value with prob-
ability 1− 1/p, we consider two cases. First, when all n input
bits are 0. In this case, all AFE values are zeros so v is guaran-
teed to be zero; Decode-OR always outputs the correct value
of 0. Second, when at least one of the n input bits is 1. In this
case, since the value is independent and uniformly random,
the probability that the sum in Zp is zero is 1/p.

4.2 Computing the MAX function with AFE

Following the approach in Prio, we show how to extend the
above AFE to support MAX, which Addax uses to find the
highest bid in an auction. This construction provides neither
privacy nor verifiability; we add these later.

Suppose all input values are integers in the range [0, ℓ]. Each
input x is first represented in unary. That is, as a bit vector β
of length ℓ (β1,β2, . . . ,βℓ) where βi = 1 if and only if i ≤ x.
Observe that if we perform a bitwise OR on the unary bit
vectors of all inputs, the result will be a unary bit vector where
the index of the last “1” represents the maximum value across
all inputs. This is the idea behind the AFE of MAX.

Encode MAX. Given a value x ∈ [0, ℓ], its AFE is a vector of
ℓ values, where each value is an element in Zp. The encoding
happens in two steps: (1) represent x as a bit vector β of length
ℓ in unary format; and (2) for each bit βi, encode βi with the
Encode-OR of Section 4.1. The result is a vector M with ℓ
values, where M[i] is the AFE value of bit βi.

Compute MAX. Given n AFE vectors {M1, . . . , Mn} that
encode the values {x1, . . . , xn} as above, MAX is computed
by adding the n vectors: M = M1 + · · ·+ Mn.

Decode MAX. Given the sum vector M, one can recover
the MAX of the underlying n values in two steps. First, use
Decode-OR (§4.1) on each of the ℓ entries of M. The result is
a bit vector β of length ℓ in unary format. Second, output the
highest index j for which βj is 1. This value is the correct MAX
among the n inputs if Decode-OR outputs the correct OR for
all ℓ bits. This event occurs with probability ≥ (1− 1/p)ℓ.

Figure 2(a) gives an example of these procedures with three
inputs. Below we describe how to add privacy by secret sharing
the AFE vectors among multiple parties.

4.3 Private and decentralized MAX

Observe that computing the MAX of n values (x1, . . . , xn)
using AFE vectors (M1, . . . , Mn) requires only additions. We
can split each vector Mi into two shares (M1

i and M2
i ) that add

up to the original (Mi = M1
i + M2

i ) as depicted in Figure 2(b).
Each share is made up of uniform random elements in Zp, and
reveals no information about Mi without the other share.

Suppose that two non-colluding parties, Alice and Bob, are
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tasked with computing the MAX of n values given n AFE
vector shares. Alice receives {M1

1 , . . . , M1
n} and Bob receives

{M2
1 , . . . , M2

n}. Each party sums up their n shares to get two
sum vector shares: M1 for Alice and M2 for Bob. Finally,
both parties exchange their sum vector shares. Observe that
by adding M1 and M2, the parties can recover the sum vector
M = M1 +M2 = M1 + · · ·+Mn as shown in Figure 2(a), and
then use Decode-MAX to recover the max value.

4.4 Private and decentralized auction

We use the private MAX of Section 4.3 to compute an auc-
tion where the auctioneer’s duty is split between the auxiliary
server and the publisher. This protocol provides privacy but
not integrity (i.e., malicious actions can lead to an incorrect
outcome); we add verifiability in Section 5. A bid is given by
the position of the last “1” in a unary vector (e.g., [1,1,1,0]
and [0,0,1,0] both represent 3, though the latter is ill-formed).
We assume a maximum bid ℓ, and everyone bids within [0, ℓ].

Step 1: Set up shared secret. Before the auction starts, the
publisher and the auxiliary server commit to a random se-
cret to be used later as an unbiased source of randomness.
Concretely, when the client visits the publisher, the publisher
contacts the auxiliary server, notifies it of an incoming auction,
and supplies to it a commitment to a uniform random secret,
secretp. The auxiliary server replies with its own commitment
to a uniform random secret, secreta. They keep these secrets
hidden until Step 4.

Step 2: Encode and split bids. The browser sends an invita-
tion to selected bidders with the auction’s id. If a bidder wishes
to participate, they encode their bid using the Encode-MAX
procedure (§4.2), split the resulting vector into two additive
shares as discussed in Section 4.3, and generate a fresh signing
and verification key pair. The verification key acts as the bid-
der’s bidder id in the auction. The bidder then sends share M1

to the auxiliary server and share M2 to the publisher, supplying
both with the bidder id. Bidders who fail to submit their shares
before a timeout are kept out of the auction.

Step 3: Find the highest bid. Before computing the auction,
the auxiliary server sends to the publisher all the bidder ids
that it received, the publisher matches them with the ids that it
received, and responds to the auxiliary server with the intersec-
tion. The publisher and the auxiliary server then use the vector
shares of bidders in the intersection in the MAX protocol of
Section 4.3. If Decode-MAX produces an invalid unary vec-
tor such as [1,0,1,0], the auction is aborted; when parties are
honest, abort happens with negligible probability (§4.2). At
the end, both parties learn the highest bid, b∗, but nothing else.
To avoid parties adapting their sum vector share in response
to the other’s sum vector share, parties first exchange com-
mitments of their sum vector share; the honest party aborts if
misbehavior is detected.

Lemma 1. Let b1, . . . , bj be the bids from j honest bidders,
and let M1, . . . , Mj be the AFE vectors resulting from running

Encode-MAX on the bids. Similarly, let Mj+1, . . . , Mj+k be
AFE vectors that MAX-encode bids from k malicious bidders
(these AFE vectors can represent invalid unary vectors like
[1,0,1,0]). Decode-MAX on the sum of these j+k AFE vectors
outputs, with high probability, either an invalid value (invalid
unary representation) or a value ≥ max(b1, . . . , bj).

Lemma 2. Let M1 and M2 be sum vector shares held by the
auxiliary server and publisher, respectively. During Decode-
MAX, if the auxiliary server uses a different sum vector share
M′1 without having seen M2 first or the publisher uses a differ-
ent sum vector share M′2 without having seen M1 first, then
the output of Decode-MAX is, with high probability, either an
invalid value (invalid unary representation) or ℓ.

Appendix A gives proofs for both lemmas. Together they im-
ply that malicious actions by participants lead to the resulting
highest bid being invalid or at worst larger than the real highest
bid. Either outcome leaks no information about honest losing
bidders’ bids to the attacker (our privacy goal). Furthermore,
malicious actions are detected by Addax’s verification.

Step 4: Find the winner. The publisher and the auxiliary
server find the winner (the bidder id of the party who submit-
ted b∗) interactively. First, both parties decommit to the secrets
they generated in Step 1, check the decommitment, and XOR
the secrets together to obtain secret = secreta ⊕ secretp. Since
at least one party is honest, secret is uniformly random and
independent of the bidder ids generated by the bidders; the
parties use secret as the seed to a pseudorandom generator
(PRG). Both parties locally use the PRG to pick the same ran-
dom bidder w from the set of participating bidder ids, which
avoids biasing the auction towards a particular bidder in the
case of ties (the PRG is for fairness not for privacy). The
auxiliary server sends the b∗-th value of its share of bidder
w’s vector, M1

w[b
∗], to the publisher and the publisher sends

M2
w[b

∗]. Both parties then locally sum the two shares to obtain
Mw[b∗] = M1

w[b
∗] + M2

w[b
∗]. Applying Decode-OR to Mw[b∗]

yields βb∗ , which is the bit of bidder w at position b∗ in the
unary vector (§4.2). If βb∗ is 0, bidder w is not the winner
(since its bid must be lower than b∗). Note that learning βb∗

reveals no additional information. The publisher and the auxil-
iary server continue to pick a random bidder id w until the bit
βb∗ of w is 1 (n/2 tries in expectation). In such a case, w is the
winner. Finally, the auxiliary server and publisher ask w if its
bid is b∗. Bidder w replies only if it receives the same query
from both parties. If w’s bid is not b∗, it sends abort to both
parties and the auction is aborted. If there are ties (i.e., multi-
ple bidders submitted b∗), this procedure returns a uniformly
chosen one. The ids of other tied bidders remain hidden.

Lemma 3. In Step 4, if the auxiliary server sends to the pub-
lisher an AFE share that is different than what it received from
the candidate winner w (i.e., different from M1

w[b
∗]) or the

publisher sends to the auxiliary server an AFE share that is
different than what it received from w, then the auction aborts
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or w is declared the winner with high probability. In the latter
case, w is either the real winner or a malicious bidder.

Appendix A proves this lemma. It basically means that a
malicious publisher or auxiliary server can only ever make
a colluding bidder the winner; they cannot cause a winner
(if chosen by the PRG) to lose, nor can they make an honest
losing bidder the winner (and hence learn its bid).

Step 5: Compute the sale price. The above four steps are
sufficient to compute first-price auctions (the most common
type) where the winner is the highest bidder and the sale price
is its bid. To support second-price auctions (sometimes used
by exchanges), the auxiliary server and publisher subtract the
winning bidder’s vector share from the sum vector share (e.g.,
the auxiliary server subtracts M1

w from M1). They then rerun
Step 3 to obtain the second highest bid.

Lemma 4. If either the auxiliary server or the publisher mis-
behaves in Step 5, or a malicious bidder is declared the winner
in Step 4, then the computed sale price is, with high proba-
bility, either: (1) the highest bid among all bidders; (2) the
second highest bid among all bidders; or (3) ℓ.

Appendix A has the proof of this lemma, which again hides
the losing bids (besides the second-highest). Furthermore, any
misbehavior is eventually detected during an audit.

5 Adding public verifiability
For an auditor to verify the outcome of an auction, the auditor
needs to check that (1) the highest bid b∗ selected in Step 3
of the auction is correct; (2) that the bit βb∗ of the winning
bidder is 1 in Step 4; and (3) that the value computed in Step
5 was set as the auction’s sale price. We start by making the
output of AFEs publicly verifiable, and then discuss how an
auditor can perform the above checks.

5.1 Verifiable and private AFEs

We make AFEs verifiable with a procedure that takes the
result of the AFE computation—the sum vector v—and com-
mitments to the inputs, and outputs whether v is correct.

The key idea of our verification procedure is to observe that
by their very nature, AFEs encode inputs in such a way that
the desired functions (OR, MAX, etc.) can be computed with
only additions. Hence, if one uses an additively homomorphic
commitment scheme on the input AFE values, it is possible to
check the result of the AFE computation without learning the
inputs by adding the commitments and confirming whether
the result is also a valid commitment of the output. We explain
this process for the “OR” AFE of Section 4.1.

Encode V-OR. Given a bit x ∈ {0, 1}, its verifiable AFE is a
tuple v consisting of 2 elements in Zp defined as follows. The
first element in v is given by Encode-OR (§4.1). The second
element in v is a non-zero uniform random element in Zp.

Commit V-AFE. Given a V-AFE tuple v ∈ Z2
p encoding bit

x with Encode V-OR, we use the Pedersen commitment [74]
defined over a multiplicative group G of prime order p with
generators {g, h}.1 The commitment is c = gv[0] · hv[1].

This commitment perfectly hides the V-AFE tuple (an ad-
versary cannot learn the tuple from the commitment); it binds
the tuple (a committer cannot claim to have committed to a
different tuple) if the discrete log problem is hard in G. It is
also additively homomorphic: given a commitment c1 ∈ G to
a tuple v1 ∈ Z2

p and a commitment c2 ∈ G to a tuple v2 ∈ Z2
p,

c3 = c1 · c2 is a valid commitment to the tuple v1 + v2.

Compute and Decode. Given a set of n V-AFE tuples
{v1, . . . , vn}, which encode n bits {x1, . . . , xn} with the above
Encode V-OR procedure, compute the OR of the n bits by
adding the V-AFE tuples component-wise: v = v1 + · · ·+ vn.
Decode V-OR calls Decode-OR on the first element in v.

Verify V-OR. Given the V-AFE sum tuple v which encodes
the result of the Compute V-OR procedure over n V-AFE tu-
ples {v1, . . . , vn}, and given a set of commitments {c1, . . . , cn}
to these tuples generated with the Commit V-AFE procedure,
one can verify v by checking if gv[0] · hv[1] ?

=
∏n

j=1 cj. Verify
V-OR outputs “ok” if the check passes, and “fail” otherwise.

The above approach generalizes to other functions (e.g.,
MAX) that require more complex encodings (e.g., vectors)
since those encodings are just sets of AFE values. For example,
a V-AFE vector is simply a vector of V-AFE tuples, and the
commitment is a vector of Pedersen commitments—one for
each tuple in the V-AFE vector. The approach can also be com-
bined with secret sharing (§4.3) to hide the inputs from non-
colluding parties. Specifically, the input providers (e.g., bid-
ders in our case) generate their V-AFE vectors {M1, . . . , Mn}
and compute the corresponding commitments {c1, . . . , cn},
which are made available on a public log. Then, the input
providers generate secret shares for their V-AFE vectors and
give these shares to the computing parties as described in Sec-
tion 4.3. Finally, the computing parties combine their sum
vector shares into the V-AFE vector M and verify each entry
with Verify V-OR and the commitments.

5.2 Verifiable, private, and decentralized auction

We now discuss how to extend the protocol of Section 4.4 with
the V-AFE construction of Section 5.1 to obtain verifiability
of the auction’s outcome in addition to privacy.

Recall that in Step 2 of the auction protocol (§4.4), a bidder
i encodes its bid using Encode-MAX (§4.2) which produces
an AFE vector Mi, where each entry in Mi is an Encode-
OR (§4.1) of each bit of bidder i’s unary-formatted bid. In our
verifiable auction, the bidder instead uses the Encode V-OR
procedure (§5.1), so Mi is made up of ℓ V-AFE tuples. Bidder i
also creates, for each entry of Mi, a commitment using Commit

1As an (insecure) example, the set {1, 3, 4, 5, 9} in Z11 forms a multiplicative
group with 5 elements (its order is p = 5). A generator for this group is 3
since repeated multiplications of 3 with itself generates every element.
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V-AFE (§5.1). Let Ci denote the corresponding vector of ℓ
commitments for Mi. Bidder i then splits Mi (§4.3), and sends
to the auctioneers a collision-resistant hash of Ci and the AFE
vector shares (M1

i or M2
i , depending on the party).

Asynchronously, bidder i uploads to the public log (§7) its
bidder id, Ci, and a signature of Ci that validates with the
bidder id (recall that bidder ids are verification keys). The
other steps of the auction proceed as before. At the end of the
auction, the publisher and the auxiliary server upload an audit
trail to the public log containing: (1) the auction’s outcome,
consisting of the bidder id of the winner w, the highest bid
b∗, and the auction’s sale price; (2) their share of the sum
vector computed in Step 3 and 5 of the auction protocol; (3)
the b∗-th entry of the V-AFE vector share of each candidate
winner chosen in Step 4 and the seed for the PRG used; and
(4) the hashes (to commitments) they received from bidders.

Deferred public verification. After the auction completes,
an auditor can choose to verify that the auction was done
correctly as follows. The auditor accesses the auction’s audit
trail from the public log, and verifies that the uploaded hashes
match the commitments, and all signatures on the commit-
ments are valid. To verify the highest bid in Step 3, the auditor
aggregates the sum vector shares in the audit trail to obtain
M. Then, the auditor computes the highest bid b∗ by calling
Decode-MAX on M (§4.2). Finally, the auditor runs, for all
j ∈ [1, ℓ], Verify V-OR (§5.1) using as input the j-th entry of
M (acting as the V-AFE sum value), and the j-th entry of every
commitment vector submitted by the n bidders (i.e., for all
i ∈ [1, n], Ci[j]), as the commitment set. If all checks pass, then
Step 3 was correct. The auditor performs the same actions for
Step 5 to verify the second highest bid.

To verify Step 4, the auditor checks, for each of the can-
didate winners x, whether gMx[b∗][0] · hMx[b∗][1] ?

= Cx[b∗]. The
auditor also checks that the Decode-OR of Mw[b∗] is 1 (i.e.,
the actual winner’s bit at position b∗ is indeed a 1), and the
Decode-OR of Mx[b∗] for all other candidate winners x is 0.
Then, the auditor uses the PRG and the seed in the audit trail
to check that the bidder ids of the set of candidate winners are
correct and that w was the last bidder id sampled.

Theorem 1. Addax’s auction protocol with deferred verifica-
tion achieves completeness, soundness, and privacy.

We give the full definitions and proofs in Appendix B. Note
that detection is different from finding the party at fault.

5.3 Assigning blame

An auction may be aborted during the online phase, or deferred
verification may fail. In these cases, Addax can narrow down
the set of faulty parties. As parties participate in many auctions
(recall that exchanges process billions of auctions per day),
one could develop detection algorithms that flag those who
are present in an unusually high number of aborted or failed
auctions. We discuss this in more detail in Appendix D.

6 Optimizations
This section discusses two optimizations. The first adds inter-
action between the bidders and the auctioneers to dramatically
cut costs. The second reduces interaction between the auction-
eers, which lowers latency, but leaks the existence of ties.

6.1 Less communication with an interactive MAX

A major drawback of the proposed private auction protocol
is that the computation and communication complexity of
computing MAX using AFE vectors and their correspond-
ing shares is O(ℓ), where ℓ is the highest possible bid (§4.2).
Meanwhile, bids range from cents to tens of dollars; a realistic
deployment would need ℓ ≥ 1,000, which is too costly. In
this section we show how to modify the auction protocol to
add r rounds of interaction between bidders and the auction-
eers (publisher and auxiliary server) in exchange for reducing
computation and communication complexity to O(r · ℓ1/r).

High-level idea. In Figure 2, bidders first represent their bids
as a unary bit vector, and then use Encode-OR on each bit to
create vector M. This vector is then split into shares M1 and
M2. The auctioneers aggregate their shares locally and then
exchange their sum vector shares to construct the sum vector
M. This vector is then decoded into a unary bit vector that
contains the result of max. Observe that if the bidders were to
use Encode-OR only on the last two bits of their bit vectors
(the gray and light gray cells), they would obtain the last 2
entries of M, which would then be split into the last two entries
of M1 and M2, and would become the last 2 entries of the sum
vector shares, and finally of M. Decoding these two entries of
M results in the last two bits of the final unary bit vector (in
the example these bits are 1 and 0). The fact that the last bit
is 0 means that the max value must be < ℓ. The fact that the
penultimate bit is 1 means that the max value must be ≥ ℓ− 1.
Hence, encoding and sharing only a subset of bidders’ unary
bit vectors is enough to compute the max value. Of course, in
this example we knew ahead of time which two elements to
pick to get a tight upper and lower bound on the max. In our
protocol, the auctioneers do r rounds of k-ary search (k = ℓ1/r)
to find the consecutive positions at which the final unary bit
vector changes from a 1 to a 0, which yields the max.

Protocol. Using the notation of Section 4.3, each bidder i
sends ⌈ℓ1/r⌉ entries of the AFE vector shares M1 and M2 to the
auctioneers in each round. The entries sent in each round are
evenly distributed between the current lower and upper bounds
on the maximum bid (initially set to 1 and ℓ, respectively).
For each of the chosen entries j, the auxiliary server runs the
Compute-OR procedure (§4.1) by aggregating the shares it
receives from each bidder i: M1[j] =

∑
i M1

i [j]. Likewise, the
publisher computes M2[j] =

∑
i M2

i [j]. The publisher and the
auxiliary server then exchange their sum shares for each entry
j, allowing the reconstruction of M[j] = M1[j]+M2[j]. Calling
Decode-OR (§4.1) on M[j] returns whether bit βj in the unary
vector is 1 or 0. If βj is 1, the highest bid b∗ ≥ j. Else, b∗ < j.
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This establishes a new lower and upper bound on b∗ with
respect to the exchanged entries. After r rounds, the number of
entries sent by each bidder to each auctioneer is ≤ r · ⌈ℓ1/r⌉.

In this protocol, bidders transmit a subset of the entries that
they send to the auctioneers in the non-interactive variant, and
hence they reveal less information. But there is one down-
side: bidders or an auctioneer can adaptively send inconsistent
shares in response to partial information (e.g., knowledge that
the max is in a given range). This could affect the auction’s
integrity. Addressing this issue requires extending the protocol
with two extra safeguards: (1) an asynchronous step to find
the sale price bidder which is similar to Step 4 in Section 4.4;
and (2) generating a zero-knowledge proof that the sale price
bidder’s AFE vectors are valid without leaking the original
AFE vector. Appendix C describes these steps in detail and
proves the following two lemmas.

Lemma 5. If either the auxiliary server or the publisher mis-
behaves, or malicious bidders issue inconsistent AFE shares,
the above interactive protocol leaks no more information about
losing bidders’ bids than the non-interactive variant.

Lemma 6. If either the auxiliary server or the publisher mis-
behaves, or malicious bidders issue inconsistent AFE shares,
the above protocol (with the extra safeguards) ensures that
malicious actions are detected during an audit.

6.2 Lower latency by leaking the existence of ties

Of all the steps in the auction protocol, finding the winner
(§4.4, Step 4) is the most expensive since each interaction
between the publisher and the auxiliary server occurs over
WAN. This step consists of two parts: (1) pick a random can-
didate winner w, and (2) exchange the b∗-th entry of w’s AFE
vector shares to determine whether w indeed had the highest
bid—trying again otherwise. The iterated nature of this algo-
rithm aims to find one of the highest bidders at random (as
soon as a highest bidder w is found, the auctioneers halt). One
can eliminate this cost if one is willing to leak the number of
ties. The protocol is simple: the publisher and auxiliary server
exchange the b∗-th entry of the vector shares of all bidders. In
the absence of ties, after decoding, only one bidder will have a
1 and all others will have a 0. If there are ties, multiple bidders
will have a 1 at position b∗, and the auctioneers use the PRG
to break the tie. Addax adopts this tradeoff.

We note that the added leakage is actually minor given that
in the interactive protocol (Step 4), one learns that it took k
tries to find the winner. In an auction with no ties, k would
be n/2 in expectation, so the value of k already leaks some
information about the number of potential ties that may exist.

7 Search and filtering
In Addax, bidders register to participate in auctions by storing
their information (e.g., ad categories, domain of their bidding
service) on a public tamper-proof log, and auction participants

also use this log to create an audit trail (§5.2). Our implemen-
tation uses the Algorand blockchain [3] to maintain the log,
though we could have used a BFT consortium or a trusted
party (if one exists). Addax also needs a way to search the
blockchain. This is typically done by downloading the en-
tire blockchain and locally searching for the desired objects.
Of course, this is onerous for browsers, as no user would
ever maintain a copy of the blockchain just to receive ads.
Instead, our implementation uses the Purestake indexer [14].
The downside is that one must trust this indexer. One way to
remove this assumption is to use a verifiable search engine for
blockchains [69].

Even with the Purestake indexer, querying data is slow: it
takes seconds to get a response. Therefore, Addax keeps a
copy of the log in untrusted cache servers; Addax then queries
Purestake asynchronously to verify the cache servers’ results.
Querying cache servers takes only a few milliseconds.

In the rest of this section we describe how browsers do local
filtering and fetch advertisers’ data. We discuss how browsers
interact with the Algorand blockchain in Appendix E.

7.1 Filtering and inviting advertisers

Upon visiting a page with ads and obtaining a list of allowed
categories from the publisher, the browser queries the cache
server to get bidders who match these categories. The browser
caches bidder information and only sends “if-modified-since”
requests to the cache server to reduce communication. Bor-
rowing ideas from Privad [58] and Adnostic [80], the browser
assigns a preference score for each of the returned bidders.
The browser then picks the top k bidders and invites them
to join the auction, supplying them with information about
the publisher and the user. Depending on the configuration of
Addax, the user information can be empty (for generic ads),
include a group or topic id (as in FLoC [89] and Topics [16]),
or include cookies and demographic information. Since the
publisher’s revenue depends on bids, and bidder valuations are
based on user information, different publishers can require dif-
ferent levels of information disclosure to access their content.
This is similar to how publishers detect ad blocking software
and request that users disable it.

8 Implementation
Addax consists of 2.2K lines of C++ and 400 lines of Python
and PyTeal [15] for Algorand smart contracts. Addax’s client-
side tracking is done outside the browser and interacts with
Chrome via native messaging [9]. We use OpenSSL 3.0.0 [12]
for basic cryptographic operations (e.g., BN_rand as the PRG).
Addax’s Pedersen commitment (§5.1) is defined over elliptic
curve secp192r1, as is the Schnorr signature scheme [78]
that bidders use to sign their log entries. Elements in V-AFE
vectors are defined over the 192-bit field used in secp192r1.

Baselines. To contextualize our contributions, we implement
baselines using state-of-the-art homomorphic encryption (HE)
and secure two-party computation (2PC) frameworks:
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• CKKS on SEAL [25, 47]: HE for arithmetic operations.
• TFHE [49, 50]: HE for boolean operations.
• MASCOT on MP-SPDZ [65, 66]: Arithmetic 2PC.
• ag2pc on EMP toolkit [85, 86]: Boolean 2PC.

Homomorphic encryption. The publisher generates cryp-
tographic keys and sends the public key to bidders. Bidders
send bids encrypted with the public key to the auxiliary server,
who runs the auction over ciphertexts and supplies the result
to the publisher for decryption with the secret key. For SEAL
we implement and measure the maxId algorithm by Cheon
et al. [48] which is the best known way to find the ciphertext
with the max value. While this is a subset of running an auc-
tion, this one step is already more expensive than Addax’s full
auction protocol. For TFHE we implement the whole auction.
Neither baseline provides integrity.

Multiparty computation. Advertisers commit to their bids
and send them to the publisher and auxiliary server alongside
additive shares of their bids and the commitment randomness.
Inside the MPC, the auxiliary server and publisher reconstruct
the bids and the commitment randomness from their shares,
check that the commitments match, and the bids are the com-
mitted values, and then run the auction using the bids. For
commitments we use H(rand||bid) and assume H is a random
oracle. We use hash functions already implemented and opti-
mized for these frameworks (e.g., SHA3, SHA256, MiMC).

9 Evaluation
This section studies the following questions:
1. What are the costs of Addax’s auction for each party?
2. How does Addax’s auction compare with alternatives?
3. What is the resource overhead of deploying Addax over a

non-private and unverifiable exchange?
4. How expensive is the verification procedure?

Appendix E.3 discusses the cost of interacting with the log.

Evaluation environment. We run our experiments across
AWS data centers to account for Addax’s decentralized nature.
The publisher is in US East (Ohio) on a c5.2xlarge instance,
the auxiliary server in US West (OR) on a c5.2xlarge instance,
and bidders in US West (CA) on c5.12xlarge instances. We
use standard Ubuntu 20.04 for all of them. PureStake exposes
a REST API and runs on servers in Ontario, CA, and OR.

Method and metrics. Our key metrics are the end-to-end
latency, total network communication, and throughput of the
auction procedure. This includes the events after the browser
fetches the page from the publisher and initiates the auction,
but before the browser fetches and displays the ad on the user’s
screen. In short, we measure the overhead of Addax over the
status quo of using a centralized non-private ad exchange.
We report the mean over 20 trials and one standard deviation.
We focus on second-price auctions in this evaluation, as they
are the more complex type of auction. If Addax is used for
first-price auctions, the costs are 30% lower: auctions with

Size (MB) Generation (ms)

AFE vector shares 0.48 87.55

Materials (non-interactive) 0.25 537.9

Materials (interactive) 1.705 1,802.0

Non-interactive 2-round 4-round

Communication (MB) 0.48 0.0144 0.0034

FIGURE 3—Size of AFE vector shares and other materials (e.g.,
commitments), their generation time, and the total communication
between a bidder and one auctioneer under different Addax variants.

96 bidders complete within 440 ms, and Addax can sustain a
throughput of 360 auctions per second per core.

Parameters. Prior reports [92] suggest that the typical num-
ber of bidders (usually demand-side platforms) in an auction
is under 30. We experiment with up to 96 bidders, but Addax
could handle more with little extra latency since most of the
latency comes from round trips between the two servers and
is not impacted by the number of bidders. We set ℓ = 10,000,
which supports bid ranges consistent with those observed in
practice [93]. This results in a probability of computing the
wrong MAX of ≈ 1− (1− 1

2192 )
10,000, which is negligible.

Our baseline implementations are generous: we use 13-bits
for bids (4/5 of our bid range) and do not measure the time to
receive shares or ciphertexts from bidders for any of them.

9.1 Microbenchmarks: Addax’s auction protocol

To answer our first research question we microbenchmark the
operations of each of the auction participants.

Bidder’s cost. Before the auction starts, bidders encode their
bids, commit to the encodings, and send their shares to the auc-
tioneers. Figure 3 depicts the time required to generate an AFE
vector, and the verification materials in both the non-interactive
protocol (§5) and the interactive variant (§6.1) using 8 CPU
threads. For the latter we include the cost of the safeguards
detailed in Appendix C.2. As shown in the figure, generating
these materials is more expensive than the time budgeted for
an auction. However, AFE vectors are made up of random
elements; the only dependence on bids is whether to use a
uniform element or a zero (§4.1). As a result, all materials
can be precomputed and kept aside. Furthermore, their genera-
tion is parallelizable: we get a 5.83× speedup with 6× more
cores. We expect bidders to be able to maintain their desired
throughput, albeit at a higher cost ($) than they incur today.

When the auction starts and the bidder decides on its bid, it
can draw from the set of pre-generated materials to construct
bid-specific AFE vector shares, commitments, and proofs.
With pre-generated materials, bidders respond in 10 ms.

Local auction computation. To determine the costs to the
auxiliary server and the publisher we run a microbenchmark
where both auctioneers run on the same machine, are given all
materials (e.g., AFE shares), and compute the auction without
the effects of network latency. Figure 4a shows the time for
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FIGURE 4—Cost of running and verifying an auction across Addax’s variants. Figure (a) depicts the processing time incurred by each
auctioneer; (b) depicts the communication costs for each auctioneer; and (c) depicts the costs to an auditor.
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FIGURE 5—End-to-end latency and communication costs for an
auction in Addax and several baselines over WAN.

different Addax variants. Compared to the non-interactive
protocol, Addax with 4 rounds (§6.1) requires fewer operations
since it acts on a tiny subset of the entries of the AFE vector,
and reduces computation time for a 96 bidder auction from
102 ms to 2.8 ms. Interactivity also reduces communication
costs for effectively the same reason (acts on fewer entries). As
we show in Figure 4b, the size of the AFE shares exchanged
between bidders and each auctioneer in the non-interactive
variant of Addax with 96 bidders is 47.68 MB, whereas it is
0.28 MB with 4-rounds and 1.23 MB with 2-rounds.

9.2 End-to-end performance

The above microbenchmarks give an idea of the computation
and communication costs that are expected when running auc-
tions with Addax. However, the metric that actually matters is
end-to-end latency over WAN. Figure 5 shows the computa-
tion and communication costs of Addax’s end-to-end protocol
over a WAN deployment, from the time that the publisher
starts the auction, to the time the winner is notified. This figure
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FIGURE 6—Median and 99-percentile response time and server
throughput for Addax and a non-private baseline for an auction with
96 bidders. Each data point represents the latency and the throughput
achieved at a given load (low and to the right is better).

also shows the baselines described in Section 8.
In terms of auction latency, Addax’s 2-round variant is by

far the most efficient option, often by orders of magnitude
compared to the baselines. Addax’s 2-round variant beats the
4-round variant due to fewer WAN RTTs at a slight increase
in the amount of communication. At 96 bidders, the browser
receives an ad tag from Addax in 579 ms; behind the scenes,
the auctioneers exchange 1.23 MB of data to compute the
auction. Of this time, the servers only spend 5 ms computing;
the rest is network latency. Thus, having more bidders will not
meaningfully increase the end-to-end latency of Addax.

For comparison, studies [1, 7, 20, 87] show that page load-
ing times today take several seconds, so we expect Addax to
run auctions asynchronously as the page loads without signifi-
cantly impacting the user experience.

9.3 Costs over a non-private unverifiable baseline

To understand the additional computational resources required
to deploy Addax, we compare its throughput on a c5.2xlarge
instance (4-core VM) to a baseline that simply finds the highest
and second highest bids (the only non-trivial computation
is establishing a TLS session between the browser and the
publisher). We run an open-loop workload with varying load
and with all inputs already in-memory, so we do not measure
network latency. Figure 6 gives the results.

Addax’s 2-round and 4-round variant achieve 8.1× and
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Non-interactive 2-round 4-round

Auctioneers 1.932 0.056 0.025

Bidders 0.250 0.250 0.250

Winner 0.250 0.730 0.730

Sale price bidder 0.250 1.705 1.705

FIGURE 7—Total size (MB) of the audit information that parties
must upload to the public log in an auction of 96 bidders.

2.7× lower throughput than the baseline. As Addax requires
two servers, this translates to 16.2× and 5.4× more computa-
tion resources to maintain the same throughput as the baseline.
This suggests that Addax could process the high volume of auc-
tions that exchanges process today while providing integrity
and privacy guarantees—albeit at a premium cost.

9.4 Cost of verification

In this section we evaluate the cost for auction participants to
supply the necessary materials to leave an audit trail, and for
an auditor to validate the correctness of an auction.

Leaving an audit trail. After the auction finishes, partici-
pants upload their audit materials (§5.2–§5.3) to Algorand.
This takes around 0.8 sec. Figure 7 gives the size of the ma-
terials that each party uploads for a 96-bidder auction. In the
interactive variants, the winner uploads its full AFE vector,
and the sale price bidder uploads its full AFE vector with a
random mask and proofs as described in Appendix C.5.

Verification time. Verification requires downloading the ma-
terials from Algorand, checking the hash of commitments,
and checking the recovered AFE sum vectors and bit encod-
ings (§5.2). Auditors also need to validate that AFE vectors
from the winner and sale price bidder are valid (§C.2). Fig-
ure 4c depicts the time of verification. In the non-interactive
variant, deserializing commitments and verifying the two sum
vectors takes most of the time. In contrast, in the interactive
variants the expensive step is validating the winner and sale
price bidders’ AFE vectors. To verify a 96-bidder auction, the
non-interactive variant requires 4.27 sec, while the 2-round
and 4-round variants take 1.66 sec and 1.49 sec, respectively.

10 Related work
This section describes other efforts that relate to Addax.

Advertising. There is a rich literature in privacy preserving
ads [35, 44, 52, 57–59, 75, 76, 80], but none focuses on private
and verifiable auctions. VEX [35] provides verifiability but
the auctioneer learns all bids. Privad [58, 59], Adnostic [80],
FloC [89], Topics [16], and others [37, 57, 76] reduce the
collection of user information, but auctions are still conducted
by a party that learns all bids and cannot be audited.

Private and verifiable auctions. In other domains, there is
work on private or verifiable auctions. Parkes et al. [73] pro-
vide auction integrity but the auctioneer learns all bids, unlike

Addax. Other works [62, 67] provide privacy but not integrity.
Finally, there are several multiparty protocols [38, 42] where
the bidders jointly compute the auction. This is worse than
our MPC baseline in Section 8 in that here bidders actively
participate in the protocol rather than merely generating shares.
This does not scale to more than a handful of bidders.

11 Discussion
Addax departs from the status quo by introducing accountabil-
ity to an opaque ecosystem. While this is a disruptive change,
there are two things on Addax’s favor. First, the ad-tech indus-
try already uses browsers to kickstart auctions and invite bid-
ders [4] and newer proposals like Google’s FLEDGE [33] push
even more functionality to browsers include client-side track-
ing. Second, Addax is incrementally deployable: an Addax-
enabled browser can send an HTTP X-header indicating its
support of the protocol, and interested publishers can respond
with Addax-based ad spots while continuing to offer tradi-
tional ads to other users. Furthermore, we think many missing
features can be implemented in Addax.

Content curation. A key role of exchanges is to prevent
malvertising (the use of ads to spread malware) or ads that
can damage the publisher’s brand. On the one hand, content
curation is hard even in centralized environments: reports of
malicious actors leveraging ad networks to distribute malware
are common [8]. On the other hand, since advertisers publish
their information on Addax’s public log, one could imagine
requiring advertisers to upload their ads as well. Then, just like
existing services scan blockchains for anomalous transactions,
they can scan Addax’s log to detect and flag malicious ads.

Fraud prevention. Many existing mechanisms to prevent
publisher fraud (e.g., using clickbots to increase revenue) [79]
still work in our setting. For example, bidders can still observe
anomalous changes in ad traffic from a publisher, and can
perform randomized auditing with bluff ads [60] (uninviting
ads unlikely to be clicked by real users). Other techniques
that collect hard-to-fake signals from a device with the aim of
detecting bots [18, 21] could also be used, but more work is
needed to port them to our context.

Conversions. Analytics are also critical to the ad ecosystem.
Currently, advertisers and publishers rely on third-party cook-
ies to track when a user performs an action after viewing an ad
(a “conversion”). A recent proposal [94] shows how this can be
done without cookies and without learning the user’s identity;
this approach is compatible with Addax’s architecture.

Trust-performance tradeoff. Our description of Addax uses
2 parties but the protocols naturally generalize to k auxiliary
servers; if either the publisher or any of the k auxiliary servers
is honest, Addax provides its guarantees. Of course, as the
number of parties increases the costs also increase. This trade-
off can be taken into account at deployment time.
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A Proofs for lemmas

Proof of Lemma 1. Let h be the maximum bid among all
honest bidders. The event claimed in Lemma 1 is equiva-
lent to one of two cases: (1) Decode-MAX outputs a valid
unary bit vector whose value is larger than or equal to h; or
(2) Decode-MAX outputs an invalid unary bit vector. Con-
sider the opposite event where Decode-MAX outputs a valid
unary bit vector whose value is smaller than h. We denote
the probability of this event as Pr(opposite). Pr(opposite) ≤
Pr(Decode-OR outputs 0 at position h) ≤ 1/p. Therefore, the
probability that the output of Step 3 is greater than or equal to
h or is an invalid unary bit vector is 1−Pr(opposite) ≥ 1−1/p.
In our construction p is a large prime, and hence 1− 1/p ≈ 1.

Proof of Lemma 2. Let two parties hold additive shares for
a given AFE value that was produced by Encode-OR. Let
one of the parties be honest and the other malicious. Without
seeing the share held by the honest party, the probability of
the malicious party generating a share that results in Decode-
OR outputting 0 is 1/p: the malicious party would have to
correctly guess the exact value needed to make the two shares
add up to 0, and shares are uniformly random values in Zp.
Thus, the probability of a malicious party generating AFE
shares which lead to Decode-OR outputting 1 is 1− 1/p.

We use Pr(b) to denote the probability that Decode-MAX
outputs b, and Pr(invalid) to denote the probability that
Decode-MAX outputs an invalid bit vector. Decode-MAX out-
puts b means that the decoded bit vector is [1, . . . , 1︸ ︷︷ ︸

b

, 0, . . . , 0︸ ︷︷ ︸
ℓ−b

].

Thus, Pr(b) = (1/p)ℓ−b · (1− 1/p)b.
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Pr(0) + . . .+ Pr(ℓ− 1) < (1/p)ℓ + . . .+ (1/p)1

=

1
p − ( 1

p )
ℓ+1

1− 1
p

<
1

p− 1
Pr(ℓ) + Pr(Invalid) = 1− (Pr(0) + . . .+ Pr(ℓ− 1))

≥ 1− 1
p− 1

In our construction p is a large prime, so 1− 1
p−1 ≈ 1.

Proof of Lemma 3. From Lemma 2 (and its proof), if a mali-
cious party uses a bogus share for one of the bits, Decode-OR
outputs 1 with probability ≥ 1 − 1/p. Thus, if a malicious
publisher or auxiliary server ever sends a bogus AFE share,
Decode-OR would output 1 with high probability, leading to
that candidate w becoming the winner. The auxiliary server
and publisher then need to get acknowledgment from bidder
w on whether its bid bw is b∗. If w is honest and bw ̸= b∗, the
auction aborts. If w is honest and bw = b∗, w is the real winner,
as b∗ is greater than or equal to the real highest bid among all
honest bidders with high probability. If w is malicious, it could
abort or can choose to be the winner at its own discretion. If
the latter, it must pay the second-highest bid (sale price).

Proof of Lemma 4. We consider two cases: (1) bidder w is
honest and the real winner (highest bidder); (2) bidder w is a
malicious bidder and not the highest bidder. We denote b as
the computed sale price in Step 5.

For case (1), if the two auctioneers do not misbehave and use
the correct inputs from bidders to compute Step 5, then b is the
real sale price (i.e., the second highest bid) among all bidders.
If a malicious auctioneer (auxiliary server or publisher) sends
a sum vector share that is not computed correctly from bidders’
inputs (i.e., the malicious auctioneer sends a sum vector share
that is not

∑N
i=1 M1

i −M1
w) in Step 5 when computing the sale

price, b would be ℓ with high probability (Lemma 2).
For case (2), if the two auctioneers do not misbehave and

use the correct inputs from bidders to compute Step 5, Step
5 finds the highest bid among all bidders excluding bidder w.
Thus, b equals the highest bid among all bidders. If a malicious
auctioneer sends an incorrect sum vector share (not computed
correctly from the inputs of all bidders) in Step 5, then b is ℓ
with high probability (Lemma 2).

B Proof for Addax’s security properties
This section proves that Addax meets its security properties,
which include auction completeness, soundness, and privacy.

Completeness. When all parties are honest, Addax’s com-
pleteness relies on the probability of Decode-MAX being
successful when it is used to find the highest bid and the sale
price. Further, it relies on the probability of Decode-OR being

successful when finding the id of the winner and the second
highest bidder (recall this happens interactively by calling
Decode-OR on a particular entry in the AFE sum vector of
a candidate winner). In the worst case, Decode-OR might be
run on up to n candidate winners (2n− 1 times for candidate
winners and sale price bidders in the interactive variant). The
probability of success is ≥ (1− 1/p)2ℓ · (1− 1/p)n, and is
≥ (1− 1/p)2ℓ · (1− 1/p)2n−1 in the interactive variant.

Soundness. There are three scenarios which result in an in-
correct outcome: (1) publisher and auxiliary server are honest
and some bidders are malicious; (2) either the publisher or the
auxiliary server is malicious and all bidders are honest; (3)
either the publisher or the auxiliary server is malicious and
some bidders are malicious and colluding with the malicious
auctioneer.

When bidders are malicious, they can: (A1) encode bids
into an invalid unary bit vector (e.g., [1,0,0,1]), then generate
AFE shares for such invalid unary bit vector and submit them
to the publisher and auxiliary server; (A2) provide inconsistent
commitments which are not commitments to the AFE it gener-
ates or provide inconsistent hash values of their commitments;
(A3) claim to be the winner even when they are not. When
one of two computing servers is malicious, it could: (B1) send
incorrect sum vectors for the highest bid or sale price; (B2)
send incorrect AFE shares when finding the winner or the
bidder of the sale price.

All malicious behaviors above except (A1) would lead to
failure of verification using commitments with high probability
due to Pedersen commitments being computationally binding
and the hash function being collision resistant. Specifically,
after all bidders send a hash of their commitments, they are
bound to their AFE vectors. When the random seed used to
find the winner and sale price bidder is fixed, the winner and
the sale price bidder (in the interactive variant) are also bound.
This effectively fixes the outcome of the auction.

(A1) may still pass verification but the outcome of the
auction will still be correct since we do not explicitly check
whether inputs from all bidders are valid or not. In the non-
interactive auction protocol, Addax can treat the highest index
with bit one of the decoded bit vector as the bid of the bidder
(e.g., [1,0,1,0] corresponds to bid 3). Thus, an invalid AFE
vector does not affect the outcome of the auction. And we only
need to check the case of (A1) in the interactive variant. If a
bidder who submitted an invalid AFE vector does not become
the winner or the bidder of the sale price, then they do not
affect the auction’s outcome. Thus, auditors need only check
whether the winner and bidder of the sale price provided valid
AFE vectors. We discuss how to do this in Appendix C.

Privacy. We will prove Addax’s privacy guarantees using a
simulation proof [70]. A simulation proof is done by first defin-
ing an ideal functionalityF . One can think of it as the function
that one would run if one had access to a trusted third party.
This ideal functionality will provide some output that is avail-
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able to everyone, but it will keep all inputs and internal values
secret. We want to show that a protocol is as good as the ideal
functionality in terms of what information it leaks: anything
that an adversary can learn from interacting and observing
the output of Addax, the adversary can learn from interacting
and observing the output of the ideal functionality. To prove
this, we build a simulator Sim that interacts with the ideal
functionality F and obtains only the outputs that F provides
without having access to the inputs of the honest parties. If
the simulator can produce a view (a transcript of all messages
sent and received by all parties) that is computationally indis-
tinguishable from the view produced by the execution of the
original protocol, we say that the protocol is as secure as the
ideal functionality.

To show the security of Addax, we first define a variant that
we call Addax-V. This variant differs from the original Addax
in that instead of deferring all verification to after the protocol
finishes, Addax-V verifies the outcome of each computation
step (i.e., the highest bid, the winner, and the sale price) im-
mediately after the step completes. If at any step verification
fails, the protocol stops without moving forward. Note that
we could deploy Addax-V itself, but it would be inefficient;
Addax instead moves the verification to the asynchronous step
so that it is not part of the critical path of real-time ad auctions.

We will show that Addax-V is as secure as the ideal function-
ality F ; then we will prove that the original Addax protocol
with deferred verification is as secure as Addax-V.

Below we give Addax-V’s protocol. For simplicity, we
omit the exchange of hash values between P1 and P2 before
sending messages, and whenever Decode-MAX outputs an
invalid bit vector, it is assumed that P1 or P2 aborts. We also
assume that the two auctioneers find the winner (or bidder
of sale price) sequentially starting from the first bidder and
stopping when the winner (or bidder of sale price) is found.

Addax-V’s auction protocol

Step 1 (Bidders encode and send AFE shares):
• Each bidder i among the n bidders encodes its bid

as a V-AFE vector Mi, splits it into additive shares
M1

i and M2
i , and generates commitments Ci (§5.1).

• Bidder i sends M1
i to P1 and M2

i to P2, and Ci to
both P1 and P2.

Step 2 (Compute highest bid):
• P1 sets s1 =

∑n
i=1 M1

i ; P2 sets s2 =
∑n

i=1 M2
i .

• P1 and P2 exchange s1 and s2, compute S = s1 + s2,
and run Decode-MAX on S to get b∗.

• P1 and P2 use commitments to verify whether b∗ is
correct (§5.2) and abort if it fails.

Step 3 (Find winner):
For i = 1 to n, P1 and P2 repeat the following:
• P1 sends M1

i [b
∗] to P2, and P2 sends M2

i [b
∗] to P1.

• P1 and P2 set βi = Decode-OR(M1
i [b

∗] + M2
i [b

∗]).
• If βi is 1, then i is the winner (set w = i); else

continue. If i = n and βi = 0, then P1 and P2 abort.
• P1 and P2 ask bidder w if its bid is b∗. If w says no,

P1 and P2 abort. Else, P1 and P2 use commitments
to validate w is correct (§5.2) and abort if it fails.

Step 4 (Compute sale price):
• P1 sends m1 =

∑n
i=1 M1

i −M1
w to P2, and P2 sends

m2 =
∑n

i=1 M2
i −M2

w to P1.
• P1 and P2 compute sp = Decode-MAX(m1 + m2).
• P1 and P2 use commitments to verify whether sp is

correct (§5.2) and abort if it fails.

Note that whenever there is a party that sends abort, the
protocol terminates and all parties are notified. The detailed
process of termination works as follows.

If an auctioneer (either P1 or P2) wants to send abort, it
directly sends abort to all bidders and another auctioneer. If a
bidder wants to send abort when asked whether b∗ is its bid, it
replies “no” and sends abort to the two auctioneers. The two
auctioneers then forward the abort message to all the bidders.

Now we define an ideal functionality that captures the
privacy properties of Addax-V’s protocol. Let n = h+k be the
total number of bidders, where the first h bidders are honest
(non-adversarial) and the last k bidders are malicious (actual
position is irrelevant). The two auctioneers are denoted as P1
and P2. Without loss of generality, we assume an adversary
that corrupts P1 and k bidders. The ideal functionality is:

Ideal functionality F of Addax-V’s auction protocol

Inputs: h bids b1, . . . , bh from h honest bidders and a
cheat message (an integer from 1 to 4) from P1.
Outputs: (b∗, w, sp) are computed as:
• b∗ = max(b1, . . . , bh).
• w, such that bw = b∗ while b1 ̸= b∗, . . . , bw−1 ̸=

b∗ (i.e., w is the first bidder whose bid is b∗).
• sp = max(b1, . . . , bw−1, bw+1, . . . , bh) (i.e., the

maximum bid excluding bw).
F conditionally outputs the above computed values
depending on the value of cheat.
• When cheat is 1: F outputs b∗ to P1 and nothing

to P2.
• When cheat is 2: F outputs (b∗, w) to P1 and b∗ to

P2.
• When cheat is 3: F outputs (b∗, w, sp) to P1 and
(b∗, w) to P2.

• When cheat is 4: F outputs (b∗, w, sp) to both P1
and P2.

Note that the ideal functionalityF also provides an interface
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to take an abort message as input which allows terminating
the execution of a protocol by the simulator.

Now we see how the ideal functionality F captures the
privacy properties of Addax-V’s protocol. In the real world
execution of Addax-V’s protocol, there are five different cases:
(1) verification in Step 2 fails; (2) verification in Step 2 passes,
verification in Step 3 fails, and P1 does not learn the real
winner; (3) verification in Step 2 passes, verification in Step
3 fails, and P1 learns the real winner; (4) verification in Step
2 and 3 passes but verification in Step 4 fails; and (5) all
verification passes.

When cheat message to F is set to 1, the outputs of F
capture cases (1) and (2) above. And when cheat is set to other
values, the outputs of F capture the remaining three cases,
respectively. Thus, the outputs of F capture all different cases
of real world execution of Addax-V.

Lemma 7. The Addax-V auction protocol securely imple-
ments ideal functionality F under the assumption that the
commitment scheme is binding and hiding and that p is large
enough to ensure that Decode-OR and Decode-MAX produce
incorrect outputs with negligible probability.

Proof. We now build a simulator Sim that interacts with the
ideal functionality F which at most leaks the highest bid b∗,
the winning bidder’s index w, and the sale price sp. Note that
the simulator below simulates all the five different cases (when
the protocol aborts in different steps) of real world execution
in Addax-V. We useA to denote the adversary who can corrupt
P1 and k malicious bidders. Note that P1 and P2 are symmetric
and do the same computation in the protocol. Thus, the proof
below also applies to an adversary who corrupts P2.

Simulator Sim

Step 1 (Generate random V-AFE vectors):
• F gives its output to Sim. This output depends on
which of the five cases of the real world execution
we are simulating (based on the cheat message).

• For the h honest bidders, Sim assigns a bid to each
of them in such a way that one of the bids is b∗

and all other bidders’ bids are set as smaller than
or equal b∗.

• If w is included in the output of F , the honest
bidder w’s bid is the one that is set to b∗.

• If sp is included in the output of F , a random
honest bidder’s bid (excluding w) is set to sp and
all other bids are set as smaller than or equal to sp.

• Sim encodes the h honest bidders’ bids into h V-
AFE vectors and generates commitments (§5). It
then splits the V-AFE vectors into additive shares,
and sends one of the V-AFE shares and the com-
mitment of each honest bidder to A.

• A generates V-AFE shares and commitments for
the k malicious bidders. It sends one of the V-AFE

shares and the commitment of each of the k mali-
cious bidders to Sim.

• At this point, A has shares M′1
1, . . . , M′1

n and Sim
has shares M′2

1, . . . , M′2
n. They both get commit-

ments C′
1, . . . , C′

n.
Step 2 (Compute highest bid):

• Sim computes s′2 =
∑n

i=1 M′2
i , and sends it to A.

• A sends a V-AFE vector s′1 (s′1 should be∑n
i=1 M′1

i if it follows the protocol, or some vector
generated based on its cheating strategy) to Sim.

• Sim computes b′∗ = Decode-MAX(s′1 + s′2).
• If b′∗ ̸= b∗, Sim sends abort.

Step 3 (Find winner):
For i = 1 to n, Sim and A repeat:

• Sim sends M′2
i [b

′∗] toA, andA sends vi (vi should
be M′1

i [b
′∗] if it follows the protocol, or a vector

generated based on its cheating strategy) to Sim.
• Sim computes β′

i = Decode-OR(M′2
i [b

′∗] + vi).
• If β′

i = 1, then w′ = i; else continue to the next
round. If i = n and β′

i = 0, Sim sends abort to A.
• After finding w′, if bidder w′ is malicious, Sim
asks A whether the bid of w′ is b′∗. If A replies
with no, Sim sends abort.

• If bidder w′ is an honest bidder and w′ ̸= w, Sim
sends abort to A.

• If w′ ̸= w, Sim sends abort to A.
Step 4 (Compute sale price):

• Sim sends m′
2 =

∑n
i=1 M′2

i − M′2
w′ to A, and A

sends m′
1 (m′

1 should be
∑n

i=1 M′1
i − M′1

w′ if it
follows the protocol, or a V-AFE vector generated
based on its cheating strategy) to Sim.

• Sim computes sp′ = Decode-Max(m′
1 + m′

2).
• If sp′ ̸= sp, Sim sends abort.

Note that whenever Decode-MAX outputs an invalid bit
vector, we assume that Sim sends abort. When Sim wants to
send abort, it notifies A and the ideal functionality F , and
F forwards abort and outputs to all honest parties. When A
wants to abort, it sends abort to Sim, Sim forwards abort to
the ideal functionality F , and F forwards abort and outputs to
all honest parties. In the simulation, as long as each party re-
ceives one abort message, it terminates. Finally, for simplicity
wheneverA and Sim exchange messages (e.g., V-AFE shares),
Sim asks A to send first.

Analyzing the views. When cheat is set to 3 or 4 in the
ideal world (ideal functionality), which corresponds to the
real world (Addax-V) protocol proceeds to the step of com-
puting the sale price, A learns the entire view in both worlds.
The view of A in the ideal world is: {

∑n
i=1 M′2

i , w′, b′∗, sp′,
M′2

w′ , M′2
1[b

′∗], . . .M′2
w′ [b′∗], M′1

1, . . . , M′1
n, C′

1, . . . , C′
n}. In
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the real world (Addax-V), A’s view includes: {
∑n

i=1 M2
i , w,

b∗, sp, M2
w, M2

1 [b
∗], . . .M2

w[b
∗], M1

1 , . . . , M1
n , C1, . . . , Cn}.

When cheat is set to 1, A’s view in ideal world only in-
cludes: {

∑n
i=1 M′2

i , b′∗, M′1
1, . . . , M′1

n, C′
1, . . . , C′

n}. In the
real world, the corresponding view of A includes: {

∑n
i=1 M2

i ,
b∗, M1

1 , . . . , M1
n , C1, . . . , Cn}.

When cheat is set to 2, A’s view in ideal world
only includes: {

∑n
i=1 M′2

i , w′, b′∗, M′2
1[b

′∗], . . .M′2
w′ [b′∗],

M′1
1, . . . , M′1

n, C′
1, . . . , C′

n}. In the real world, the correspond-
ing view of A includes: {

∑n
i=1 M2

i , w, b∗, M2
1 [b

∗], . . .M2
w[b

∗],
M1

1 , . . . , M1
n , C1, . . . , Cn}.

V-AFE shares are uniformly random elements in Zp, and
commitments to V-AFE vectors are hiding, thus they have the
same distribution. For w, b∗, sp and w′, b′∗, sp′, their distribu-
tions are also identical. Mw and M′

w′ are both generated by
encoding bid b∗ into V-AFE vectors, thus having the same
distribution.

∑n
i=1 Mi−Mw and

∑n
i=1 M′

i−M′
w′ are both gen-

erated following the requirement that the highest bid among
all remaining bidders (excluding bidder w and bidder w′) is sp,
thus having the same distribution. M′

1[b′∗], . . . , M′
w′−1[b′

∗
]

and M1[b∗], . . . , Mw−1[b∗] are zeros. These say that in the sim-
ulation, bidder 1 to bidder w′ − 1 are not the winner, and in
the real world protocol, bidder 1 to bidder w− 1 are not the
winner. M′

w′ [b′∗] and Mw[b∗] are encodings of bit 1.
As a result of the above exhaustive case analysis, both the

real world view and the ideal world view are identically dis-
tributed. Consequently, an adversary for Addax-V learns noth-
ing beyond what is revealed by the ideal functionality.

Lemma 8. Addax’s protocol does not leak more information
to the adversary than the variant Addax-V.

Proof. The only difference between the variant and the orig-
inal protocol is that in the original protocol, the adversary
learns the entire view of {

∑n
i=1 M2

i , w, M2
w, M2

1 [b
∗], . . .M2

w[b
∗],

M1
1 , . . . , M1

n , C1, . . . , Cn}, while in Addax-V, it stops after
aborts in Step 2 or 3, and only learns a partial view.

In the original protocol, the malicious auctioneer always
learns the correct highest bid regardless of how it behaves, as
the honest auctioneer always sends the correct sum of AFE
shares. From Lemma 3, if an incorrect bidder is claimed as the
winner and the protocol does not abort after finding winner,
the incorrect winner w′ must be malicious. And in the original
protocol, the auctioneers would proceed to compute the sale
price with the incorrect winner w′. In this case, the AFE vector
of the malicious bidder, M′

w′ , is revealed to the auctioneers
and auditors.

In Step 4, when computing the sale price, the adversary
receives

∑n
i=1 M′2

i −M′2
w′ from the honest party P2. Adversary

knows M′2
w′ since it’s from a malicious bidder, and

∑n
i=1 M′2

i
is already learned in Step 2 to compute the highest bid. Thus,
in the original protocol, when the protocol proceeds to Step 4
with an incorrect winner w′, it can only learn the same amount
of information as what it learned in Step 2 (Lemma 4).

Now we can conclude that the original protocol does not
leak more information about honest bidders’ bids compared to
the Addax-V variant, where verification is not deferred.

C Safeguarding interactive Addax
In the non-interactive protocol, the underlying value of a bit
encoding is defined as the rightmost position among all the
non-zero values. For instance, both [1,1,1,0] and [1,0,1,0]
are the encodings of value 3. The above encoding neither
brings issues for privacy nor integrity, but under the interactive
variant, this encoding does not work. See an example below.

Suppose a malicious bidder submits an invalid AFE vector
which yields an invalid bit vector [1,1,0,1], and all other bid-
ders submit [1,0,0,0]. When finding the winner interactively,
two auctioneers will first check the first and the third positions.
Since the corresponding results are 1 and 0, the next position
to be checked should lie in between the first and the third en-
try, which, in this example, is the second position. As a result,
the highest bid found is 2, which means the bidder wins the
auction with bid 2.

Therefore, in the interactive variant, Addax checks whether
the AFE vectors of the winner and the bidder of the sale price
correspond to valid unary bit encodings. To this end, we add
the following two extra steps: (1) an asynchronous procedure
for finding sale price bidder (we need this to find whose bit
encoding to validate); and (2) proving that a bidder’s AFE
vector is valid without leaking its original AFE vector (we
need this to avoid leaking the third-highest bid). Note that in
the interactive variant of the first-price auction, we also need
to prove the winner’s AFE vector is valid while hiding its
original value so the second-highest bid is not leaked.

C.1 Asynchronous: find sale price bidder

The invalid encoding as above impacts the outcome of an
auction (if it is not aborted) if the malicious bidder is the
winner or the bidder of sale price ( if the malicious bidder is
neither of these, it has no effect). Therefore, Addax requires
validating the AFE vector of the sale price bidder. To this end,
Addax has to find its bidder id, though not the real identity. We
make the tradeoff of leaking such bidder id in order to keep
the completion of the auction within hundreds of milliseconds
with this extra asynchronous step.

Specifically, the auxiliary server and publisher first find
its bidder id by running Step 4 of Section 4.4 on all AFE
vectors except the winning one. This is done after the auction
is complete and off the latency-critical path (hence why we
say this is an asynchronous step). Verifiers can check, ex post
facto, whether the AFE encodings of the second-highest bidder
were valid or not. Similarly to Lemma 3, the bidder found in
this step is either the real bidder of the sale price or a malicious
bidder.
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C.2 Checking the validity of a V-AFE vector

Insecure strawman. To check the validity of V-AFE vectors
we can let the vectors be revealed in the clear and check the
validity by ensuring they are in the right unary bit form, and
are consistent with the Pedersen commitments. However, if
we do this for the second-highest bidder’s V-AFE vector, this
would result in leaking the third-highest bid—substracting the
V-AFE vectors of the winner and sale price bidder from the
overall sum vector (M) reveals the sum of V-AFE vectors of
the remaining bidders, thus leaking their maximum bid. We
provide the following construction to check validity of the
V-AFE vector of the sale price bidder without leakage.

Secure check for AFE validity. In a nutshell, the idea is that
in Step 1 of the auction protocol (§ 4.4), bidders additionally
generate a V-AFE vector vr with a random mask r for their
original V-AFE vector v, such that we can still check the
validity of v by utilizing vr.

Specifically, the bidder first generates the random mask r,
which is a vector of ℓ random non-zero elements in Zp and vr
is the element-wise product between the two {r1·v1, . . . , rℓ·vℓ}.
Since ri · vi = 0 if and only if vi = 0 (for 1 ≤ i ≤ ℓ), therefore,
as long as vr is decoded to be a valid bit vector, so is v.

When generating commitments for V-AFE vector v, a bid-
der also generates commitments to vr and a proof that the
underlying messages in the above two commitments indeed
differ by a multiplicative factor r. Concretely, the bidder uses a
Sigma protocol [78], which is type of very simple and efficient
zero-knowledge proof (with the Fiat-Shamir heuristic [53] it
is made into a non-interactive proof) to prove that, for each el-
ement cri in the commitments of vr and ci in commitments of
v, there exists a non-zero ri which satisfies cri = ci

ri . We give
details about the above zero-knowledge proof in Appendix C.4.
Appendix C.3 proves the binding and hiding properties of the
commitment to vr (which is slightly different than standard
Perdersen commitments).

During verification, the sale price bidder reveals only its
vr, and an auditors: (1) verify whether vr is consistent with
its commitment; (2) check that the decoded result of vr is a
valid AFE encoding; (3) verify the zero-knowledge proof with
respect to the commitments of v and vr.

A key optimization to this process is as follows. Observe
that in the interactive variant the two auctioneers only compute
the sum vector of partial entries (e.g., they may only use the
first 100 entries to compute based on the lower/upper bounds
derived). Thus, the sale price bidder need only hide its original
AFE vector for those entries (by using the above vr and zero-
knowledge proofs for those entries); the sale price bidder can
actually reveal its original AFE encoding for the other entries
without need for proofs. The result is that auditors need only
check the zero-knowledge proofs for the partial entries used
to compute the sale price.

Remark. First, the above approach only hides non-zero val-
ues in v, (i.e., it leaks whether a value in v is zero or not). This

is because for entries with zero values in the V-AFE vector
of sale price bidder, those entries in the sum vector are also
zeros, as the sum vector computed in Step 5 (§4.4) decodes to
the bid of the sale price bidder. Thus, learning those entries
with zero values does not leak the bids of any other bidders.

Second, an adversary may use zeros in the random mask r
to flip non-zero values into zero, which might turn an invalid
AFE vector into a valid one. To check that a bidder did not use
zero as random mask, for each tuple vri in vr, we check that
the second element of vri is not zero.

C.3 Commitment to a V-AFE tuple with random mask

Given a V-AFE tuple v = (a, b), its tuple with a random mask
r is vr = (r · a, r · b). The commitment is as follows. Let
G be a group of prime order p and let {g, h} be two random
generators {g, h} of G. The commitment is gr·a · hr·b.

The reason why the above is slightly different than standard
Pedersen commitments is that the randomness (the exponent
of h in Pedersen) is sampled uniformly at random and indepen-
dent of the exponent of g, whereas here there is a relationship
between the exponent of g (which is r · a) and the exponent of
h (which is r · b).

Lemma 9. Let c = gr·a · hr·b be a commitment to vr =
(r · a, r · b). Then c perfectly hides vr, and computationally
binds vr if the discrete logarithm problem is hard in G.

Perfect hiding. The commitment perfectly hides both r and a.
Let x ∈ Zp be an element such that g = hx (this is well defined
since h is a generator and hence there exists an x such that
hx = g). Given r, a, b, for any a′ there exist r′ and b′ such that
gr·a · hr·b = gr′·a′ · hr′·b′ . And r′, b′ satisfy that r′ = x·r·a+r·b

x·a′+b′ .
Thus, the commitment hides a. Using a similar proof, we can
show that the commitment also hides r.

Binding. We now prove that for a message m = r · a, the
commitment gr·a ·hr·b binds m. Specifically, our goal is to show
that, if an adversary can find a different message m′ = r′ · a′

and some randomness b′ such that gr·a · hr·b = gr′·a′ · hr′·b′ ,
then it can break discrete log for the instance (g, h = gx). Note
here we only assume m′ ̸= m, and it does not mean r′ ̸= r or
a′ ̸= a.

Suppose the adversary finds such r′, a′, b′ as above, which
implies r ·a+ r ·b ·x = r′ ·a′+ r′ ·b′ ·x where h = gx for some
x (i.e., r ·a− r′ ·a′ = (r′ ·b′− r ·b) ·x). If r′ ·b′ = r ·b, then the
above equation means r ·a = r′ ·a′, which contradicts with our
assumption that m′ ̸= m. If r′ · b′ ̸= r · b, then the adversary
can compute x = (r′ · b′− r · b)−1(r · a− r′ · a′), which means
now the adversary solves discrete log for instance (g, h = gx).

C.4 Zero-knowledge proof of commitment relation

The prover, which is the bidder in our case, wants to prove that
the there exists a secret element r ∈ Zp such that commitments
cr and c satisfy cr = cr. Figure 8 gives the pseudocode for how
the prover generates the non-interactive proof π. The prover
first samples a random element r′ from Zp, and computes u =
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Prover(c, r, cr = cr) Verifier(c, cr = cr,π = (u, v, z))

r′ R← Zp v ?
= H(c, cr, u)

u← cr′ cz ?
= u · crv

v← H(c, cr, u)
z← r′ + v · r
output π = (u, v, z)

FIGURE 8—Non-interactive zero-knowledge proof of knowledge of
secret r using the Fiat-Shamir Heuristic. H is a random oracle and its
range is Zp (heuristically instantiated with a secure hash function).

cr′ . The prover then computes H(c, cr, u) as the challenge v.
H is modeled as a random oracle but heuristically instantiated
with a collision-resistant hash function. Finally, the prover
computes z = r′ + v · r. The prover sends π = (u, v, z) to the
verifier, and the verifier checks π as described in Figure 8.

C.5 Proofs of lemmas 5 and 6

Below we prove the Lemmas for the interactive variant of Ad-
dax which leverages the safeguards described in this section.

Proof of Lemma 5. The non-interactive protocol and interac-
tive variant differ in the following two places: (1) in interactive
variant, computing MAX only uses partial entries; (2) in inter-
active variant, Addax checks validity of winner and sale price
bidder’s AFE vectors with additional verification materials
(Appendix C.2).

For (1), in the non-interactive protocol, adversary learns the
entire sum vector M, while in the interactive variant, it only
learns r · ⌈ℓ1/r⌉ entries of M (§6.1). It therefore leaks no more
information about bids than the non-interactive protocol.

For (2), in the interactive protocol, the winner w reveals its
full AFE vector, and the sale price bidder needs to provide
materials as in Appendix C.2. In the non-interactive protocol,
w’s full AFE vector can already be inferred from Step 3 (which
computes M) and Step 5 (which computes M−Mw), so this
leaks no additional information. And additional materials pro-
vided in the interactive variant leak no more information of
bids than the sale price as detailed in Appendix C.2.

Proof of Lemma 6. Integrity is ensured in the non-interactive
protocol as per Theorem 1. The only difference in the interac-
tive variant is that if either the winner or the sale price bidder
submits an invalid AFE vector, it can lead to the k-ary search
in the interactive protocol to converge to an incorrect value.
As we discuss in Appendix C, Addax adds checks to ensure
that the AFE vectors of the winner and sale price bidder are
both correct, and hence the k-ary search converges to the same
value as in the non-interactive protocol.

D Subsets of faulty parties
An auction may be aborted during the online phase, or deferred
verification may fail due to a lack of enough materials on
the public log (e.g., commitments, sum shares), or due to
inconsistent materials such as the bidder sending invalid shares

to auctioneers, or an auctioneer claiming it received one value
when a bidder submitted another. Figure 9 gives pseudocode
for how Addax narrows down the parties at fault. Below is a
text explanation for the pseudocode.

Auction aborts. An auction may abort for two reasons: (1)
Decode-MAX outputs an invalid bit vector; or (2) the chosen
winner or sale price bidder claims that their bids do not equal
the found highest bid or sale price. For case (1), if verifica-
tion on the decoded sum vectors passes, then it implies that
some bidders provided invalid AFE vectors. Addax assigns
blame to all participating bidders as potentially malicious. If
verification of the sum vectors fails, Addax assigns blame to
all bidders, the publisher, and the auxiliary server. For case
(2), auditors check the shares revealed by the publisher and
auxiliary server, and check whether they are consistent with
the corresponding commitments. If they are not consistent,
Addax assigns blame to the specific bidder (winner or second
highest bidder), publisher, and auxiliary server. If it is consis-
tent, and that entry decoded to 0, Addax assigns blame to the
auxiliary server and the publisher; if the entry decoded to 1,
Addax assigns blame only to the corresponding bidder.

Lack of materials. Participants may not upload all required
materials to the public log, which prevents auditors from veri-
fying the auction. Bidders are bound to their bidder ids which
should be uploaded by the publisher and auxiliary server. An
auditor can easily tell who did not upload the required materi-
als and assign blame to that set of participants.

Inconsistent views between publisher and auxiliary server.
The publisher and auxiliary server may provide an inconsistent
view for messages they send and receive. For example, the
publisher may claim that it receives sum vector M from the
auxiliary server, while the auxiliary server claims that it sends
M′ to the publisher. In this case, Addax assigns blame to
both publisher and auxiliary server. If publisher and auxiliary
server upload different views of hash values of certain bidder,
Addax assigns blame to the publisher, auxiliary server, and
the specific bidder, as the bidder may send inconsistent hash
values on purpose.

Inconsistency between hash values and commitments. Au-
ditors may find that hash values of commitments uploaded
by publisher and auxiliary server are inconsistent with that
uploaded by the bidder. Addax assigns the blame to that partic-
ular bidder (since publisher and auxiliary server are assumed
to not collude).

Inconsistent AFE sum vectors or bit encodings. Verifica-
tion on sum vectors or revealed bit encodings to find the win-
ner may fail. If verification on sum vectors fails, Addax assigns
blame to publisher, auxiliary server and all bidders. If verifi-
cation on specific bidder’s bit encoding fails, Addax assigns
blame to publisher, auxiliary server and the specific bidder.

Invalid AFE vector. The winner needs to upload its full AFE
vector and the bidder of sale price needs to upload its full AFE
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1: function ASSIGNBLAME(materials, abort, auctioneers, bidders)
2: # Check if abort happens
3: if abort ̸= null then
4: if abort.decodeMax == true then
5: if verifySumvec(materials) == true then
6: blame(bidders)
7: else
8: blame(auctioneers, bidders)
9: else if abort.findBidder == true then

10: if verifyBit(materials.bidders[abortId]) == false then
11: blame(auctioneers, bidders[abortId])
12: else
13: if decode(materials.bidders[abortId].bitEncoding) == 0 then
14: blame(auctioneers)
15: else
16: blame(bidders[abortId])
17: # Check all materials are not missing
18: for auc in auctioneers do
19: if materials.auc == null then
20: blame(auc)
21: for b in bidders do
22: if materials.b == null then
23: blame(b)
24: # Check inconsistency between auctioneers
25: if inconsistent(materials.auctioneers.sumvec) then
26: blame(auctioneers)
27: for b in bidders do
28: if inconsistent(materials.auctioneers.hash[b]) then
29: blame(auctioneers, b)
30: # Check inconsistency between hash and commitments
31: for b in bidders do
32: if inconsistent(materials.b.hash, materials.b.commitment) then
33: blame(b)
34: # Verify sum vectors and bit encodings
35: if verifySumvec(materials) == false then
36: blame(auctioneers, bidders)
37: for b in bidders do
38: if verifyBitEncoding(b.materials) == false then
39: blame(auctioneers, b)
40: # Validate AFE vector of winner and sale price bidder
41: if validate(materials.bidder.AFE) == false then
42: blame(bidder)

FIGURE 9—Pseudocode of how to assign blames in Addax, see texts
for more details.

vector with random mask (§C.2), the commitments and non-
interactive zero-knowledge proofs. An auditor needs to check
the winner’s AFE vector decodes to be a valid bit vector. Also,
an auditor must check whether the AFE vector with random
mask is consistent with the supplied commitments, whether
it decodes to be a valid bit vector, and verify the proofs. If
the check fails, Addax assigns blame to the specific bidder. If
the check passes, even if verification on the sum vectors fails,
Addax explicitly knows that these two bidders are honest, and
can avoid assigning blame to them. Addax will then protect
their identities.

D.1 Narrow down faulty bidders when both auctioneers
are honest

There are some cases (e.g., line 8 in Figure 9) where Addax
can only assign blame to all of the bidders due to the fact that

a malicious auctioneer could collude with bidders. However,
if both auctioneers were honest (how one would establish
this is orthogonal, though likely hard), Addax can identify
the specific bidders who provided inconsistent AFE vectors
and commitments. To detect such faulty bidders, each of the
two auctioneers computes the commitment over its local V-
AFE vector share of a bidder and reveals the commitment.
They then verify whether multiplying these two commitments
from both auctioneers yields the commitment submitted by
the bidder. If not, then Addax can blame the bidder.

E Interacting with the public log
E.1 A brief primer on Algorand

Accounts and Transactions. An account in Algorand con-
sists of a key pair. Transactions include payment, key registra-
tion, and asset transferring. Each transaction is created by one
account and must be signed with its corresponding secret key.

Smart contracts and application calls. Smart contracts are
programs that run on the blockchain with user-defined func-
tionality. Each smart contract is specified with a unique ID.
Application calls are transactions used to invoke functions
in smart contracts like RPC calls. To interact with a smart
contract, an account needs to join the smart contract first. The
opt-in call allows one account to join one smart contract
instance while a close-out call allows one account to leave.
Addax maintains one smart contract per ad category which in-
cludes all advertisers’ information in that category. When one
advertiser belongs to multiple categories, it joins all related
smart contracts. There is no upper bound on the number of
accounts that can join one smart contract in Algorand. Bidders
invoke application calls defined in the running smart contract
to insert, update, or delete their own information.

Indexer. Indexers are special nodes which provide RESTful
interfaces to search for transactions or states of certain apps
by answering SQL-like queries. For example, it can answer
queries to search for all transactions that happened during
a certain period in one smart contract instance with a query
like: SELECT * from transactions WHERE appID = {ID of App}
AND after-time = {start} AND before-time = {end};

E.2 Workflow of a deployed smart contract

There are two kinds of smart contracts in Algorand, stateful
ones which have their own storage and stateless ones which
do not. Storage in smart contracts consists of several key-
value pairs which can be read and written. There is global
storage which maintains the state of the smart contract instance
and local storage. All opted-in accounts have their own local
storage. All storage can be read by anyone and updated via
application calls. Application calls for writing local storage
can only be invoked by its owner account.

Addax maintains one stateful smart contract per ad category
which includes all advertisers in that category. When one
advertiser belongs to multiple categories, it joins all related
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1: function INIT(N)
2: gs.counter ← 0
3: function CREATE(info)
4: ls.id ← gs.counter
5: gs.counter ← gs.counter + 1
6: ls.info← info
7: function UPDATE(newInfo)
8: ls.info← newInfo
9: function DELETE

10: delete(ls.info, ls.id)

FIGURE 10—Pseudocode of smart contract, gs is global state, ls is
local storage of each advertiser. Init function is called when smart
contract is initialized. Create, Update, Delete functions are called by
advertisers.

smart contracts. Figure 10 shows the functionalities provided
by the deployed smart contracts in Addax. Each smart contract
is created by an INIT function to initialize an incremental
counter starting from zero in global storage. Advertisers can
invoke CREATE, UPDATE and DELETE functions. CREATE is the
opt-in application call in Addax that opts an advertiser into
the smart contract of its category and write information into
the invoker’s local storage. Local information of advertisers
can include brand name, all categories the advertiser belongs
to, domain and port of ad server, protocols and serialization
formats supported, etc. The UPDATE call is invoked by opted-
in advertisers to update their local information. Advertiser
invokes DELETE to clear all information stored in local storage
and leave this smart contract instance.

E.3 Costs of interacting with public log

In this section, we answer the question of costs for interact-
ing with the public log and for querying the indexer. We use
the PureStake indexer which provides a REST API that one
can use to upload and retrieve information from the Algo-
rand blockchain. PureStake has servers all over the world as
they contract with Cloudfront. In our experiments, requests to
PureStake that originate from AWS US East (Ohio) contact
servers in Ontario. Requests that originate from the AWS US
West (California) contact servers in California. Requests that
originate from AWS US West (Oregon) contact servers in Ore-
gon. PureStake then takes care of broadcasting the transaction
to the Algorand peer-to-peer network.

The size of advertisers’ information (§E.1) uploaded to
Algorand to participate in Addax is 960 bytes. We experiment
with a modest number of advertisers. The reason that we do
not have tens of thousands of advertisers is that creating a new
advertiser requires creating an Algorand account (new email
address, password, account verification, etc.) which is time-
consuming. Nevertheless, we semi-automate this painstaking
process and generate 1,000 accounts.

Time for advertisers’ operations. In Figure 11, we evalu-
ate the time of advertisers’ operations (invoking CREATE,

UPDATE or DELETE application call) on the Algorand
blockchain. We vary whether advertisers belong to one or mul-
tiple categories, and also vary the distribution of the number
of opted-in advertisers for a given category. Figure 11a shows
the results of an advertiser interacting with Algorand where
the advertiser belongs to a single category while varying the
number of advertisers registered for that category. Figure 11b
shows the results when the advertiser belongs to multiple cat-
egories, all of which have 500 advertisers registered. Finally,
Figure 11c shows the results when the advertiser belongs to six
different categories, while each category contains a different
number of advertisers. In Scenario 1, each category contains
100 advertisers. In Scenario 2–4, the numbers of advertisers in
each category are [50, 100, 100, 100, 100, 150], [50, 50, 50,
100, 150, 200], and [50, 50, 50, 100, 100, 250].

As can be seen, the time for these three operations remains
nearly constant when the number of opted-in advertisers in
one category grows. It takes about 8–8.5 seconds for invoking
one application call to one category (i.e., one smart contract
instance). Most of the overhead (about 7 seconds) comes from
advertisers waiting for confirmation from the blockchain that
this operation has finished successfully. Advertisers can di-
rectly invoke application calls and leave without having to
wait for confirmation. Indeed, this is what the browser does
when uploading its audit materials as described in the Leaving
an audit trail paragraph of Section 9.4.

The costs of these operations grow linearly with the number
of categories to which an advertiser belongs, regardless of the
number of opted-in advertisers in each category.

Time for querying the indexer. We also evaluate the costs
for querying the indexer for updates during certain period of
time under different scenarios. The time for querying the in-
dexer is also the time to verify the query results from cache
servers. Figure 12a shows the time to query indexer for updates
of multiple categories. Each category contains 500 advertisers.
We simulate 20% updates in each category, namely 100 trans-
actions happened during the period we search for. Figure 12b
shows the time to query the indexer for updates of one cate-
gory with 1,000 advertisers but with different percentages of
updates during the period of search.

We find that querying one category generally takes about 0.8
seconds, and this number would grow slightly if the number
of total updates (i.e., transactions) grows. This is due to the
fact that as the total number of updates grows, the data fetched
from the indexer grows as well. Also, the time to query the
indexer for updates of multiple categories grows linearly with
the number of categories queried. This is because to query N
categories, the querier needs to send N requests to the indexer.

F What about TEE-based solutions
In principle, one might be able to design a solution that lever-
ages TEEs to provide privacy and public verifiability for online
ad auctions. However, this is not a trivial task, since TEEs:
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FIGURE 11—Time for advertisers’ operations on the Algorand blockchain under different settings (see text).
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FIGURE 12—Time to query indexer for updates in certain period
under different scenarios.

• Require the release of code that runs inside the enclave.
This includes the auction protocol, the encryption/decryp-
tion code to recover plaintext bids, and signing code for
creating a proof that can be publicly audited.

• Require careful auditing or formal verification of all the
code running inside the enclave to ensure the exchange
operator (who is running the TEE) did not inject backdoors
or other vulnerabilities that can obviate the TEE.

• Intel SGX in particular requires trusting an Intel cloud
server during remote attestation (cloud services like Azure’s
Attestation Service [29] can also be used). In either case,
trusting such servers might not be that different of an as-
sumption than the anytrust model in Addax.

• Require additional mechanisms to prevent replay attacks.
For example, suppose an operator runs an auction, invites
10 bidders, and passes as input their 10 encrypted bids to
TEE (TEE internally has a key to decrypt bids). The TEE
then outputs the winner and sale price in the clear. The
operator could then run the same auction again but passing
only a subset of the bids (these are all valid encrypted bids
under a key known to the TEE). The TEE then outputs a
winner and sale price in the clear, so the attacker could
quickly discover all bids. In contrast, replay is not possible
in Addax since the auction is either completed so both
auctioneers forward the result to the publisher, or aborted
so at least one honest auctioneer forwards an abort result to
the publisher (and the publisher displays a generic ad).

G Compatible user privacy features
One of Addax’s goals is to have a flexibile enough design
to be compatible with various efforts that aim to improve

user-privacy (these efforts are orthogonal but they are also
complementary to Addax).

Bidding on groups rather than individuals. User activities
are tracked as advertisers need to gather enough information
about different users’ browsing and purchasing preferences.
The information is used by advertisers to decide how to bid
for a user. Addax’s design is compatible with Google’s recent
Topics proposal [16] which locally groups users into groups.
In particular, Topics enhances the browser to keep track of
the user’s interest and assigns to the user a Topic identifier.
Once this identifier exist, Addax can send this identifier to the
selected bidders instead of sending them more demographic
information (§7). An advertiser would then decide how to bid
for each group of users without learning information about
the individual user for which it is bidding. The obvious caveat
here is that the current Topics proposal is not perfect and there
have been various privacy concerns voiced [5, 6, 17].

Measuring conversions without learning individual’s data.
Measuring the effectiveness of an ad after the auction is es-
sential for advertisers. However, the current way of measuring
conversions leaks users’ sensitive information about which
websites are visited. There is a recent effort [34] that provides
a mechanism to measure the return on investment (ROI) and
conversions without requiring the advertiser to learn infor-
mation about a specific user. At the end of the measurement,
advertisers see a differentially private histogram of all users’
conversions, which is sufficient for them to determine the ef-
fectiveness of their campaigns. In Addax, after the auction
finishes, advertisers could apply this approach to privately
gather data about conversions for analysis while being more
sensible to users’ privacy concerns. This mechanism is com-
patible with Addax as it occurs after the auction completes.
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Abstract
SPEEDEX is a decentralized exchange (DEX) that lets par-
ticipants securely trade assets without giving any single party
undue control over the market. SPEEDEX offers several ad-
vantages over prior DEXes. It achieves high throughput—over
200,000 transactions per second on 48-core servers, even with
tens of millions of open offers. SPEEDEX runs entirely within
a Layer-1 blockchain, and thus achieves its scalability without
fragmenting market liquidity between multiple blockchains
or rollups. It eliminates internal arbitrage opportunities, so
that a direct trade from asset A to asset B always receives as
good a price as trading through some third asset such as USD.
Finally, it prevents certain front-running attacks that would oth-
erwise increase the effective bid-ask spread for small traders.
SPEEDEX’s key design insight is its use of an Arrow-Debreu
exchange market structure that fixes the valuation of assets for
all trades in a given block of transactions. We construct an algo-
rithm, which is both asymptotically efficient and empirically
practical, that computes these valuations while exactly preserv-
ing a DEX’s financial correctness constraints. Not only does
this market structure provide fairness across trades, but it also
makes trade operations commutative and hence efficiently par-
allelizable. SPEEDEX is prototyped but not yet merged within
the Stellar blockchain, one of the largest Layer-1 blockchains.

1 Introduction
Digital currencies are moving closer to mainstream adoption.
Examples include central bank digital currencies (CBDCs)
such as China’s DC/EP [90], commercial efforts [65, 75],
and many decentralized-blockchain-based stablecoins such as
Tether [104], Dai [9], and USDC [17]. These currencies vary
wildly in terms of privacy, openness, smart contract support,
performance, regulatory risk, solvency guarantees, compliance
features, retail vs. wholesale suitability, and centralization of
the underlying ledger. Because of these differences, and be-
cause financial stability demands different monetary policy in
different countries, we cannot hope for a one-size-fits-all global
digital currency. Instead, to realize the full potential of digital
currencies (and digital assets in general), we need an ecosystem

where many digital currencies can efficiently interoperate.
Effective interoperability requires an exchange: an efficient

system for exchanging one digital asset for another. Users post
offers to trade one asset for another on the exchange, and then
the exchange matches mutually compatible offers together and
transfers assets according to the offered terms. For example,
one user might offer to trade 110 USD for 100 EUR, and might
be matched against another user who previously offered to
trade 100 EUR for 110 USD. A typical exchange maintains
orderbooks of all of the open trade offers.

The ideal digital currency exchange should, at minimum,
• not give any central authority undue power over the

global flow of money,
• operate transparently and auditably,
• give every user an equal level of access,
• enable efficient trading between every pair of currencies

(make effective use of all available liquidity), and
• support arbitrarily high throughput, without charging

significant fees to users.
Scalability is crucial for a piece of financial infrastructure

that must last far into the future, as the number of individuals
transacting internationally continues to grow. Furthermore, the
above feature list is by no means complete; a deployment may
want any number of additional features, such as persistent log-
ging, simplified payment verification [89], or integrations with
legacy systems, each of which slows down the system’s per-
formance. Scalability, viewed from another angle, enables the
system to add features without decreasing overall transaction
throughput (at the cost of additional compute hardware).

The gold standard for avoiding centralized control is a
decentralized exchange, or DEX: a transparent exchange
implemented as a deterministic replicated state machine
maintained by many different parties. To prevent theft, a
DEX requires all transactions to be digitally signed by the
relevant asset holders. To prevent cheating, replicas organize
history into an append-only blockchain. Replicas agree on
blockchain state through a Byzantine-fault tolerant consensus
protocol, typically some variant of asynchronous or eventually
synchronous Byzantine agreement [46] for private blockchains
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or synchronous mining [89] for public ones.
Unfortunately, existing DEX designs cannot meet the last

three desiderata.

Equality of Access In existing exchange designs, users with
low-latency connections to an exchange server (centralized or
not) can spy on trades incoming from other users and front-run
these trades. For example, a front-runner might spy an incom-
ing sell offer, and in response, send a trade that buys and imme-
diately resells an asset at a higher price [38,82]. In a blockchain,
where a block of trades is either finalized entirely or not at all,
this front-running can be made risk-free. More generally, some
users form special connections with blockchain operators to
gain preferential treatment for their transactions [55]. This spe-
cial treatment typically takes the form of ordering transactions
in a block in a favorable manner. The result is hundreds of
millions of dollars siphoned away from users [95].

Effective Use of Liquidity Existing exchange designs are
filled with arbitrage opportunities. A user trading from one cur-
rency A to another B might receive a better overall exchange
rate by trading through an intermediate reserve currency C,
such as USD. Users must typically choose a single (sequence
of) intermediate asset(s), leaving behind arbitrage opportuni-
ties with other intermediate assets. This challenge is especially
problematic in the blockchain space, where market liquidity
is typically fragmented between multiple fiat-pegged tokens.

Computational Scalability DEX infrastructure must
also be scalable. The ideal DEX needs to handle as many
transactions per second as users around the globe want to
send, without limiting transaction rates through high fees.
Trading activity growth may outpace Moore’s law, and should
not be limited by the rate of increase of single-CPU-core
performance. An ideal DEX should handle higher transaction
rates simply by using more compute hardware.

Unfortunately, folk wisdom holds that DEXes cannot
scale beyond a few thousand transactions per second. Naïve
parallel execution would not be replicable across different
blockchain nodes. This wisdom has led to many alternative
blockchain scaling techniques, such as off-chain trade
matching [108], automated market-makers [24], transaction
rollup systems [15, 19], and sharded blockchains [6] or
side-chains [92]. These approaches either trust a third party
to ensure that orders are matched with the best available price,
or sacrifice the ability to set traditional limit orders that only
sell at or above a certain price (reducing market liquidity).
Offchain rollup systems, sharded chains, and side-chains
further fragment market liquidity, leading to cross-shard
arbitrage and worse exchange rates for traders.

A challenge for on-chain limit-order DEXes is that the
order of operations affects their results. Typically, a DEX
matches each offer to the reciprocal offer with the best price:
e.g., the first offer to buy 1 EUR might consume the only offer
priced at 1.09 USD, leaving the second to pay 1.10 USD. Each
trade is a read-modify-write operation on a shared orderbook

data structure, so trades must be serialized. This serialization
order must be deterministic in a replicated state machine, but
naïve parallel execution would make the order of transactions
dependent on non-deterministic thread scheduling.

1.1 SPEEDEX: Towards an Ideal DEX
This paper disproves the conventional wisdom about on-chain
DEX performance. We present SPEEDEX, a fully on-chain
decentralized exchange that meets all of the desiderata outlined
above. SPEEDEX gives every user an equal level of access
(thereby eliminating a widespread class of risk-free front-
running), eliminates internal arbitrage opportunities (thereby
making optimal use of liquidity available on the DEX), and
is capable of processing over 200,000 transactions per second
when deployed on 48-core machines (Figure 3). SPEEDEX
is designed to scale further when given more hardware.

Like most blockchains, SPEEDEX processes transactions
in blocks—in our case, a block of 500,000 transactions every
few seconds. Its fundamental principle is that transactions in a
block commute: a block’s result is identical regardless of trans-
action ordering, which enables efficient parallelization [51].

SPEEDEX’s core innovation is to execute every order
at the same exchange rate as every other order in the same
block. SPEEDEX processes a block of limit orders as one
unified batch, in which, for example, every 1 EUR sold to buy
USD receives exactly 1.10 USD in payment. Furthermore,
SPEEDEX’s exchange rates present no arbitrage opportunities
within the exchange; that is, the exchange rate for trading USD
to EUR directly is exactly the exchange rate for USD to YEN
multiplied by the rate for YEN to EUR. These exchange rates
are unique for any (nonempty) batch of trades. Users interact
with SPEEDEX via traditional limit orders, and SPEEDEX
executes a limit order if and only if the batch’s exchange rate
exceeds the order’s limit price.

This design provides two additional economic advantages.
First, the exchange offers liquid trading between every asset
pair. Users can directly trade any asset for any other asset, and
the market between these assets will be at least as liquid as the
most liquid market path through intermediate reserve curren-
cies. Second, SPEEDEX eliminates a class of front-running
that is widespread in modern DEXes. No exchange operator or
user with a low-latency network connection can buy an asset
and resell it at a higher price, within the same block. (Note
that this is not every type of front-running; §8 and §10 contrast
SPEEDEX’s guarantees with those of other mitigations, and
how they can be combined.)

Furthermore, this economic design enables a scalable
systems design that is not possible using traditional order-
matching semantics. Unlike every other DEX, the operation
of SPEEDEX is efficiently parallelized, allowing SPEEDEX
to scale to transaction rates far beyond those seen today.
Transactions within a block commute with each other precisely
because trades all happen at the same shared set of exchange
rates. This means that the transaction processing engine has no
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need for the sequential read-modify-update loop of traditional
orderbook matching engines. Account balances are adjusted
using only hardware-level atomics, rather than locking.

1.2 SPEEDEX Overview
SPEEDEX is not a blockchain itself; rather, it is a DEX
component that can be integrated into any blockchain. A copy
of the SPEEDEX module should run inside every replica of
a blockchain using the system. SPEEDEX does not depend
on any specific property of a consensus protocol, but automat-
ically benefits from throughput advances in consensus and
transaction dissemination (such as [56]). SPEEDEX heavily
uses concurrency and benefits from uninterrupted access to
CPU caches, and as such is best implemented directly within
blockchain node software (instead of as a smart contract).

We implemented SPEEDEX within a custom blockchain us-
ing the HotStuff consensus protocol [115]; this implementation
provides the measurements in this paper. We created a second
implementation as a component of the Stellar blockchain [84],
which is considering a Layer-1 SPEEDEX deployment.

Implementing SPEEDEX introduces both theoretical
algorithmic challenges and systems design challenges. The
core algorithmic challenge is the computation of the batch
prices. This problem maps to a well-studied problem in the the-
oretical literature (equilibrium computation of Arrow-Debreu
Exchange Markets, §A.1); however, the algorithms in the the-
oretical literature scale extremely poorly, both asymptotically
and empirically, as the number of open limit orders increases.

We show that the market instances which arise in SPEEDEX
have additional structure not discussed in the theoretical litera-
ture, and use this structure to build a novel algorithm (based on
the Tâtonnement process of [53]) that, in practice, efficiently
approximates batch clearing prices. We then explicitly correct
approximation error with a follow-up linear program.

Our algorithm’s runtime is largely independent of the num-
ber of limit orders—each Tâtonnement query has a runtime
of O(#assets2 · lg(#offers)) and the linear program has size
O(#assets2). This gives a crucial algorithmic speedup because
in the real world, the number of currencies is much smaller
than the number of market participants. (The experiments of
§6 and §7 use 50 assets and tens of millions of open offers.)

On the systems design side, to implement this exchange,
we design natural commutative transaction semantics and
implement data structures designed for concurrent, batched
manipulation and for efficiently answering queries about the
exchange state from the price computation algorithm.

In recent years, the economics literature has begun
discussing the use of batched trading systems in traditional
markets to combat front-running and externalities associated
with high-frequency trading [30, 41, 43]. This literature
focuses only on the case of trading between two assets (where
price computation is simple) or where all trades use a single
numeraire currency [44]. Our contribution to this line of work
is to demonstrate the feasibility of a batch trading system

Blockchain
Node

Overlay
Network (1)

Block
Proposal (2)

Consensus
(3)

SPEEDEX

Core DEX
Engine (4)

Batch Pricing
Algorithm (5)

DEX State Database (6)

Persistent
Log (7)

Demand
Queries

Pricing Queries

State
Updates

Fig. 1. Architecture of SPEEDEX module (4, 5, 6) inside one
blockchain node.

that exchanges many assets and many numeraire currencies
simultaneously, thereby expanding the design space of
implementable market structures.

2 System Architecture
SPEEDEX is an asset exchange implemented as a replicated
state machine in a blockchain architecture (Fig. 1). Assets are
issued and traded by accounts. Accounts have public signature
keys authorized to spend their assets. Signed transactions
are multicast on an overlay network (Fig. 1, 1) among block
producers. At each round, one or more producers propose
candidate blocks extending the blockchain history (Fig. 1, 2).
A set of validator nodes (generally the same set or a superset of
the producers) validates and selects one of the blocks through
a consensus mechanism (Fig. 1, 3). SPEEDEX is suitable for
integration into a variety of blockchains, but benefits from a
consensus layer with relatively low latency (on the order of
seconds), such as BA? [71], SCP [84], or HotStuff [115].

The implementation evaluated here uses HotStuff [115],
while the the Stellar blockchain implementation relies on
Stellar’s existing consensus protocol, SCP [88].

Most central banks and digital currency issuers maintain
a ledger tracking their currency holdings. SPEEDEX is not
intended to replace these primary ledgers. Rather, we expect
banks and other regulated financial institutions to issue 1:1
backed token deposits onto a blockchain that runs SPEEDEX
and provide interfaces for moving money on and off the
exchange. These assets could be digital-native tokens as well;
any divisible and fungible asset can integrate with SPEEDEX.

SPEEDEX supports four operations: account creation, offer
creation, offer cancellation, and send payment. Offers on
SPEEDEX are traditional limit orders. For example, one offer
might offer to sell 100 EUR to buy USD, at a price no lower
than 0.91 USD/EUR. Offers can trade between any pair of
assets, in either direction. Another offer, for example, might
offer to sell 100 USD in exchange for EUR, at a price no lower
than 1.10 EUR/USD.

What makes SPEEDEX different from existing DEXes
is the manner in which it processes new orders. Traditional
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exchanges process trades sequentially, implicitly computing
a matching between limit orders. SPEEDEX, by contrast,
processes trades in batches (typically, one batch would consist
of all of the limit orders in one block of the blockchain).

In a blockchain, all of the transactions in a block are
appended at the same clock time, so there is no reason a
priori why a DEX should pick one ordering over another.
SPEEDEX, by design, imposes no ordering whatsoever
between transactions in a block. Side effects of a transaction
are only visible to other transactions in future blocks.

Logically, when the SPEEDEX core engine (Fig. 1, 4)
receives a finalized block of trades, it applies all of the trades at
exactly the same time and computes an unordered set of state
changes, which it passes to its exchange state database (Fig.
1, 6). This database records orderbooks and account balances,
and is periodically written to the persistent log (Fig 1, 7).

2.1 SPEEDEX Module Architecture
To implement an exchange that operates replicably where
trades in a block are not ordered relative to each other,
SPEEDEX requires a set of trading semantics such that
operations commute.

Traditional exchange semantics are far from commutative:
one offer to buy an asset is matched with the lowest priced
seller, and the next offer to buy is matched against the
second-lowest priced seller, and so on. Hence, every trade can
occur at a slightly different exchange rate.

Instead, to make trades commutative, SPEEDEX computes
in every block a valuation pA for every asset A . The units
of pA are meaningless, and can be thought of as a fictional
valuation asset that exists only for the duration of a single
block. However, valuations imply exchange rates between
different assets—every sale of asset A for asset B occurs at
a price of pA/pB . Unlike traditional exchanges, SPEEDEX
does not explicitly compute a matching between trade offers.
Instead, offers trade with a conceptual “auctioneer” entity at
these exchange rates. Trading becomes commutative because
all trades in one asset pair occur at the same price.

The main algorithmic challenge is to compute valuations
where the exchange clears—i.e., the amount of each asset sold
to the auctioneer equals the amount bought from the auctioneer.

When the auctioneer sets exact clearing valuations, an offer
trades fully with the auctioneer if its limit price is strictly
below the auctioneer’s exchange rate, and not at all if its limit
price exceeds the auctioneers rate. When the limit price equals
the exchange rate, SPEEDEX may execute the offer partially.
Note that an exchange is a zero-sum system; as compared to
sequential execution, some users may see better prices and
some may see worse, but SPEEDEX guarantees that no user’s
price is worse than their minimum limit price.

Theorem 1. Exact clearing valuations always exist. These
valuations are unique up to rescaling.1

1And technical conditions (§A.3), e.g. everything clears an empty market.

Theorem 1 is a restatement of a general theorem of
Arrow-Debreu exchange market theory [57] (§A.3).

Concretely, whenever the core SPEEDEX engine (Fig 1,
4) receives a newly finalized block, one of its first actions is
to query an algorithm that computes clearing valuations (Fig
1, 5). It then uses the output of this algorithm to compute the
modifications to the exchange state (Fig 1, 6).

As valuations that clear the market always exist for any set of
limit orders, there is no adversarial input that SPEEDEX cannot
process. And because these valuations are unique, SPEEDEX
operators do not have a strategic choice between different sets
of valuations. SPEEDEX’s algorithmic task is to surface infor-
mation about a fundamental mathematical property of a batch.

Unfortunately, we are not aware of a practical method to
compute clearing prices exactly. (The number of bits required
to represent exact clearing prices may be extremely large [57],
and in a natural extension of the SPEEDEX model [96] the
clearing prices are not even rational.) SPEEDEX therefore
uses approximate clearing prices.

At nonexact clearing prices, the conceptual auctioneer will
not have enough of some asset(s) to pay out all offers willing
to accept the market price. SPEEDEX addresses this deficit
in two ways. First, the auctioneer proportionally reduces the
amount it pays out to offers by a small fraction—in other
words, it charges a commission. Commissions are common for
exchanges, whether decentralized or not, though SPEEDEX
does it for market clearing rather than profit reasons. To avoid
incentivizing high trading costs, the implementation returns
commissions to the asset issuers, and one goal of our price
computation algorithm’s design is to make this commission
as low as computationally practical. Second, the auctioneer
can refrain from filling some marketable offers. Whereas in
a perfect Arrow-Debreu exchange market, offers at the market
price may be partially filled or not filled, in SPEEDEX the
same applies to offers very close to the market price, even if
they still beat the market price by a small percentage.

SPEEDEX always rounds trades in favor of the auctioneer.
Our implementation burns collected transaction fees and
accumulated rounding error (effectively returning them to
the issuer by reducing the issuer’s liabilities). The Stellar
implementation eliminates the fee and returns the accumulated
rounding error to asset issuers.

2.2 Design Properties
Computational Scalability SPEEDEX’s commutative
semantics allow effective parallelization of DEX operation.
Because transactions within a block are not semantically
ordered, DEX state is identical regardless of the order in
which transactions are applied. This exact replicability
is, of course, required for a replicated state machine. The
order-independence also means SPEEDEX transactions can
be executed in parallel by all available CPU cores despite the
fact that thread interleaving is nondeterministic in multicore
machines. Almost all coordination occurs via hardware-level
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atomics (e.g., atomic add on 64-bit integers) without spinlocks.
SPEEDEX stores balances in accounts, rather than in

discrete, unspent coins (often called “UTXOs”). It also
supports single-currency payment operations, which are
simpler than DEX trading. Hence, SPEEDEX disproves the
popular belief [85, 97] that account-based ledgers are not
compatible with horizontal scalability.

No risk-free front running Well-placed agents in real-
world financial markets can spy on submitted offers, notice
a new transaction T , and then submit a transaction T ′ (that
executes before T ) that buys an asset and re-sells it to T
at a slightly higher price. In some blockchain settings, T ′

can be done as a single atomic action [55]. However, since
every transaction sees the same clearing prices in SPEEDEX,
back-to-back buy and sell offers would simply cancel each
other out. Relatedly, because every offer sees the same prices,
a user who wishes to trade immediately can set a very low
minimum price and be all but guaranteed to have their trade
executed, but still at the current market price.

Risk-free front-running is one instance of the widely dis-
cussed “Miner Extractable Value” (MEV) [55] phenomenon,
in which block producers reorder transactions within a
block for their own profit (or in exchange for kickbacks).
By eliminating the ordering of transactions within a block,
SPEEDEX eliminates a large source of MEV. However, this
does not eliminate every type of front-running manipulation,
such as delaying victim transactions to a future block (see §8).

No (internal) arbitrage and no central reserve currency
An agent selling asset A in exchange for asset B will see a price
of pA/pB . An agent trading A for B via some intermediary
asset C will see exactly the same price, as pA

pC
· pC

pB
= pA

pB
.

Hence, one can efficiently trade between assets without much
pairwise liquidity with no need to search for an optimal path.
By contrast, many international payments today go through
USD because of a lack of pairwise liquidity. The multitude
of USD-pegged stablecoins in modern blockchains further
fragments liquidity. Of course, there can still be arbitrage
between SPEEDEX and external markets.

3 Commutative DEX Semantics
To propose or execute a block of transactions, the SPEEDEX
core engine performs the following three actions.

1 For each transaction in the block (in parallel), check
signature validity, collect new limit offers, and compute
available account balances after funds are committed to
offers or transferred between accounts. When proposing
a block of transactions, SPEEDEX discards potentially
invalid transations.

2 When proposing a block, compute approximate clearing
prices and approximation correction metadata.

3 Iterate over each offer, making a trade or adding it to the
resting orderbooks (based on the prices and metadata).

For transaction processing in step 1 to be commutative, it

must be the case that the step 1 output effects (specifically: cre-
ate a new account, create a new offer, cancel an existing offer,
and send a payment) of one transaction have no influence on the
output effects of another transaction. This means that one trans-
action cannot read some value that was output by another trans-
action (in the same block), and that whether one transaction
succeeds cannot depend on the success of another transaction.

To meet the first requirement, traders include all parameters
to their transactions within the transaction itself. The second
requirement necessitates precise management of transaction
side effects. At most one transaction per block may alter an
account’s metadata (such as the account’s public key or exis-
tence), and metadata changes take effect only at the end of block
execution. Similarly, an offer cannot be created and cancelled
in the same block. As payments and trading are the common
case, we do not consider these restrictions a serious limitation.

SPEEDEX must also ensure that no account is overdrafted.
That is to say, after processing all transactions in a block,
the unlocked balance of every account must be nonnegative
(where an open offer locks the offered amount of an asset for
the duration of its lifetime). Unlike most distributed ledgers,
SPEEDEX cannot simply deem the second of two conflicting
transactions to fail—after all, transactions have no ordering.
Instead, our implementation requires a block proposer to
ensure that a block cannot cause overdrafts; every node rejects
blocks that violate this property. To generate valid blocks,
proposers use a conservative process outlined in §K.6. The
design requires passing information from the SPEEDEX
database (Fig 1, 6) to the proposal module (Fig 1, 2).

The core remaining technical challenge is the batch price
computation (Fig 1, 5).

4 Price Computation

4.1 Requirements

As discussed earlier, in every block, SPEEDEX computes
batch clearing prices and executes trades in response to these
prices. Every DEX is subject to two fundamental constraints:

• Asset Conservation No assets should be created out of
nothing. As discussed in §2, offers in SPEEDEX trade
with a virtual auctioneer. After a batch of trades, this
auctioneer cannot be left with any debt. We do allow the
auctioneer to burn some surplus assets as a fee.

• Respect Offer Parameters No offer trades at a worse
price than its limit price.

Additionally, SPEEDEX should facilitate as much trade
volume as possible. (Otherwise, the constraints could be vac-
uously met by never trading.) Furthermore, price computation
must be efficient, as it occurs for each block of trades, every
few seconds. Finally, SPEEDEX should minimize the number
of offers that trade partially; asset quantities are stored as
integer multiples of a minimum unit, so each partial trade risks
accumulating a rounding error of up to one unit.
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4.2 From Theory To Practice
The problem of computing batch clearing prices is equivalent
to the problem of computing equilibria in linear Arrow-Debreu
Exchange Markets (§A). Our algorithm is based on the
iterative Tâtonnement process from this literature [53].

However, the runtimes of the theoretical algorithms scale
very poorly, both asymptotically and empirically. They also
output approximate equilibria for notions of approximation
that violate the two fundamental constraints above (for
example, Definition 1 of [53] permits equilibria to mint new
assets and to steal from a user).

We develop a novel algorithm for computing equilibria that
runs efficiently in practice (§6) and explicitly ensures that
(1) asset amounts are conserved and (2) every offer trades at
exactly the market prices, and only if the offer’s limit price
is at or below the batch exchange rate. First, Tâtonnement
approximates clearing prices (§5). We show that the structure
of the types of trades in SPEEDEX lets each iteration run
in time logarithmic in the number of open limit offers (via a
series of binary searches), giving an algorithm asymptotically
faster than that within the theoretical literature.

We then explicitly correct for the approximation error with a
linear program (§D). Crucially, the size of this linear program
is linear in the number of asset pairs, and has no dependence on
the number of open trade offers. The linear program ensures
that, no matter what prices Tâtonnement outputs, (1) asset
amounts are conserved, and (2) no offer trades if the batch
price is less than its limit price.

To be precise, our algorithm outputs the following:
• Prices: For each asset A , SPEEDEX computes an asset

valuation pA . One unit of A trades for pA/pB units of B .
• Trade Amounts: For each asset pair (A ,B), SPEEDEX

computes an amount xA ,B of asset A that is sold for asset
B (again, at exchange rate pA/pB ).

For every asset pair (A ,B), SPEEDEX sorts all of the offers
selling A for B by their limit prices, and then executes the of-
fers with the lowest limit prices, until it reaches a total amount
of A sold of xA ,B (tiebreaking by account ID and offer ID).

As a bonus, this method ensures that at most one offer per
trading pair executes partially, minimizing rounding error.

5 Price Computation: Tâtonnement
Tâtonnement is an iterative process; starting from an (arbitrary)
initial set of prices, it iteratively refines them until the prices
reach a stopping criterion.

Each iteration of Tâtonnement starts with a demand query.
The demand of an offer is the net trading of the offer (with
the auctioneer) in response to a set of prices, and the demand
of a set of offers is the sum of the demands of each offer.
Tâtonnement’s goal is to find prices such that the amount of
each asset sold to the auctioneer matches the amount bought
from it (in other words, the net demand is 0).

Example 1. Suppose that a limit order offers to sell 100 USD

for EUR with a minimum price of 0.8 EUR per USD. If the can-
didate prices are such that α=

pUSD
pEUR

>0.8, then the limit order
would like to trade, and its demand is (−100 USD,100α EUR).
Otherwise, its demand is (0 USD,0 EUR).

Iterative Price Adjustment. If more units of an asset
are demanded from the auctioneer than are supplied to it (a
positive net demand, meaning a deficit for the auctioneer),
then the auctioneer raises the price of the asset. Otherwise,
the auctioneer has a surplus, so it lowers the price of the
asset. Implementing this process effectively requires careful
numerical normalization in response to differences in prices
and trade volumes, which we describe in detail in §C.1.

Tâtonnement repeats this process until the current set of
prices is sufficiently close to the market clearing prices (or it
hits a timeout). Specifically, Tâtonnement iterates until it has a
set of prices such that, if the auctioneer charges a commission
of ε, then there is a way to execute offers such that:

1 The auctioneer has no deficits (assets are conserved)
2 No offer executes outside its limit price bound
3 Every offer with a limit price more than a (1−µ) factor

below the auctioneer’s exchange rate executes in full.
The last condition is a formalization of the notion that

SPEEDEX should satisfy as many trade requests as possible.
Informally, an offer with a limit price equal to the auctioneer’s
exchange rate is indifferent between trading and not trading,
while one with a limit price far below the auctioneer’s
exchange rate strongly prefers trading to not trading.

5.1 Efficient Demand Queries
Implemented naïvely, Tâtonnement’s demand queries would
consist of a loop over every open exchange offer. This is im-
possibly expensive, even if the loop is massively parallelized.
Concretely, one invocation of Tâtonnement can require many
thousands of demand queries. Every demand query therefore
must return results in at most a few hundred microseconds.

This naïve loop appears to be required for the (more
general) problem instances studied in the theoretical literature.
However, all of the offers in SPEEDEX are traditional limit
orders that sell one asset in exchange for one other asset at
some limit price. An offer with a lower limit price always
trades if an offer with a higher limit price trades. Therefore,
SPEEDEX groups offers by asset pair and sorts offers by
their limit prices. We drive the marginal cost of this sorting
to near zero by using an offer’s limit price as the leading bits
(in big-endian) of the keys in our Merkle tries (§K.5).

SPEEDEX can therefore compute a demand query with a
sequence of binary searches (§G). Individual binary searches
can run on separate CPU cores. The number of open offers
(say, M) on an exchange is vastly higher than the number of
assets traded (say, N). Our experiments in §7 trade N = 50
assets with M= tens of millions of open offers; the complexity
reduction from O(M) to O(N2lg(M)) is crucial.
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5.2 Multiple Tâtonnement Instances
§C describes several other Tâtonnement adjustments that help
it respond well to a wide variety of market conditions. Some of
these adjustments are parametrized (such as how quickly one
should adjust the candidate prices); rather than pick one set of
control parameters, we run several instances of Tâtonnement
in parallel and take whichever finishes first as the result. (In the
case of a timeout, we choose the set of prices that minimizes
the unrealized utility [§6.2].) SPEEDEX includes the output of
Tâtonnement and the subsequent linear program in the headers
of proposed blocks (§K.3).

6 Evaluation: Price Computation
Tâtonnement’s runtime depends primarily on the target ap-
proximation accuracy, the number of open trade offers, and
the distribution of the open trade offers. The runtime increases
as the desired accuracy increases. Surprisingly, the runtime
actually decreases as the number of open offers increases. And
like many optimization problems, Tâtonnement performs best
when the input is normalized, meaning in this case that the (nor-
malized, §C.1) volume traded of each asset is roughly the same.

Tâtonnement runs once per block. To produce a block every
few seconds, Tâtonnement must run in under one second most
of the time. Our implementation runs Tâtonnement with a
timeout of 2 seconds, but it typically converges much faster.

6.1 Accuracy and Orderbook Size
We find that Tâtonnement converges more quickly as the
number of open offers increases. Tâtonnement converges
fastest when small price changes do not cause comparatively
large changes in overall net demand. However, an offer’s
behavior is a discontinuous function (of prices); it does not
trade below its limit price and trades fully above it.

There are two factors that mitigate these “jump discontinu-
ities.” First, Tâtonnement approximates optimal offer behavior
by a continuous function (§B). Smaller µ means a closer
approximation. Second, the more offers there are in a batch, the
smaller any one offer’s relative contribution to overall demand.
This last factor explains why Tâtonnement converges more
quickly when there are more offers on the exchange. A real-
world deployment might raise accuracy as trading increases.

Fig. 2 plots the minimum number of trade offers that
Tâtonnement needs to consistently find clearing prices
for 50 distinct assets in under 0.25 seconds (for the same
trade distribution used in §7). To put these fee rates in
context, BinanceDex [1] charged a fee of either 0.1%≈2−10

or 0.04% ≈ 2−11.3. Uniswap [24, 25] charges 1%, 0.3%,
or 0.05% (∼2−6.6, ∼2−8.4, and ∼2−11, respectively), and
Coinbase charges 0.5% to 4% [4] (∼2−7.6 to∼2−4.6).

Though our experiments rarely experienced Tâtonnement
timeouts, Tâtonnement timeouts caused by sparse orderbooks
may be self-correcting: If SPEEDEX proposes suboptimal
prices, fewer offers will find a counterparty and trade. When
fewer offers clear in one block, more are left to facilitate

Fig. 2. Minimum number of offers needed for Tâtonnement to
run in under 0.25 seconds (Smaller is better. Times averaged
over 5 runs). The x axis denotes offer behavior approximation
quality (µ), and the y axis denotes the commission (ε).

Tâtonnement in the next block. §F describes an alternative
algorithm that is effective on small batches.

6.2 Robustness Checks
As a robustness check, we run Tâtonnement against a trade
distribution derived from volatile cryptocurrency market data.
In an ideal world, we could replay trades from another DEX
through SPEEDEX. Unfortunately, doing so poses several
problems. First, in practice, almost all DEX trades go through
four de facto reserve currencies (ETH, USD, USDC, and
USDT), three of which are always worth close to $1. The
decomposition between a few core “pricing” assets and a
larger number of other assets makes price discovery too simple.
Second, transaction rates on existing DEXes are too low to
provide enough data. Finally, we suspect users would submit
different orders to SPEEDEX than they might on a traditional
exchange, due to the distinct economic properties of batch
trading systems.

Experiment Setup. As a next-best alternative, we generate
a dataset based on historical price and market volume data. We
took the 50 crypto assets that had the largest market volume
on December 8, 2021 (as reported by coingecko.com) and
for each asset, gathered 500 days of price and trade volume
history. We then generated 500 batches of 50,000 transactions.
A new offer in batch i sells asset A (and buys asset B) with
probability proportional to the relative volume of asset A
(and asset B , conditioned on A 6=B) on day i, and demands a
minimum price close to the real-world exchange rate on day i.
The extreme volatility of cryptocurrency markets and variation
between these 50 assets make this dataset particularly difficult
for Tâtonnement. To further challenge Tâtonnement, we use
a smaller block size of∼30,000 (compared to 500,000 in §7).

The experiment charged a commission of ε = 2−15 ≈
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0.003%, and attempted to clear offers with limit prices more
than 1−µ below the market prices, for µ=2−10≈0.1% (§B).

Experiment Results. The experiment ran for 500 blocks.
Each block created about 25,000 new offers and a few
thousand cancellations and payments.

Tâtonnement computed an equilibrium quickly in 350
blocks, and in the remainder, computed prices sufficiently
close to equilibrium that the follow-up linear program
facilitated the vast majority of possible trading activity.

We measure the quality of an approximate set of prices by
the ratio of the “unrealized utility” to the “realized utility.” The
utility gained by a trader from selling one unit of an asset is the
difference between the market exchange rate and the trader’s
limit price, weighted by the valuation of the asset being sold.
Note that the units do not matter when comparing relative
amounts of “utility.”

In the blocks where Tâtonnement computed an equilibrium
quickly, the mean ratio of unrealized to realized utility was
0.71% (max: 4.7%), and in the other blocks, the mean ratio
was 0.42% (max: 3.8%).

Recall that Tâtonnement terminates as soon as a stopping
criteria is met; roughly, “does the supply of every asset exceed
demand,” so one mispriced asset will cause Tâtonnement
to keep running. However, every Tâtonnement iteration
continues to refine the price of every asset. This is why
Tâtonnement actually gives more accurate results in the
batches it found challenging. A deployment might enforce a
minimum number of Tâtonnement rounds.

Qualitatively, Tâtonnement correctly prices assets with
high trading volume and struggles on sparsely traded assets (as
might be expected from Fig. 2). Tâtonnement also adjusts its
price adjustment rule in response to recent market conditions
(§C.1), a tactic which is less effective on volatile assets.

Should this pose a problem in practice, a deployment could
choose to vary the approximation parameters by trading pair.

7 Evaluation: Scalability
We ran SPEEDEX on four r6id.24xlarge instances in an Ama-
zon Web Services datacenter. Each instance has 48 physical
CPU cores divided over two Intel Xeon Platinum 8375CL
chips (32 total cores per socket, 24 of which are allocated to our
instances), running at 2.90Ghz with hyperthreading enabled,
768GB of memory, 4 1425GB NVMe drives connected in a
RAID0 configuration. We use the XFS filesystem [102]. These
experiments use the HotStuff consensus protocol [115], and
do not include Byzantine replicas or a rotating leader.

Experiment Setup. These experiments simulate trading of
50 assets. Transactions are charged a fee of ε=2−15(0.003%).
We set µ = 2−10, guaranteeing full execution of all orders
priced below 0.999 times the auctioneer’s price. The initial
database contains 10 million accounts. Tâtonnement never
timed out, and typically required fewer than 1,000 iterations.

Transactions are generated according to a synthetic data

Fig. 3. Transactions per second on SPEEDEX, plotted over the
number of open offers.

model—every set of 100,000 transactions is generated as
though the assets have some underlying valuations, and users
trade a random asset pair using a minimum price close to the
underlying valuation ratio. The valuations are modified (via
a geometric Brownian motion) after every set. Accounts are
drawn from a power-law distribution.

Each set is split into four pieces, with one piece given
to each replica. Replicas load these sets sequentially and
broadcast each set to every other replica. Each replica adds
received transactions to its pool of unconfirmed transactions.

Replicas propose blocks of roughly 500,000 transac-
tions. In these experiments, each block consists of roughly
350,000–400,000 new offers, 100,000–150,000 cancellations,
10,000–20,000 payments, and a small number of new accounts.
We generate 5,000 sets of input transactions. Some of these
transactions conflict with each other and are discarded by
SPEEDEX replicas. Each experiment runs for 700–750 blocks.

Every five blocks, the exchange commits its state to
persistent storage in the background (via LMDB [50], §K.2).

Performance Measurements. Fig. 3 plots the end-to-end
transaction throughput rate of SPEEDEX as the number of
worker threads inside SPEEDEX increases. The x-axis plots
the number of open offers on the exchange.

Most importantly, Fig. 3 demonstrates that SPEEDEX can
efficiently use its available CPU hardware. The speedup is
near-linear, until the number of threads approaches the number
of CPU cores—from 6 to 12,∼1.9x, from 12 to 24,∼1.8x, and
from 24 to 48,∼1.4x. The thread counts are only for the num-
ber of threads directly for SPEEDEX’s critical path, and not for
many of the tasks that the implementation must perform in the
background, such as logging data to persistent storage (logging
the account database uses 16 threads), consensus, and garbage
collection, and these threads begin to contend with SPEEDEX
as the number of SPEEDEX worker threads increases.

Secondly, Fig. 3 demonstrates the scalability of SPEEDEX
with respect to the number of open offers. The number of open
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Fig. 4. Time to propose and execute a block, plotted over the
number of open offers.

offers SPEEDEX works with in these experiments is already
quite large, but most importantly, as the number of open offers
goes from 0 to the 10s of millions, SPEEDEX’s transaction
throughput falls by only∼10%. This slowdown is primarily
derived from a Tâtonnement optimization (the precomputation
outlined in §9.2). Tâtonnement is the one part of SPEEDEX
that cannot be arbitrarily parallelized, so we design our imple-
mentation towards making it as fast as possible. An implemen-
tation might skip this work in some parameter regimes.

To focus on the performance of SPEEDEX, Figs. 4
and 5 plot the time to propose and execute blocks, and to
validate and execute proposals, respectively, when we disable
signature verification (which is trivial to parallelize). First,
note that both proposal and validation scale with the number
of threads; validation scales better than proposal due to the
aforementioned Tâtonnement optimization. Second, note that
validating and executing a proposal from another replica is
substantially faster than proposing a block; this lets a replica
that is somehow delayed catch up.

The runtime variation in Fig. 4 results from the fact that
SPEEDEX without signature verification runs too quickly for
our persistent logging implementation.

SPEEDEX is not a consensus protocol, and these experi-
ments (one consensus invocation every few seconds) do not
come close to stressing the consensus throughput of Hotstuff.
However, network bandwidth requirements necessarily
scale (at least) linearly with transaction rate. Recent work,
such as [56, 79, 113], develops consensus protocols that
maximally use available network bandwidth. However,
integrating SPEEDEX with any consensus protocol requires
understanding the tradeoffs between batch size, transaction
rate, and consensus frequency. Fig. 6 plots this tradeoff running
SPEEDEX on the same transaction workload as in Fig. 3. We
also ran SPEEDEX with more replicas on different hardware
and observed the same scalability trends, as outlined in §L
(albeit with lower overall throughput on weaker hardware).

Fig. 5. Time to validate and execute a proposal, plotted over
the number of open offers (measurements from one replica).

Fig. 6. Median transaction rates, varying block size and num-
ber of open offers (grouped into buckets of 2M). Shaded areas
plot 10th to 90th percentiles.

Conclusions. To reiterate, SPEEDEX achieves these
transaction rates while operating fully on-chain, with no
offchain rollups and no sharding of the exchange’s state. To
make SPEEDEX faster, one can simply give it more CPU cores,
without changing the transaction semantics or user interface.
This scaling property is unique among existing DEXes.

7.1 Alternative Scaling Techniques
Traditional Exchange Semantics. The core logic of just
an exchange system can be implemented extremely efficiently
with almost no code. The logic of the constant product market
maker UniswapV2 [24], for example, is less than 10 lines
of simple arithmetic code. An orderbook-based exchange
requires more code but can still be made very fast, as most
operations modify only a small number of data objects. We im-
plemented a bare-bones orderbook exchange with two assets
using the same data structures as in SPEEDEX—each trans-
action checks the orderbook for a matching offer or offers and
either makes appropriate transfers or adds the new offer to the
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orderbook. These operations are extremely fast when the num-
ber of accounts is small; our implementation runs∼1.7 million
of these transactions per second when there are only 100
accounts. However, every database lookup becomes slower as
the as the number of accounts grows; when there are 10 million
accounts in the database (as in the above experiments), through-
put falls 8x to∼210,000 per second. Yet that is before adding
all of the other SPEEDEX features one needs in a real DEX,
such as state hashes, transaction fees, structures for simple
payment verification [89], replication, or durable logging. The
scalability of the full SPEEDEX implementation lets it surpass
that rate even when slowed down by all of these features.

Note that every orderbook operation affects every subse-
quent transaction—each transaction influences the exchange
rate observed in the next transaction—and as such, their ex-
ecution cannot be parallelized. SPEEDEX’s design, therefore,
enables parallel execution of what would otherwise be a strictly
serial workload. To isolate the effect of SPEEDEX’s paralleliz-
able semantics on its transaction throughput, we therefore turn
to a workload that does not touch the DEX at all—one where
every transaction is a payment between random accounts.

Optimistic Concurrency Control. A widely explored
class of alternative designs for parallel transaction execution
use optimistic concurrency control, and of these approaches
the most closely related state of the art design appears to
be Block-STM [70], which is deployed in Aptos [22]. This
approach optimistically executes batches of transactions,
retrying after conflicts as necessary.

We therefore design the measurements of Fig. 7 to mirror
the experiments in [70]. The “Aptos p2p” transactions in [70]
are payments between two random accounts, and consist of
8 reads of 5 writes. Each of our payments consists of two data
reads (source account public key and last committed sequence
number), two atomic compare_exchange operations (subtract
payment and fee from source), an atomic fetch_xor (reserve
sequence number), and an atomic fetch_add (add payment to
destination)—implemented without atomics, this would be
6 reads and 4 writes. All payments are of the same asset.

Fig. 7 plots the throughput rates of SPEEDEX on this
transaction workload for the parameter settings measured in
Block-STM (Figs. 7 and 8, [70]). Note that for large batch
sizes, the transaction throughput is largely independent of
the number of accounts, even though every transaction in the
two account setting contends with every other transaction. Fur-
thermore, unlike Block-STM, SPEEDEX achieves near-linear
scalability on sufficiently large batches. For small batch sizes,
a large number of accounts actually slows down SPEEDEX,
largely due to increased sensitivity to cache performance
and our system’s NUMA (two socket) architecture on small
timescales. We also ran this experiment on a single-socket sys-
tem (an AWS c5a.16xlarge, as in [70]), and found only negligle
impact of the number of accounts on throughput. Fig. 7 was run
with hyperthreading disabled, to compare against Block-STM
experiments. The rest of our experiments were run with hy-

Fig. 7. Throughput of SPEEDEX on batches of payment trans-
actions with varying thread counts (average of 100 trials).

perthreading enabled (because of the many background tasks
in SPEEDEX); enabling hyperthreading on this payments
workload causes a negligible performance degradation for
large batches (approximately 1-6%), and a larger (up to 25%)
on small batches. As a baseline, §J graphs the performance
of Block-STM on these parameter settings on our hardware.

We also ran SPEEDEX on an only-payments workload with
10 million accounts and 50 assets, and measured a throughput
of approximately 375k, 215k, 114k, and 60k transactions per
second using 48, 24, 12, and 6 threads, respectively (a 34.8x,
20.0x, and 10.6x, and 5.6x speedup over the single-threaded
measurement). We disabled data persistence for these
trials—again, the logging off of the critical path contends with
SPEEDEX at these transaction rates, especially for payment
transactions that modify two accounts, instead of just one
(as when creating an offer). The throughput reached 255k
transactions per second with data persistence enabled.

Production Systems. Finally, we ran the Ethereum Virtual
Machine (Geth 1.10 [10]) on a workload of UniswapV2 [24]
transactions, and measured a rate of∼3000 transactions per
second (a result in line with other Ethereum benchmarks [107]).
The Loopring exchange, built as an L2 rollup on Ethereum,
claims a maximum rate of∼2000 per second [23], a number
calculated from Ethereum’s per-block computation limit [21],
which is in turn set based on the real computational cost of serial
transaction execution [26, 45, 47, 91]. Precise measurements
of the Stellar blockchain’s orderbook DEX suggest that its
implementation could handle∼4000 DEX trades per second.

8 Design Limitations and Mitigations
Latency. Batch trading inherently introduces latency
(between order submission and order execution) not present
on traditional, centralized exchanges, simply because an order
cannot execute until a batch has been closed and clearing
prices have been computed. This latency is already present
in a blockchain context (a transaction is not finalized until
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the consensus protocol adds it to a block), so in this context,
SPEEDEX introduces no additional latency.

The latency may have downstream economic effects.
Market-making may be more (or less) profitable operating
in a batch system, which could lead to reduced (or increased)
liquidity. Budish et al. [30] argue that batch trading (between
2 assets) would reduce costs for market-makers, which could
lead to increased liquidity. However, they study a higher batch
frequency (approximately once per millisecond); our lower
batch frequency is less studied (see Q9, [41]).

Tâtonnement Nondeterminism. The algorithms evaluated
in §6 can be viewed as a randomized approximation scheme,
which raises the question of whether a malicious operator
can manipulate the approximation. Note that the level of
approximation error (as defined in §B) can be measured,
so non-anonymous node operators can be penalized for
malfeasance. When regulation is not possible, Tâtonnement
can be made deterministic by fixing a set of control parameters
for each instance and choosing the solution with the lowest
approximation error (or lowest unrealized utility, §6.2). The
Stellar implementation uses a static set of control parameters
with one Tâtonnement instance. Node operators could also
compete to compute prices accurately, as in [7].

Nondeterministic Overdraft Prevention. SPEEDEX
needs to prevent an account from spending more than its
balance of an asset. As discussed in §3, our implementation
considers a proposal valid only if no account is overdrafted
after applying the block. This design complicates pipelining
of consensus with execution, gives plausible deniability for
delaying transactions, and is incompatible with cryptographic
commit-reveal schemes.

Instead, given a fixed block of transactions, an implemen-
tation could first compute, for each account, the total amount
of each asset debited from the account (before applying any
credits). If there is any possibility for an account to overdraft
in this block, then this amount must exceed the account’s
balance. As such, to ensure that no accounts overdraft, the
implementation can remove all transactions from accounts
that might overdraft. Note that this determination is made on a
per-account basis, before any transactions are removed, so this
filtering requires only one, parallelizable pass over a block of
transactions, adding only minimal overhead (§I). Furthermore,
only accounts that attempt to overdraft are affected.

Other commutativity conflicts, such as cancelling an offer
twice or reusing a sequence number, can be handled similarly,
by removing all transactions involved in these conflicts. Note
that using these filtering criteria, removing a transaction
cannot cause a commutativity conflict. The Stellar blockchain
plans this approach.

Other Types of Front-Running. The set of pending trans-
actions is public in many blockchains. One might estimate the
clearing prices in a future batch and arbitrage the batch against
low-latency markets. This could lead to negative externalities

(see [42], footnote 1), and could merit combining SPEEDEX
with a commit-reveal scheme such as [52, 117]. Such a design
requires the deterministic overdraft-prevention scheme above.

Malicious nodes might also delay transactions. An imple-
mentation could buffer several blocks of transactions from
a consensus protocol into a single SPEEDEX batch. If even
one of these consensus blocks is from an honest replica (that
does not censor transactions), a user could ensure that their
transaction cannot be delayed from one SPEEDEX batch to the
next (by broadcasting to all replicas). This requires a consensus
protocol with sufficient chain quality [67]. Alternatively, some
DAG-based protocols [56, 79] simultaneously commit many
blocks of transactions from different replicas. Grouping these
blocks into one SPEEDEX batch, instead of ordering them
arbitrarily, achieves the same censorship-resistance property.
These designs would likewise require the deterministic
overdraft-prevention scheme.

Linear Program Scalability. The runtime to solve the linear
program increases dramatically beyond 60-80 assets, limiting
the number of assets in a SPEEDEX batch. A deployment could
take advantage of market structure—there are many assets (e.g.,
stocks) in the real world, but most are linked to one geographic
area or economy, and are primarily traded against one currency.
We formally show in §E that in this case, the price computa-
tion problem can be decomposed between core pricing (i.e.,
numeraire) currencies and the external stocks. After running
Tâtonnement on the core currencies, each stock can be priced
on its own relative to a core currency. This lets SPEEDEX sup-
port real-world transaction patterns with an arbitrary number
of assets and a small number of pricing currencies.

§D points out that setting the commission to 0 simplifies the
linear program to one that is more algorithmically tractable
at larger numbers of assets. The Stellar implementation uses
this version of the linear program.

Limited Trade Types. Trades on SPEEDEX are limited to
trades selling a fixed amount of one asset in exchange for as
much as possible of another. SPEEDEX does not implement
offers to buy a fixed amount of an asset in exchange for as
little as possible of another. These buy offers admit the same
logarithmic transformation as in §5.1, but make the price
computation problem PPAD-hard, a complexity class that is
widely conjectured to be algorithmically intractable in poly-
nomial time (§H). One could compute prices using only sell
offers and integrate buy offers in the linear programming step.

Ramseyer et al. [96] show how to integrate Constant Func-
tion Market Makers (CFMMs) [28] into the exchange market
framework and Tâtonnement. The Stellar implementation
uses this integration with its own CFMMs.

9 Implementation Details
The standalone SPEEDEX evaluated in §6 and §7 is a
blockchain using HotStuff [115] for consensus. A leader node
periodically mints a new block from the memory pool and
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feeds the block to the consensus algorithm. Other nodes apply
the block once it has been finalized by consensus. A faulty
node can propose an invalid block. Consensus may finalize
invalid blocks, but these blocks have no effect when applied.

The implementation is available open source at
https://github.com/scslab/speedex and consists
of∼30,000 lines of C++20, plus∼5,000 lines for our Hotstuff
implementation. It uses Intel’s TBB library [8] to manage
parallel work scheduling, the GNU Linear Programming
Kit [86] to solve linear programs, and LMDB [50] to manage
data persistence (for crash recovery).

Exchange state is stored in a collection of custom Merkle-
Patricia tries; hashable tries allow nodes to efficiently compare
state (to check consensus) and build short state proofs.

The rest of this section outlines additional design choices
built into SPEEDEX. Additional design choices in §K. All opti-
mizations (save §9.1) are implemented in the evaluated system.

9.1 Blockchain Integration
An existing blockchain with its own (non-commutative) seman-
tics can integrate SPEEDEX by splitting block execution into
phases: first applying all SPEEDEX transactions (in parallel),
then applying legacy transactions (sequentially). SPEEDEX’s
scalability lets a blockchain charge only a marginal fee for
transactions (to prevent spam). A proof-of-stake integration
of SPEEDEX could penalize faulty proposals.

SPEEDEX’s economic properties are desirable independent
of scalability. The initial Stellar implementation uses two-
phase blocks, but the SPEEDEX phase is still implemented
sequentially. As a result, the initial implementation is
simple (adding only∼5,000 lines to the server daemon) and
the primary benefits are economic. However, because the
transaction semantics are commutative, engineers can work
to parallelize the implementation as needed, without formally
upgrading the protocol (which is more difficult than releasing
a software update).

9.2 Caches and Tâtonnement
Tâtonnement spends most of its runtime computing demand
queries. Each query consists of several binary searches over
large lists, so the runtime depends heavily on memory latency
and cache performance. Towards the end of Tâtonnement,
when the algorithm takes small steps, one query reads almost
exactly the same memory locations as the previous query, so
the cache miss rate can be extremely low.

Instead of querying the offer tries directly, we precompute
for each asset pair a list that records, for each unique limit
price, the amount of an asset offered for sale below the price
(§G). Laying out this information contiguously improves
cache performance.

We also execute the binary searches of one Tâtonnement
iteration in parallel. One primary thread computes price
updates and wakes helper threads. However, each round of
Tâtonnement is already fast on one thread—with 50 assets and

millions of offers, one round takes 400–600µs. To minimize
synchronization latency and avoid letting the kernel migrate
threads between cores (which harms cache performance), we
operate these helper threads via spinlocks and memory fences.
In the tests of §6, we see minimal benefit beyond 4–6 helper
threads, but this suffices to reduce each query to 50–150µs.

Finally, there is a tradeoff between running more copies of
Tâtonnement with different settings and the performance of
each copy. More concurrent replicas of Tâtonnement mean
more cache traffic and higher cache miss rates.

We accelerate the rest of Tâtonnement by exclusively using
fixed-point arithmetic (rather than floating-point).

9.3 Batched Trie Design
Our tries use a fan-out of 16 and hash nodes with the 32-byte
BLAKE2b cryptographic hash [34]. Both the layout of trie
nodes and the work partitioning are designed to avoid having
multiple threads writing to the same cache line.

The commutativity of SPEEDEX’s semantics opens up an
efficient design space for our data structures, which need only
materialize state changes once per block. Tries need only re-
compute a root hash once per block, for example, instead of
after every modification. Threads locally build tries recording
insertions, which are merged together in one batch operation
(which is also parallelizable by redividing local tries into dis-
joint key ranges). Deletions (when offers are cancelled) are
implemented via atomic flags on trie nodes; to enable effi-
cient cleanup of deleted nodes, each node stores the number
of deleted nodes beneath it. To facilitate efficient work distri-
bution, each node also stores the number of leaves below it.

SPEEDEX builds in every block an ephemeral trie that logs
which accounts are modified; specifically, it maps an account
ID to a list of its transactions and to the IDs of transactions
from other accounts that modified it. This enables construction
of short proofs of account state changes. This trie also uses
the same key space as the main account state trie, which lets
SPEEDEX use the ephemeral trie to efficiently divide work
on the (much larger) account trie.

Memory allocation for an emphemeral trie is trivial because
no ephemeral trie node is carried over from one block to
the next. Every thread has a local arena, allocation simply
increments an arena index, and garbage collection means just
setting the index to 0 at the end of a block. We find it to be
not a problem if some of the memory in the arena is wasted;
we allocate the potential children of an ephemeral trie node
contiguously, so a node need only store a 4-byte base pointer
(buffer index) and a bitmap denoting the active children. This
lets each ephemeral trie node fit in one 64-byte cache line.

10 Related Work
Blockchain Scaling. Our approach is inspired by Clements
et al. [51], who improve performance in the Linux kernel
through commutative syscall semantics.

Chen et al. [49] speculatively execute Ethereum transactions
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to achieve a∼6x overall execution speedup. Other approaches
to concurrent execution include optimistic concurrency
control [70, 111], invalidating conflicting transactions [27],
broadcasting conflict resolution information [29, 60], or
partitioning transactions into nonconflicting sets [35, 74, 116].
This problem is related to that of building deterministic
databases and software transactional memory [94,105,110]. Li
et al. [83] build a distributed database where some transactions
are tagged as commutative.

Empirical work [66, 98] finds that a small number of
Ethereum contracts, often token contracts, are historically
responsible for the majority of conflicts that limit optimistic
execution. A recent Solana [112] outage resulted in part when
many transactions conflicted on one orderbook contract [99].

Project Hamilton [85] develops a CBDC payments platform.
The authors find that totally-ordered semantics become a
performance bottleneck. Unlike SPEEDEX, which stores
asset balances in accounts, this system requires the more
restrictive unspent transaction output (UTXO) model.

Some systems move transaction execution off-chain,
into so-called “Layer-2” networks, each with different
capabilities, perfomance, interoperability, and security
tradeoffs [11, 13, 18, 21, 78, 92, 93]. Other blockchains
[6, 27, 103, 109, 118] split state into concurrently-running
shards, at the cost of complicating cross-shard transactions.

(Distributed) Exchanges. Budish et al. [42, 43] argue
that exchanges should process orders in batches to combat
automated arbitrage and improve liquidity.

Other defenses against front-running include cryptographic
commit-reveal schemes [52, 72, 100, 117] or “fair” ordering
schemes that assume a bounded fraction of malicious
nodes [40, 80, 119]. The front-running attacks that SPEEDEX
prevents are not guaranteed to be blocked in these schemes.
For example, a replica might plausibly front-run a transaction
in [80] by investing in lower-latency network links between
itself and other replicas than other replicas have with each
other, and commit-reveal schemes do not prevent statistical
front-running (guessing the contents of a transaction).

Some blockchains build limit-order DEX mechanisms
natively [2, 16] or as smart contracts [14]. Smart contracts
known as Automated Market-Makers (AMMs) [24, 64, 73, 87]
facilitate passive market-making on-chain [28].

0x and a past version of Loopring [19,108] allow settlement
on-chain of orders matched off-chain, in pairs or in cycles.
StarkEx [15,36] gives cryptographic tools to prove correctness
of an off-chain exchange.

CoWSwap [5, 7] uses mixed-integer programming to clear
offers in batches of at most 100 [20]. Solvers compete to
produce the best solution. The former Binance DEX [3] com-
puted per-asset-pair prices in each block. The Penumbra DEX
uses homomorphic encryption to privately make batch swaps
against an AMM, but cannot let users set limit prices [12].

Price Computation. Our algorithms solve instances of
the special case of the Arrow-Debreu exchange market [33]
where every utility function is linear. Equilibria can be
approximated in these markets using combinatorial algorithms
such as those of Jain et al. [77] and Devanur et al. [58] and
exactly via the ellipsoid method and simultaneous diophantine
approximation [76]. Duan et al. [62] construct an exact
combinatorial algorithm, which Garg et al. [69] extend to an
algorithm with strongly-polynomial running time. Ye [114]
gives a path-following interior point method, and Devanur et
al. [57] construct a convex program. Codenotti et al. [53, 54]
show that a version of the Tâtonnement process [32] converges
to an approximate equilibrium in polynomial time. Garg et
al. [68] give another algorithm based on demand queries.

11 Conclusion
SPEEDEX is a fully on-chain DEX that can scale to more than
200,000 transactions per second with tens of millions of open
trade offers. SPEEDEX requires no offchain rollups and no
sharding of the exchange’s logical state. To make SPEEDEX
faster, one can simply give SPEEDEX more CPU cores,
without changing the semantics or user interface. Because
SPEEDEX operates as a logically-unified platform, instead
of a sharded network, SPEEDEX does not fragment liquidity
between subsystems and creates no cross-rollup arbitrage.

In addition, SPEEDEX displays several independently
useful economic properties. It eliminates risk-free front run-
ning; any user who can get their offer to the exchange before
a block cutoff time can get the same exchange rate as every
other trader. SPEEDEX also eliminates internal arbitrage,
which disincentivizes network spam. And finally, SPEEDEX
eliminates the need to transact through intermediate, reserve
currencies, instead allowing a user to trade directly from one
asset to any other asset listed on the exchange, with the same
or better market liquidity as the trader would have gotten by
trading through a series of intermediate currencies.

SPEEDEX is free software, available at https:
//github.com/scslab/speedex.

Acknowledgements
This research was supported by the Stanford Future of Digital
Currency Initiative, the Stanford Center for Blockchain
Research, the Office of Naval Research (ONR N00014-19-
1-2268), and the Army Research Office (76412CSII). The
Stellar blockchain integration was funded by and performed
at the Stellar Development Foundation.

The authors wish to thank the anonymous reviewers and our
shepherd Siddhartha Sen for their valuable feedback, and thank
CloudLab [63] for providing resources for our experiments.

References
[1] Binance chain docs - fees. https://

web.archive.org/web/20200617014623/https://

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    861

https://github.com/scslab/speedex
https://github.com/scslab/speedex
https://web.archive.org/web/20200617014623/https://docs.binance.org/guides/concepts/fees.html
https://web.archive.org/web/20200617014623/https://docs.binance.org/guides/concepts/fees.html


docs.binance.org/guides/concepts/fees.html.
Accessed 10/18/2022.

[2] Binance chain docs - introduction. https:
//web.archive.org/web/20200616190856/https:
//docs.binance.org/guides/intro.html. Ac-
cessed 10/18/2022.

[3] Binance chain docs - match steps and examples. https:
//web.archive.org/web/20200617065916/https:
//docs.binance.org/match-examples.html.
Accessed 10/18/2022.

[4] Coinbase pricing and fees disclosures. https:
//help.coinbase.com/en/coinbase/trading-
and-funding/pricing-and-fees/fees. Accessed
04/10/2021.

[5] Cow protocol overview: The batch auc-
tion optimization problem. https://
web.archive.org/web/20220614183101/https:
//docs.cow.fi/off-chain-services/in-depth-
solver-specification/the-batch-auction-
optimization-problem. Accessed 10/19/2022.

[6] Eth2 shard chains. https://ethereum.org/en/
eth2/shard-chains/. Accessed 03/11/2021.

[7] An exchange protocol for the decentral-
ized web. https://web.archive.org/web/
20220825164405/https://docs.gnosis.io/
protocol/docs/introduction1/ and https:
//github.com/gnosis/dex-research/blob/
08204510e3047c533ba9ee42bf24f980d087fa78/
dFusion/dfusion.v1.pdf and https://
github.com/gnosis/dex-research/blob/
c56235a3c79fbd85771760ca8826b757fb03eb1f/
BatchAuctionOptimization/
batchauctions.pdf.

[8] Intel oneapi threading building blocks.
"https://software.intel.com/content/www/
us/en/develop/tools/oneapi/components/
onetbb.html". Accessed 5/6/2021.

[9] The maker protocol: Makerdao’s multi-collateral
dai (mcd) system. https://makerdao.com/en/
whitepaper/. Accessed 12/14/2021.

[10] Official go implementation of the ethereum protocol.
https://github.com/ethereum/go-ethereum/
tree/release/1.10. Accessed 10/13/2022.

[11] Optimistic rollups. https://docs.ethhub.io/
ethereum-roadmap/layer-2-scaling/
optimisticrollups/. Accessed 03/11/2021.

[12] The penumbra protocol: Sealed-bid batch swaps.
https://web.archive.org/web/20220614034906/
https://protocol.penumbra.zone/main/zswap/
swap.html. Accessed 10/19/2022.

[13] Polygon lightpaper: Ethereum’s internet of blockchains.
https://polygon.technology/lightpaper-
polygon.pdf. Accessed 12/6/2021.

[14] Serum: Faster, cheaper, and more powerful defi. https:
//www.projectserum.com/. Accessed 12/6/2021.

[15] Starkex. https://starkware.co/product/
starkex/.

[16] Stellar. https://www.stellar.org/.

[17] USDC: the world’s leading digital dollar stablecoin.
https://www.circle.com/en/usdc. Accessed
12/14/2021.

[18] Zk rollups. https://docs.ethhub.io/ethereum-
roadmap/layer-2-scaling/zk-rollups/. Ac-
cessed 03/11/2021.

[19] Loopring: A decentralized token exchange protocol.
September 2018.

[20] Gpv2 objective criterion. https://
web.archive.org/web/20211019155516/https:
//forum.gnosis.io/t/gpv2-objective-
criterion/1254, April 2021. Accessed 04/30/2021.

[21] Loopring 3 design doc. https://web.archive.org/
web/20220411224154/https://github.com/
Loopring/protocols/blob/master/packages/
loopringv3/DESIGN.md#results, 2021.

[22] The aptos blockchain: Safe, scalable, and
upgradeable web3 infrastructure. https:
//web.archive.org/web/20221020032330/https:
//aptos.dev/assets/files/Aptos-Whitepaper-
47099b4b907b432f81fc0effd34f3b6a.pdf, August
2022. Accessed 10/20/22.

[23] Loopring protocol. https://web.archive.org/
web/20220409050852/https://loopring.org/#/
protocol, April 2022.

[24] Hayden Adams, Noah Zinsmeister, and Dan Robinson.
Uniswap v2 core. 2020.

[25] Hayden Adams, Noah Zinsmeister, Moody Salem,
River Keefer, and Dan Robinson. Uniswap v3 core.
Technical report, Tech. rep., Uniswap, 2021.

[26] Amjad Aldweesh, Maher Alharby, Maryam
Mehrnezhad, and Aad van Moorsel. The op-
bench ethereum opcode benchmark framework:

862    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association

https://web.archive.org/web/20200617014623/https://docs.binance.org/guides/concepts/fees.html
https://web.archive.org/web/20200616190856/https://docs.binance.org/guides/intro.html
https://web.archive.org/web/20200616190856/https://docs.binance.org/guides/intro.html
https://web.archive.org/web/20200616190856/https://docs.binance.org/guides/intro.html
https://web.archive.org/web/20200617065916/https://docs.binance.org/match-examples.html
https://web.archive.org/web/20200617065916/https://docs.binance.org/match-examples.html
https://web.archive.org/web/20200617065916/https://docs.binance.org/match-examples.html
https://help.coinbase.com/en/coinbase/trading-and-funding/pricing-and-fees/fees
https://help.coinbase.com/en/coinbase/trading-and-funding/pricing-and-fees/fees
https://help.coinbase.com/en/coinbase/trading-and-funding/pricing-and-fees/fees
https://web.archive.org/web/20220614183101/https://docs.cow.fi/off-chain-services/in-depth-solver-specification/the-batch-auction-optimization-problem
https://web.archive.org/web/20220614183101/https://docs.cow.fi/off-chain-services/in-depth-solver-specification/the-batch-auction-optimization-problem
https://web.archive.org/web/20220614183101/https://docs.cow.fi/off-chain-services/in-depth-solver-specification/the-batch-auction-optimization-problem
https://web.archive.org/web/20220614183101/https://docs.cow.fi/off-chain-services/in-depth-solver-specification/the-batch-auction-optimization-problem
https://web.archive.org/web/20220614183101/https://docs.cow.fi/off-chain-services/in-depth-solver-specification/the-batch-auction-optimization-problem
https://ethereum.org/en/eth2/shard-chains/
https://ethereum.org/en/eth2/shard-chains/
https://web.archive.org/web/20220825164405/https://docs.gnosis.io/protocol/docs/introduction1/
https://web.archive.org/web/20220825164405/https://docs.gnosis.io/protocol/docs/introduction1/
https://web.archive.org/web/20220825164405/https://docs.gnosis.io/protocol/docs/introduction1/
https://github.com/gnosis/dex-research/blob/08204510e3047c533ba9ee42bf24f980d087fa78/dFusion/dfusion.v1.pdf
https://github.com/gnosis/dex-research/blob/08204510e3047c533ba9ee42bf24f980d087fa78/dFusion/dfusion.v1.pdf
https://github.com/gnosis/dex-research/blob/08204510e3047c533ba9ee42bf24f980d087fa78/dFusion/dfusion.v1.pdf
https://github.com/gnosis/dex-research/blob/08204510e3047c533ba9ee42bf24f980d087fa78/dFusion/dfusion.v1.pdf
https://github.com/gnosis/dex-research/blob/c56235a3c79fbd85771760ca8826b757fb03eb1f/BatchAuctionOptimization/batchauctions.pdf
https://github.com/gnosis/dex-research/blob/c56235a3c79fbd85771760ca8826b757fb03eb1f/BatchAuctionOptimization/batchauctions.pdf
https://github.com/gnosis/dex-research/blob/c56235a3c79fbd85771760ca8826b757fb03eb1f/BatchAuctionOptimization/batchauctions.pdf
https://github.com/gnosis/dex-research/blob/c56235a3c79fbd85771760ca8826b757fb03eb1f/BatchAuctionOptimization/batchauctions.pdf
https://github.com/gnosis/dex-research/blob/c56235a3c79fbd85771760ca8826b757fb03eb1f/BatchAuctionOptimization/batchauctions.pdf
"https://software.intel.com/content/www/us/en/develop/tools/oneapi/components/onetbb.html"
"https://software.intel.com/content/www/us/en/develop/tools/oneapi/components/onetbb.html"
"https://software.intel.com/content/www/us/en/develop/tools/oneapi/components/onetbb.html"
https://makerdao.com/en/whitepaper/
https://makerdao.com/en/whitepaper/
https://github.com/ethereum/go-ethereum/tree/release/1.10
https://github.com/ethereum/go-ethereum/tree/release/1.10
https://docs.ethhub.io/ethereum-roadmap/layer-2-scaling/optimistic_rollups/
https://docs.ethhub.io/ethereum-roadmap/layer-2-scaling/optimistic_rollups/
https://docs.ethhub.io/ethereum-roadmap/layer-2-scaling/optimistic_rollups/
https://web.archive.org/web/20220614034906/https://protocol.penumbra.zone/main/zswap/swap.html
https://web.archive.org/web/20220614034906/https://protocol.penumbra.zone/main/zswap/swap.html
https://web.archive.org/web/20220614034906/https://protocol.penumbra.zone/main/zswap/swap.html
https://polygon.technology/lightpaper-polygon.pdf
https://polygon.technology/lightpaper-polygon.pdf
https://www.projectserum.com/
https://www.projectserum.com/
https://starkware.co/product/starkex/
https://starkware.co/product/starkex/
https://www.stellar.org/
https://www.circle.com/en/usdc
https://docs.ethhub.io/ethereum-roadmap/layer-2-scaling/zk-rollups/
https://docs.ethhub.io/ethereum-roadmap/layer-2-scaling/zk-rollups/
https://web.archive.org/web/20211019155516/https://forum.gnosis.io/t/gpv2-objective-criterion/1254
https://web.archive.org/web/20211019155516/https://forum.gnosis.io/t/gpv2-objective-criterion/1254
https://web.archive.org/web/20211019155516/https://forum.gnosis.io/t/gpv2-objective-criterion/1254
https://web.archive.org/web/20211019155516/https://forum.gnosis.io/t/gpv2-objective-criterion/1254
https://web.archive.org/web/20220411224154/https://github.com/Loopring/protocols/blob/master/packages/loopring_v3/DESIGN.md#results
https://web.archive.org/web/20220411224154/https://github.com/Loopring/protocols/blob/master/packages/loopring_v3/DESIGN.md#results
https://web.archive.org/web/20220411224154/https://github.com/Loopring/protocols/blob/master/packages/loopring_v3/DESIGN.md#results
https://web.archive.org/web/20220411224154/https://github.com/Loopring/protocols/blob/master/packages/loopring_v3/DESIGN.md#results
https://web.archive.org/web/20221020032330/https://aptos.dev/assets/files/Aptos-Whitepaper-47099b4b907b432f81fc0effd34f3b6a.pdf
https://web.archive.org/web/20221020032330/https://aptos.dev/assets/files/Aptos-Whitepaper-47099b4b907b432f81fc0effd34f3b6a.pdf
https://web.archive.org/web/20221020032330/https://aptos.dev/assets/files/Aptos-Whitepaper-47099b4b907b432f81fc0effd34f3b6a.pdf
https://web.archive.org/web/20221020032330/https://aptos.dev/assets/files/Aptos-Whitepaper-47099b4b907b432f81fc0effd34f3b6a.pdf
https://web.archive.org/web/20220409050852/https://loopring.org/#/protocol
https://web.archive.org/web/20220409050852/https://loopring.org/#/protocol
https://web.archive.org/web/20220409050852/https://loopring.org/#/protocol


Design, implementation, validation and experiments.
Performance Evaluation, 146:102168, 2021.

[27] Elli Androulaki, Artem Barger, Vita Bortnikov,
Christian Cachin, Konstantinos Christidis, Angelo
De Caro, David Enyeart, Christopher Ferris, Gennady
Laventman, Yacov Manevich, et al. Hyperledger
fabric: a distributed operating system for permissioned
blockchains. In Proceedings of the thirteenth EuroSys
conference, pages 1–15, 2018.

[28] Guillermo Angeris, Hsien-Tang Kao, Rei Chiang, Char-
lie Noyes, and Tarun Chitra. An analysis of uniswap
markets. Cryptoeconomic Systems Journal, 2019.

[29] Parwat Singh Anjana, Sweta Kumari, Sathya Peri,
Sachin Rathor, and Archit Somani. An efficient
framework for optimistic concurrent execution of smart
contracts. In 2019 27th Euromicro International Con-
ference on Parallel, Distributed and Network-Based
Processing (PDP), pages 83–92. IEEE, 2019.

[30] Matteo Aquilina, Eric B Budish, and Peter O’Neill.
Quantifying the high-frequency trading" arms race":
A simple new methodology and estimates. Technical
report, Working Paper, 2020.

[31] Larry Armijo. Minimization of functions having
Lipschitz continuous first partial derivatives. Pacific
Journal of mathematics, 16(1):1–3, 1966.

[32] Kenneth J Arrow, Henry D Block, and Leonid Hurwicz.
On the stability of the competitive equilibrium, ii.
Econometrica: Journal of the Econometric Society,
pages 82–109, 1959.

[33] Kenneth J Arrow and Gerard Debreu. Existence of an
equilibrium for a competitive economy. Econometrica:
Journal of the Econometric Society, pages 265–290,
1954.

[34] Jean-Philippe Aumasson and Markku-Juhani O
Saarinen. The blake2 cryptographic hash and message
authentication code (mac). RFC 7693, 2015.

[35] Massimo Bartoletti, Letterio Galletta, and Maurizio
Murgia. A true concurrent model of smart contracts ex-
ecutions. In International Conference on Coordination
Languages and Models, pages 243–260. Springer, 2020.

[36] Eli Ben-Sasson, Iddo Bentov, Yinon Horesh, and
Michael Riabzev. Scalable, transparent, and post-
quantum secure computational integrity. 2018.

[37] Michele Benzi. Preconditioning techniques for large
linear systems: a survey. Journal of computational
Physics, 182(2):418–477, 2002.

[38] Ivan Bogatyy. Implementing ethereum trading
front-runs on the bancor exchange in python. https:
//web.archive.org/web/20220119154606/https:
//hackernoon.com/front-running-bancor-in-
150-lines-of-python-with-ethereum-api-
d5e2bfd0d798, Aug 2017.

[39] Stephen P Boyd and Lieven Vandenberghe. Convex
optimization. Cambridge university press, 2004.

[40] Lorenz Breidenbach, Christian Cachin, Benedict
Chan, Alex Coventry, Steve Ellis, Ari Juels, Farinaz
Koushanfar, Andrew Miller, Brendan Magauran,
Daniel Moroz, et al. Chainlink 2.0: Next steps in the
evolution of decentralized oracle networks. https:
//research.chain.link/whitepaper-v2.pdf,
2021. Accessed 12/14/2021.

[41] Eric Budish. Re-
sponse to esma’s call
for evidence: “peri-
odic auctions for eq-
uity instruments” (esma70-
156-785). https:
//ericbudish.org/wp-
content/uploads/2022/
03/responseesmascallevidenceperiodicauctions.pdf,
January 2019. Accessed 10/17/2022.

[42] Eric Budish, Peter Cramton, and John Shim. Implemen-
tation details for frequent batch auctions: Slowing down
markets to the blink of an eye. American Economic
Review, 104(5):418–24, 2014.

[43] Eric Budish, Peter Cramton, and John Shim. The
high-frequency trading arms race: Frequent batch
auctions as a market design response. The Quarterly
Journal of Economics, 130(4):1547–1621, 2015.

[44] Eric B Budish, Peter Cramton, Albert S Kyle, and
Jeongmin Lee. Flow trading. University of Chicago,
Becker Friedman Institute for Economics Working
Paper, (2022-82), 2022.

[45] Vitalik Buterin. A quick explanation of what the point
of the eip 2929 gas cost increases in berlin is. https://
web.archive.org/web/20211017034159/https://
www.reddit.com/r/ethereum/comments/mrl5wg/
aquickexplanationofwhatthepointoftheeip/,
April 2021.

[46] Miguel Castro and Barbara Liskov. Practical byzantine
fault tolerance. In 3rd Symposium on Operating
Systems Design and Implementation, pages 173–186,
New Orleans, LA, February 1999.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    863

https://web.archive.org/web/20220119154606/https://hackernoon.com/front-running-bancor-in-150-lines-of-python-with-ethereum-api-d5e2bfd0d798
https://web.archive.org/web/20220119154606/https://hackernoon.com/front-running-bancor-in-150-lines-of-python-with-ethereum-api-d5e2bfd0d798
https://web.archive.org/web/20220119154606/https://hackernoon.com/front-running-bancor-in-150-lines-of-python-with-ethereum-api-d5e2bfd0d798
https://web.archive.org/web/20220119154606/https://hackernoon.com/front-running-bancor-in-150-lines-of-python-with-ethereum-api-d5e2bfd0d798
https://web.archive.org/web/20220119154606/https://hackernoon.com/front-running-bancor-in-150-lines-of-python-with-ethereum-api-d5e2bfd0d798
https://research.chain.link/whitepaper-v2.pdf
https://research.chain.link/whitepaper-v2.pdf
https://ericbudish.org/wp-content/uploads/2022/03/response_esmas_call_evidence_periodic_auctions.pdf
https://ericbudish.org/wp-content/uploads/2022/03/response_esmas_call_evidence_periodic_auctions.pdf
https://ericbudish.org/wp-content/uploads/2022/03/response_esmas_call_evidence_periodic_auctions.pdf
https://ericbudish.org/wp-content/uploads/2022/03/response_esmas_call_evidence_periodic_auctions.pdf
https://web.archive.org/web/20211017034159/https://www.reddit.com/r/ethereum/comments/mrl5wg/a_quick_explanation_of_what_the_point_of_the_eip/
https://web.archive.org/web/20211017034159/https://www.reddit.com/r/ethereum/comments/mrl5wg/a_quick_explanation_of_what_the_point_of_the_eip/
https://web.archive.org/web/20211017034159/https://www.reddit.com/r/ethereum/comments/mrl5wg/a_quick_explanation_of_what_the_point_of_the_eip/
https://web.archive.org/web/20211017034159/https://www.reddit.com/r/ethereum/comments/mrl5wg/a_quick_explanation_of_what_the_point_of_the_eip/


[47] Ting Chen, Xiaoqi Li, Ying Wang, Jiachi Chen, Zihao
Li, Xiapu Luo, Man Ho Au, and Xiaosong Zhang. An
adaptive gas cost mechanism for ethereum to defend
against under-priced dos attacks. In International
conference on information security practice and
experience, pages 3–24. Springer, 2017.

[48] Xi Chen, Dimitris Paparas, and Mihalis Yannakakis.
The complexity of non-monotone markets. Journal of
the ACM (JACM), 64(3):1–56, 2017.

[49] Yang Chen, Zhongxin Guo, Runhuai Li, Shuo Chen,
Lidong Zhou, Yajin Zhou, and Xian Zhang. Forerunner:
Constraint-based speculative transaction execution for
ethereum (full version). 2021.

[50] Howard Chu and Symas Corporation. Light-
ning memory-mapped database manager (lmdb).
http://www.lmdb.tech/doc/. Accessed 04/29/2021.

[51] Austin T Clements, M Frans Kaashoek, Nickolai
Zeldovich, Robert T Morris, and Eddie Kohler. The
scalable commutativity rule: Designing scalable
software for multicore processors. ACM Transactions
on Computer Systems (TOCS), 32(4):1–47, 2015.

[52] Dan Cline, Thaddeus Dryja, and Neha Narula.
Clockwork: An exchange protocol for proofs of non
front-running.

[53] Bruno Codenotti, Benton McCune, and Kasturi
Varadarajan. Market equilibrium via the excess demand
function. In Proceedings of the thirty-seventh annual
ACM symposium on Theory of computing, pages 74–83,
2005.

[54] Bruno Codenotti, Sriram V Pemmaraju, and Kasturi R
Varadarajan. On the polynomial time computation of
equilibria for certain exchange economies.

[55] Philip Daian, Steven Goldfeder, Tyler Kell, Yunqi Li,
Xueyuan Zhao, Iddo Bentov, Lorenz Breidenbach, and
Ari Juels. Flash boys 2.0: Frontrunning, transaction
reordering, and consensus instability in decentralized
exchanges. arXiv preprint arXiv:1904.05234, 2019.

[56] George Danezis, Lefteris Kokoris-Kogias, Alberto
Sonnino, and Alexander Spiegelman. Narwhal and tusk:
a dag-based mempool and efficient bft consensus. In
Proceedings of the Seventeenth European Conference
on Computer Systems, pages 34–50, 2022.

[57] Nikhil R Devanur, Jugal Garg, and László A Végh.
A rational convex program for linear Arrow-Debreu
markets. ACM Transactions on Economics and
Computation (TEAC), 5(1):1–13, 2016.

[58] Nikhil R Devanur and Vijay V Vazirani. An improved
approximation scheme for computing Arrow-Debreu
prices for the linear case. In International Conference
on Foundations of Software Technology and Theoretical
Computer Science, pages 149–155. Springer, 2003.

[59] Steven Diamond and Stephen Boyd. Cvxpy: A
python-embedded modeling language for convex
optimization. The Journal of Machine Learning
Research, 17(1):2909–2913, 2016.

[60] Thomas Dickerson, Paul Gazzillo, Maurice Herlihy,
and Eric Koskinen. Adding concurrency to smart
contracts. Distributed Computing, pages 1–17, 2019.

[61] Alexander Domahidi, Eric Chu, and Stephen Boyd.
Ecos: An socp solver for embedded systems. In
2013 European Control Conference (ECC), pages
3071–3076. IEEE, 2013.

[62] Ran Duan and Kurt Mehlhorn. A combinatorial poly-
nomial algorithm for the linear Arrow–Debreu market.
Information and Computation, 243:112–132, 2015.

[63] Dmitry Duplyakin, Robert Ricci, Aleksander Maricq,
Gary Wong, Jonathon Duerig, Eric Eide, Leigh Stoller,
Mike Hibler, David Johnson, Kirk Webb, Aditya Akella,
Kuangching Wang, Glenn Ricart, Larry Landweber,
Chip Elliott, Michael Zink, Emmanuel Cecchet,
Snigdhaswin Kar, and Prabodh Mishra. The design and
operation of CloudLab. In Proceedings of the USENIX
Annual Technical Conference (ATC), pages 1–14, July
2019.

[64] Michael Egorov. Stableswap-efficient mechanism for
stablecoin liquidity. Retrieved Feb, 24:2021, 2019.

[65] Stellar Development Foundation. Stellar for cb-
dcs. https://resources.stellar.org/hubfs/
StellarCBDCWhitepaper.pdf. Accessed 2/24/2023.

[66] Péter Garamvölgyi, Yuxi Liu, Dong Zhou, Fan Long,
and Ming Wu. Utilizing parallelism in smart contracts
on decentralized blockchains by taming application-
inherent conflicts. arXiv preprint arXiv:2201.03749,
2022.

[67] Juan Garay, Aggelos Kiayias, and Nikos Leonardos.
The bitcoin backbone protocol: Analysis and appli-
cations. In Advances in Cryptology-EUROCRYPT
2015: 34th Annual International Conference on the
Theory and Applications of Cryptographic Techniques,
Sofia, Bulgaria, April 26-30, 2015, Proceedings, Part
II, pages 281–310. Springer, 2015.
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Appendix A Mathematical Model Underlying
SPEEDEX

Mathematically, SPEEDEX relies on a correspondence
between a batch of trade offers and an instance of a lin-
ear Arrow-Debreu Exchange Market [33]. Specifically,
SPEEDEX’s batch computation is equivalent to the problem
of computing equilibria in these markets.

A.1 Arrow-Debreu Exchange Markets
The Arrow-Debreu Exchange Market is a classic model from
the economics and theoretical computer science literature.
Conceptually, there exists in this market a set of independent
agents, each with its own endowment of goods. Each agent
has some set of preferences over possible collections of goods.
These goods are tradeable on an open market, and agents, all
at the same time, make any set of trades that they wish with
the market (or auctioneer), not directly with each other.

Definition 1 (Arrow-Debreu Exchange Market). An Arrow-
Debreu Exchange Market consists of a set of goods A and a
set of agents j∈{1,...,M}. Every agent j has a utility function
u j(·) and an endowment e j∈R

|A|
≥0 .

When the market trades at prices p ∈ R|A|≥0 , every agent
sells their endowment to the market in exchange for revenue
s j = p·e j, which the agent immediately spends at the market
to buy back an optimal bundle of goods x j ∈ R|A|≥0 - that is,
x j =argmaxx:∑A∈AxA pA≤s j

u j(x).

There are countless variants on this definition. Typically
the utility functions are assumed to be quasi-convex. Some
variants include stock dividents, corporations, production of
new goods from existing goods, and multiple trading rounds.
SPEEDEX uses only the model outlined above—SPEEDEX
looks only at snapshots of the market, i.e., once per block, and
computes batch results for each block independently.

One potential objection to the above definition is that it
assumes that the abstract market has sufficient quantities avail-
able so that every agent can make its preferred trades. We say
that a market is at equilibrium when agents can make their pre-
ferred trades and the market does not have a deficit in any good.

Definition 2 (Market Equilibrium). An equilibrium of an
Arrow-Debreu market is a set of prices p and an allocation x j
for every agent j, such that for all goods A , ∑ jeA , j≥∑ jxA , j,
and x j is an optimal bundle for agent j. The inequality for
asset A is tight whenever pA is nonzero.

Note that an equilibrium includes both a set of market prices
and a choice of a utility-maximizing set of goods for each
agent. Say, for example, there are two goods A and B , and one
unit of each is sold by other agents to the market. If two agents
are indifferent to receiving either good, then the equilibrium
must specify whether the first receives A or B , and vice versa
for the second. It would not be a market equilibrium for both
of these agents to purchase a unit of A and no units of B .

A.2 From SPEEDEX to Exchange Markets
SPEEDEX users do not submit abstract utility functions to
an abstract market. However, most natural types of trade offers
can be encoded as a simple utility function.

Specifically, our implementation of SPEEDEX accepts
limit sell orders of the following form.

Definition 3 (Limit Sell Offer). A Sell Offer (S , B , e, α) is
request to sell e units of good S in exchange for some number
k units of good B , subject to the condition that k≥αe.

The user who submits this offer implicitly says that they
value k units of B more than e units of S if and only if k≥αe.
These preferences are representable as a linear utility function.

Theorem 2. Suppose a user submits a sell offer (S , B ,
e, α). The optimal behavior of this offer (and the user’s
implicit preferences) is equivalent to maximizing the function
u(xS ,xB)=αxB+xB (for xS ,xB amounts of goods S and B).

Proof. Such an offer makes no trades if pS/pB <α and trades
in full if pS/pB >α.

The user starts with k units of S . In the exchange market
model, the user can trade these k units of S in exchange for
any quantities xS of S and xB of B , subject to the constraint
that pS xS +pB xB≤kpS .

The function u(xS ,xB) = αxB + xS is maximized, subject
to the above constraint, by (xB,xS ) = (0,k) precisely when
pS/pB <α and by (xB ,xS )= (kpS/pB ,0) otherwise (and by
any convex combination of the two when pS/pB =α). These
allocations correspond exactly to the optimal behavior of a
limit sell offer.

Note that these utility functions have nonzero marginal
utility for only two types of assets, and are not arbitrary linear
utilities. Ramseyer et al. [96] find anecdotal evidence that this
subclass of utility functions may be analytically more tractable
than the case of general linear utilities.

A.3 Existence of Unique* Equilibrium Prices
Theorem 3. All of the market instances which SPEEDEX
considers contain an equilibrium with nonzero prices.

Proof. All of the utilities of agents derived from limit sell
offers are linear (Theorem 2), and have a nonzero marginal
utility on the good being sold.

This means our market instances trivially satisfy condition
(*) of Devanur et al. [57]. Existence of an equilibrium with
nonzero prices follows therefore from Theorem 1 of [57].

In fact, all of the equilibria in a market instance contain the
same equilibrium prices, unless there are two sets of assets
across which no trading activity occurs. In such a case, one
might be able to uniformly increase or decrease all the prices
together on one set of assets, relative to the other set of assets.
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Theorem 4. Suppose there are two equilibria (p,x) and (p′,x′)
and there exist two assets A and B for which pA/pB < p′A/p′B .

Then it must be the case that there is a partitioning of the
assets A1,A2 with A ∈ A1,B ∈ A2 such that both equilibria
include no trading activity across the partition.

Proof. Consider the set of offers trading from A to B . Let
ZA ,B(r) be the set of amounts of asset A that may be sold (when
every agent receives an optimal bundle) by these offers to the
market at an exchange rate r= pA/pB . Observe that if r1<r2,
then every z1∈ZA ,B(r1) is no more than than any z2∈ZA ,B(r2)
(as sell offers always prefer higher exchange rates).

At the equilibrium (p,x), let zA ,B be the total amount of A
sold for B for every asset pair (and z′A ,B similarly for (p′,x′)).
Note that zA ,B ∈ZA ,B(pA/pB).

Suppose that there exists a pair of assets A ,B as in the
theorem statement. Then there exists a set of assets A1 such
that for every asset pair C ∈A1 and D /∈A1, pC/pD < p′C/p′D .

For each of these asset pairs, we must have that zC ,D≤z′C ,D ,

zD,C ≥ z′D,C , and pC
pD

zC ,D ≤ p′C
p′D

z′C ,D . Combining these
equations gives

pC zC ,D−pDzD,C ≤(p′C z′C ,D−p′Dz′D,C )pD/p′D

Each of these inequalities is tight if and only if zC ,D =0.
It is without loss of generality to rescale p′ so that

pD/p′D <1 for all D /∈A1. Thus,

pC zC ,D−pDzD,C ≤(p′C z′C ,D−p′Dz′D,C )

Because (p,x) and (p′,x′) are equilibria, we must have that

0 = ∑
C∈A1

∑
D /∈A1

pC zC ,D − pDzD,C

≤ ∑
C∈A1

∑
D /∈A1

p′C z′C ,D − p′Dz′D,C

But the second inequality is tight only if each zC ,D =0.
Hence, (p′,x′) can only be an equilibrium if there exists

a partitioning of the assets that separates A and B , and for
which there is no trading activity between the sets in either
equilibrium.

Corollary 1. Let (p,x) be an equilibrium.
Construct an undirected graph G=(V,E) with one vertex

for each asset, and an edge e=(A ,B)∈E if, at equilibrium,
any A is sold for B or any B is sold for A .

If G is connected, then the market equilibrium prices p are
unique (up to uniform rescaling).

Proof. If the theorem hypothesis holds, then for any other
equilibrium (p′,x′), it must be the case that for every asset
pair (A ,B), pA/pB = p′A/p′B . By Theorem 4, if this did not
hold, then there would exist a partitioning of V into two sets
of assets, across which there is no trading at equilibrium (p,x)
(contradicting the assumption that G is connected).

Appendix B Approximation Error
SPEEDEX measures two forms of approximation error: first,
every trade is charged a ε transaction commision, and second,
some offers with in-the-money limit prices might not be able
to be executed (while preserving asset conservation). Formally,
the output of the batch price computation is a price pA on each
asset A , and a trade amount xA ,B denoting the amount of A
sold in exchange for B .

Formally, we say that the result of a batch price computation
is (ε,µ)-approximate if:

1 Asset conservation is preserved with an ε commission.
The amount of A sold to the auctioneer, ΣB xA ,B , must
exceed the amount of A bought from the auctioneer,
ΣB(1−ε) pB

pA
xB,A .

2 No offer trades outside of its limit price. That is to say,
an offer selling A for B with a limit price of r cannot
execute if pA

pB
<r.

3 No offer with a limit price “far” from the batch exchange
rate does not trade. That is to say, an offer selling A for B
with a limit price of r must trade in full if r<(1−µ) pA

pB
.

Intuitively, the lower the limit price, the more an offer
prefers trading to not trading.

This notion of approximation is closely related to but not
exactly the same as notions of approximation used in the
theoretical literature on Arrow-Debreu exchange markets
(e.g., [53], Definition 1). In particular, we find it valuable in
SPEEDEX to distinguish between the two types of approx-
imation error (and measure each separately) and SPEEDEX
must maintain certain guarantees exactly (e.g., assets must
be conserved, and no offer can trade outside its limit price).

Appendix C Tâtonnement Modifications
C.1 Price Update Rule
One significant algorithmic difference between the Tâton-
nement implemented within SPEEDEX and the Tâtonnement
described in Codenotti et al. [53] is the method in which
Tâtonnement adjusts prices in response to a demand query.
Codenotti et al. use an additive rule that they find amenable
to theoretical analysis. If Z(p) is the market demand at prices
p, they update prices according to the following rule:

pA← pA+ZA(p)δ (1)

for some constant δ. The authors show that there is a
sufficiently small δ so that Tâtonnement is guaranteed to move
closer to an equilibrium after each step.

The relevant constant is unfortunately far too small to be
usable in practice, and more generally, we want an algorithm
that can quickly adapt to a wide variety of market conditions
(not one that always proceeds at a slow pace).
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First, we update prices multiplicatively, rather than
additively. This dramatically reduces the number of required
rounds, especially when Tâtonnement starts at prices that are
far from the clearing prices.

pA← pA(1+ZA(p)δ) (2)

Second, we normalize asset amounts by asset prices, so that
our algorithm will be invariant to redenominating an asset. It
is equivalent to trade 100 pennies or 1 USD, and our algorithm
performs better when it can take that kind of context into
account.

pA← pA(1+pA ZA(p)δ) (3)

Next, we make δ a variable factor. We use a heuristic to
guide the dynamic adjustment. Our experiments used the l2

norm of the price-normalized demand vector, ∑A(pA ZA(p))2;
other natural heuristics (i.e. other lp norms) perform compa-
rably (albeit not quite as well). In every round, Tâtonnement
computes this heuristic at its current set of candidate prices,
and at the prices to which it would move should it take a
step with the current step size. If the heuristic goes down,
Tâtonnement makes the step and increases the step size, and
otherwise decreases the step size. This is akin to a backtracking
line search [31, 39] with a weakened termination condition.

pA← pA(1+pA ZA(p)δt) (4)

Finally, we normalize adjustments by a trade volume factor
νA . Without this adjustment factor, computing prices when one
asset is traded much less than another asset takes a large num-
ber of rounds, simply because the lesser traded asset’s price
updates are always of a lower magnitude than those of the more
traded asset. Many other numerical optimization problems run
most quickly when gradients are normalized (e.g., see [37]).

νA need not be perfectly accurate—indeed, knowing
the factor exactly would require first computing clearing
prices—but we can estimate it well enough from the trading
volume in prior blocks and from trading volume in earlier
rounds of Tâtonnement (specifically, we use the minimum of
the amount of an asset sold to the auctioneer and the amount
bought from the auctioneer). Real-world deployments could
estimate these factors using external market data.

Putting everything together gives the following update rule:

pA← pA(1+pA ZA(p)δtνA) (5)

The step size is represented internally as a 64-bit integer and
a constant scaling factor. As mentioned in §5.2, we run several
copies of Tâtonnement in parallel with different scaling
factors and different volume normalization strategies and take
whichever finishes first as the result.

C.1.1 Heuristic Choice

A natural question is why do we use the seemingly theoretically
unfounded l2 norm of the demand vector as our line-search

heuristic. A typical line search in an optimization context uses
the convex objective function of the optimization problem
(e.g., [39]). Devanur et al. [57] even give a convex objective
function for computing exchange market equilibria, which
we reproduce below (in a simplified form):

∑
i:mpi<

pSi
pBi

pSiEiln
(

mpi
pSi

pBi

)
−yiln(mpi) (6)

for mpi the minimum limit price of an offer i that sells Ei units
of good Si and buys good Bi, and yi =xi pSi for xi the amount
of Si sold by the offer to the market.

This objective is accompanied by an asset conservation
constraint for each asset A :

∑
i:Si=A

yi= ∑
i:Bi=A

yi (7)

However, unlike the problem formulation in [57], Tâtonnement
does not have decision variables {yi}. Rather, Tâtonnement
pretends offers respond rationally to market prices, and then
adjusts prices so that constraints become satisfied. As such,
mapping our algorithms onto the above formulation would
mean that yi = pSiEi if mpi <

pSi
pBi

and 0 otherwise (although
§C.2 would slightly change this picture). This would make
the objective universally 0, and thus not useful.

We could incorporate the constraints into the objective by
using the Lagrangian of the above problem, which gives the
objective

∑
A

λA( ∑
i:Si=A

yi(p)− ∑
i:Bi=A

yi(p)) (8)

for a set of langrange multipliers {λA}.
We write yi(p) to denote that in this formulation, offer

behavior is directly a function of prices. It appears difficult
to use equation 8 directly as an objective to minimize, as
it is nonconvex and the gradients of the functions yi(·) are
numerically unstable (even with the application of §C.2).

However, observe that equation 8 is another way of writing
“the l1 norm of the net demand vector” (weighted by the
lagrange multipliers). We use the l2 norm instead of the l1 to
sidestep the need to actually solve for these multipliers.

An observant reader might notice that the derivative of
Equation 8 with respect to λA is the amount by which (the
additive version of) Tâtonnement updates pA . This might
suggest using pA in place of λA in equation 8. However, that
search heuristic performs extremely poorly.

C.2 Demand Smoothing
Observe that the demand of a single offer is a (discontinuous)
step function; an offer trades in full when the market exchange
rate exceeds its limit price, and not at all when the market rate
is less than its limit price.

These discontinuities are difficult for Tâtonnement.
(Analogously, many optimization problems struggle on non-
differentiable objective functions.) As such, we approximate
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the behavior of each offer with a continuous function.
Recall that §B measures one form of approximation error

(using the parameter µ) which asks how closely realized
offer behavior matches optimal offer behavior. Specifically,
SPEEDEX wants to maintain the guarantee that every offer
(selling A for B) with a limit price below (1−µ) pA

pB
trades in

full, and those with limit prices above pA
pB

trade not at all.
As such, SPEEDEX has the flexibility to specify offer

behavior on the gap between (1−µ) pA
pB

and pA
pB

. Instead of a
step function, SPEEDEX linearly interpolates across the gap.
That is to say, if α= pA

pB
, we say that an offer with limit price

(1−µ)α≤β≤α sells an α−β

µα
fraction of its assets.

Observe that as µ gets increasingly small, this linear
interpolation becomes an increasingly close approximation
of a step function. This explains some of the behavior in
Figure 2, particularly why the price computation problem gets
increasingly difficult as µ decreases.

C.3 Periodic Feasibility Queries
Tâtonnement’s linear interpolation simplifies computing
each round, but also restricts the range of prices that meet
the approximation criteria, as it does not capitalize on the
flexibility we have in handling offers within µ of the market
price. As a result, Tâtonnement may arrive at adequate prices
without recognizing that fact. To identify good valuations,
SPEEDEX runs the more expensive linear program every
1,000 iterations of Tâtonnement.

Appendix D Linear Program
Recall that the role of the linear program in SPEEDEX is to
compute the maximum amount of trading activity possible
at a given set of prices. That is to say, Tâtonnement first
computes an approximate set of market clearing prices, and
then SPEEDEX runs this linear program taking the output of
Tâtonnement as a set of input, constant parameters.

Throughout the following, we denote the price of an asset
A (as output from Tâtonnement) as pA , and the amount of A
sold in exchange for B as xA ,B . We will also denote the two
forms of approximation error as ε and µ, as defined in §B.

To maintain asset conservation, the linear program must
satisfy the following constraint for every asset A :

∑
B

xA ,B≥∑
B
(1−ε)

pB
pA

xB,A

Define UA ,B to be the upper bound on the amount of A that
is available for sale by all offers with in the money limit prices
(i.e., limit prices at or below pA

pB
), and define LA ,B to be the

lower bound on the amount of A that must be exchanged for B
if SPEEDEX is to be µ-approximate (i.e., execute all offers with
minimum prices at or below (1−µ) pA

pB
, as described in §B).

Then the linear program must also satisfy the constraint,
for every asset pair (A ,B),

LA ,B≤xA ,B≤UA ,B

Informally, the goal of our linear program is to maximize
the total amount of trading activity. Any measurement of
trading activity needs to be invariant to redenominating assets;
intuitively, it is the same to trade 1 USD or 100 pennies. As
such, the objective of our linear program is:

∑
A ,B

pA xA ,B

Putting this all together gives the following linear program
(let A be the set of all assets):

max ∑
A ,B

pA xA ,B (9)

s.t. pA LA ,B≤ pA xA ,B≤ pAUA ,B(p) ∀A ,B∈A, (A 6=B)
(10)

pA ∑
B∈A

xA ,B≥(1−ε) ∑
B∈A

pB xB,A ∀A∈A (11)

From the point of view of the linear program, pA is a
constant (for each asset A). As such, this optimization problem
is in fact a linear program.

It is possible that Tâtonnement could output prices where
this linear program is infeasible (this is the case of the
Tâtonnement timeout, as discussed in §6). In these cases, we
set the lower bound on each xA ,B to be 0 instead of LA ,B . This
change makes the program always feasible (e.g., an assigment
of each variable to 0 satisfies the constraints).

Observe that as written, every instance of the variable xA ,B
appears adjacent to pA . We can simplify the program by
replacing each occurrence of pA xA ,B by a new variable yA ,B .
After solving the program, we can compute xA ,B as

yA ,B
pA

.
This substitution gives the following linear program:

max ∑
A ,B

yA ,B (12)

s.t. pA LA ,B≤yA ,B≤ pAUA ,B(p) ∀(A ,B), (A 6=B) (13)

∑
B∈A

yA ,B≥(1−ε) ∑
B∈A

yA ,B ∀A (14)

The Stellar implementation charges no transaction commis-
sion (i.e., sets ε to 0) in its SPEEDEX deployment. This makes
the linear program into an instance of the maximum circulation
problem (i.e., variable yA ,B denotes the flow from vertex A to
vertex B). It is well known that the constraint matrices of these
problems are totally unimodular (Chapter 19,Example 4 [101]).
This means that it always has an integral solution (Theorem
19.1, [101]) and can be solved by specialized algorithms
(such as those outlined in [81]). Some of these algorithms run
substantially faster than general simplex-based solvers.
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Appendix E Market Structure Decomposition
Suppose that the set of goods could be partitioned between
a set of numeraires, which might be traded with any other
asset, and a set of stocks, which are only traded with one of
the pricing assets.

Then SPEEDEX could compute a batch equilibrium by
first computing an equilibrium taking into account only
trades between pricing assets, then computing an equilibrium
exchange rate for every stock between the stock and its pricing
asset, and finally combining the results.

More specifically:

Theorem 5. Let A be the set of numeraires and S the set of
stocks. A stock S ∈S is traded with asset a(S)∈A.

Suppose (p,x) is an equilibrium for the restricted market
instance considering only the numeraires. For each S ∈ S,
let (r,y) be an equilibrium for the restricted market instance
considering only S and a(S).

Then (p′,x′) is an equilibrium for the entire market instance,
where

1. p′A = pA for A∈A

2. p′S =
(
rS/ra(S)

)
pa(S)

3. x′A ,B =xA ,B for A ,B∈A

4. x′S ,a(S)=yS ,a(S)

5. x′=0 otherwise

Proof. More generally, let G be a graph whose vertices are
the traded assets and which contains an edge (A ,B) if A and
B can be traded directly.

Decompose G into an arbitrary set of edge-disjoint
subgraphs {Gi}, such that any two subgraphs Gi,G j share
at most one common vertex. Then define a graph H whose
vertices are the subgraphs Gi, and where a subgraph Gi is
connected to G j if Gi and G j share a common vertex.

If H is acyclic, then an equilibrium can be reconstructed
from equilibria computed independently on each Gi.

We reconstruct a unified set of prices iteratively, traversing
along H. Given adjacent Gi and G j sharing common vertex vi j,
let (pi,xi) and (p j,x j) be equilibria on Gi and G j, respectively,
rescale all of the prices p j by pi

vi j
/p j

vi j.

This rescaling constructs a new equilibria (p j′,x j)for G j that
agrees with that of Gi on the price of the shared good. As such,
the combined system (pi∪ p j′,xi∪x j) forms an equilibrium
for Gi∪G j.

This iteration is possible precisely because H is acyclic (a cy-
cle could prevent us from finding a rescaling of some subgraph
that satisfied two constraints on the prices of shared vertices).

Fig. 8. Time to solve the convex program of Devanur et al. [57]
using the CVXPY toolkit [59], varying the number of assets
and offers.

Appendix F Alternative Batch Solving Strate-
gies

F.1 Convex Optimization
We implemented the convex program of Devanur et al. [57]
directly, using the CVXPY toolkit [59] backed by the ECOS
convex solver [61]. Figure 8 plots the runtimes we observed
to solve the problem while varying the number of assets and
offers.

The runtimes are not directly comparable to those of
Tâtonnement—namely, this strategy does not have the
potential to shortcircuit operation upon early arrival at an
equilibrium (our notions of approximation error also do not
directly translate to the notions used interally in the solver),
nor is it optimized for our particular class of problems.

The important observation is that the runtime of this
strategy scales linearly in the number of trade offers. Instances
trading 1000 offers, for example, take roughtly 10x as long
as instances trading only 100 offers.

This is not a surprising result, given that the number of
variables in the convex program scales linearly with the
number of trade offers.

The choice of solver strategy does not, of course, change the
structure of the input problem instances. The same observation
used in §5.1 makes it possible to refactor the convex program
so that the number of variables does not depend on the number
of open offers, and so that the objective (and its derivatives) can
be evaluated in time logarithmic in the number of open offers.

Unfortunately, this transformation makes the objective
nondifferentiable. The demand smoothing tactic of §C.2 gives
a differentiable but not twice differentiable objective (and
presents challenges regarding numerical stability of the deriva-
tive). Construction of a convex objective that approximates
that of [57] while maintaining sufficient smoothness and
numerical stability is an interesting open problem.
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F.2 Mixed Integer Programming
Gnosis (Walther, [7]) give several formulations of a batch
trading system as mixed-integer programming problems.
These formulations track token amounts as integers (instead
of as real numbers, as used in Tâtonnement’s underlying
mathematical formulation), which enables strict conservation
of asset amounts with no rounding error.

However, mixed-integer problems appear to be computa-
tionally difficult to solve. Walther [7] finds that the runtime of
this approach scales faster than linearly. Instances with more
than a few hundred assets appear to be intractable for practical
systems.

Appendix G Tâtonnement Preprocessing
We include this section so that this paper can provide a
comprehensive reference for anyone to develop their own
Tâtonnement implementation.

Every demand query in Tâtonnement requires computing,
for every asset pair, the amount of the asset available for
sale below the queried exchange rate. As discussed in
§9.2, Tâtonnement lays out contiguously in memory all the
information it needs to return this result quickly.

For a version of Tâtonnement without the demand smooth-
ing of §C.2, a demand query for exchange rate p (i.e. the ratio
of the price of the sold asset to the price of the purchased asset)

∑
i:mpi≤p

Ei (15)

where mpi denotes the minimum price of an offer i and Ei
denotes the amount of the asset offered for sale.

We can efficiently answer these queries by computing
expression 15 for every price p used as a limit price

Demand smoothing complicates the picture. The result of
a demand query (with smoothing parameter µ)

∑
i:mpi<p(1−µ)

Ei+ ∑
i:p(1−µ)≤mpi≤p

Ei∗(p−mpi)/(pµ) (16)

We can rearrange the second term of the summation into

1/(pµ) ∑
i:p(1−µ)≤mpi≤p

(pEi−Eimpi) (17)

With this, we can efficiently compute the demand query
after precomputing, for every unique price p that is used as
a limit price, both expression 15 and

∑
i:mpi<p

mpiEi (18)

The division in equation 16 can be avoided by recognizing
that Tâtonnement normalizes all asset amounts by asset
valuations (so equation 16 is always multiplied by p).

Appendix H Buy Offers are PPAD-hard
A natural type of trade offer is one that offers to sell any number
of units of one good to buy a fixed amount of a good (subject to
some minimum price constraint). We call these limit buy offers.

Example 2 (Limit Buy Offer). A user offers to buy 100 USD
in exchange for EUR, selling as few EUR as possible and only
if one EUR trades for at least 1.1 USD.

These offers unfortunately do not satsify a property known
as “Weak Gross Substitutability” (WGS, see e.g., [53]). This
property captures the core logic of Tâtonnement. If the price
of one good rises, the net demand for that good should fall,
and the net demand for every other good should rise (or at
least, not decrease). Limit sell offers satisfy this property, but
limit buy offers do not.

Example 3. The demand of the offer in of example 2, when
pEUR=2 and pUSD=1, is (−50 EUR,100 USD).

If pUSD rises to 1.6, then the demand for the offer is
(−80 EUR,100 USD).

Observe that the price of USD rose and the demand for
EUR fell.

Informally speaking, if offers do not satisfy the core logic
of Tâtonnement’s price update rule, then Tâtonnement cannot
handle them in a mathematically sound manner.

More formally, Chen et al. [48] show through Theorem 7
and Example 2.4 that markets consisting of collections of
limit buy offers are PPAD-hard. These theorems are phrased
in the language of the Arrow-Debreu exchange market model;
see §A for the correspondence between SPEEDEX and this
model. In fact, the utility functions used in Example 2.4 to
demonstrate an example “non-monotone” (i.e., defying WGS)
instance are of the type that would arise by mapping limit buy
offers into the Arrow-Debreu exchange market model.

Appendix I Deterministic Filtering Perfor-
mance

The deterministic transaction batch pruning system works
by eliminating the transactions from all of the accounts that
could create an unresolvable conflict. To be specific, if the
sum of the amount of an asset used (either sent in a payment
option or locked to create a offer) by all of an account’s
transactions exceeds that account’s balance, then that account’s
transactions are removed. If an account sends two transactions
with the same sequence number (both of which have valid
signatures, and the sequence numbers are higher than the
sequence number of the account’s most recent transaction), or
two transactions cancel the same offer ID, then that account’s
transactions are removed. If two transactions create the same
account ID, then both transactions are removed.

We generated batches of 400,000 transactions from the
same synthetic transaction model as in §7, and then duplicated
100,000 transactions at random to create a batch of 500,000.
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Fig. 9. Throughput of Block-STM on batches of “Aptos p2p”
transactions with varying thread counts (average of 100 trials).

A small number of accounts (1000) send transactions with
conflicting sequence numbers. We initialize the database
(again, 10 million accounts) to give each account a small
amount of money, and a small number (one or two hundred)
of accounts attempt to overdraft.

This filtering takes 0.13s and 0.07s seconds with 24 and 48
threads, respectively (averaged over 50 trials, after a warmup),
giving a 21.0× and 38.4× speedup over the serial benchmark.
On a more contested benchmark, with only 10,000 accounts
(almost all of which overdraft) the maximum speedup over
the single threaded trial is only 5.3×, but the overall filtering
runtime is still just 0.10s. Our implementation of the filtering
is not heavily optimized, but in either parameter setting, the
overhead is small.

Appendix J Block-STM Baseline
To provide a baseline for the measurements in Fig. 7, we
also ran Block-STM on our hardware (with hyperthreading
disabled, as in [70]). Fig. 9 displays the results.

These performance measurements are similar, quantita-
tively and qualitatively, to those reported in [70] (on different
hardware). Note that performance appears to reach a maximum
after approximately 16 to 24 threads, and, unlike SPEEDEX,
does not effectively use additional hardware beyond this point,
even on relatively low-contention workloads.

Appendix K Additional Implementation
Details

K.1 Data Organization
Account balances are stored in a Merkle-Patricia trie. However,
because a trie is not self-rebalancing, its worst-case adversarial
lookup performance can be slow. As such, we store account
balances in memory indexed by a red-black tree, with updates
pushed to the trie once per block.

For each pair of assets (A , B), we build a trie storing offers

selling asset A in exchange for B . Finally, in each block, we
build a trie logging which accounts were modified.

We store information in hashable tries so that nodes can
efficiently compare their database state with another replica’s
(to validate consensus and check for errors), and construct
short proofs for users about exchange state.

K.2 Data Storage and Persistence
SPEEDEX uses a combination of an in-memory cache and
ACID-compliant databases (several LMDB [50] instances).
This choice suffices for our experiments, but a database
that persists data in epochs, like Silo [106], or is otherwise
optimized for batch operation might improve performance.

Our implementation uses one LMDB instance for the set
of open offers, one instance for Hotstuff logs, one instance
for storing block headers, and 16 instances for storing
account states. LMDB is single-threaded, and we find that
the throughput of one thread generating database writes does
not keep up with SPEEDEX. Accounts are randomly divided
between these instances, according to a hash function keyed
by a (persistent) secret key (which is different per blockchain
node). This key must be kept secret so as to prevent nodes
from denial of service attacks.

Processing transactions in a nondeterministic order
complicates recovery from a database snapshot where a
block has been partially applied. Cancellation transactions,
in particular, refund to an account the remainder of an offer’s
asset amount. We therefore cannot recover if the snapshot
of the orderbooks is more recent than the snapshot of the
set of account balances, and our implementation takes care
to commit updates to the account LMDB instances before
committing updates to the orderbook LMDB.

K.3 Follower Optimizations
A block proposal includes the output of Tâtonnement and the
linear program in (the prices and trade amounts, as in §4.2).
This permits the nondeterminism in Tâtonnement (§5.2), and
lets the other nodes skip the work of running Tâtonnement.

Proposals also include, for every pair of assets, the trie key
of the offer with the highest minimum price that trades in
that block. When executing a proposal from another node, a
follower can compare the trie key of a newly created offer with
this marginal key and know immediately whether to make a
trade or add the offer to the resting orderbooks. A node also
defers all checks that an account balance is not overdrafted
to after it has executed all the transactions in a block.

K.4 Replay Prevention
Transactions have per-account sequence numbers to ensure
a transaction can execute only once. Many blockchains
require sequence numbers from an account to increase
strictly sequentially. Our implementation allows small gaps in
sequence numbers, but restricts sequence numbers to increase
by at most an arbitrary limit (64) in a given block. Allowing
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gaps simplifies some clients (such as our open-loop load
generator), but more importantly lets validators efficiently
track consumed sequence numbers out of order with a
fixed-size bitmap and hardware atomics.

The Stellar implementation requires strictly consecutive
sequence numbers, mostly for backwards compatibility.

K.5 Fast Offer Sorting
The running times of §6 do not include times to sort or
preprocess offers. Naïvely sorting large lists takes a long time.
Therefore, we build one trie storing offers per asset pair, and
we use an offer’s price, written in big-endian, as the first 6
bytes of the offer’s 22-byte trie key. Constructing the trie thus
automatically sorts offers by price.

Additionally, SPEEDEX executes offers with the lowest
minimum prices, so a set of offers executed in a round forms
a dense (set of) subtrie(s), which is trivial to remove.

K.6 Nondeterministic Block Assembly
As discussed in §3, SPEEDEX must assemble blocks of
transactions in a manner that guarantees no account is
overdrafted after applying all of the transactions in the
block. The block proposal system (Fig. 1, 2) manages this by
carefully controlling writes to shared state.

The proposal module takes as input a set of unconfirmed
transactions (the “mempool”, in typical blockchain parlance)
and outputs a proposed block containing a subset of the
unconfirmed transactions. For each candidate unconfirmed
transaction, a thread reserves the ability to perform all nec-
essary modifications by “locking” all relevant data elements.
Once a transaction acquires all of its locks, it performs its
necessary state modifications and finally releases the locks.
If it cannot acquire all necessary locks, it releases any locks
and excludes the transaction from the proposed block.

Conceptually, a transaction offering a trade or sending a
payment must lock the number of units of assets that could be
debited from the account if the operation succeeds. However,
doing this with spinlocks would preclude the scalability
displayed in Figure 7. Instead, most reservations are performed
with hardware atomics to decrement the number of available
units. Crediting an account can never fail because SPEEDEX
caps the total amount of any asset issued at INT64_MAX. This
process is conservative in that it may reject transactions that
could have executed safely.

Unique offer IDs ensure that no offer is created twice, and
atomic boolean flags ensure an offer cannot be cancelled twice.
Sequence numbers can be reserved by atomic bitmaps (as in
§K.4). For simplicity, our implementation does use exclusive
locks when creating new accounts (which we assume occurs
relatively infrequently).

Appendix L Additional Replicas
SPEEDEX invokes a consensus protocol no more than once per
second in our experiments. To demonstrate that this overhead

Fig. 10. Transactions per second on SPEEDEX when running
with 10 replicas (on weaker hardware than in Fig. 3), plotted
over the number of open offers.

is negligible, we ran SPEEDEX with 10 replicas, although with
weaker hardware per replica, due to resource limitations. Each
replica is one AWS c5ad.16xlarge instance, with one AMD
EPYC 7R32 processor (48 CPUs @ 2.8Ghz per physical chip,
32 of which are allocated to our instances), 128 GB of memory,
and two 1.1TB NVMe drives in a RAID0 configuration.
Performance measurements are plotted in Figure 10.

The overall throughput numbers are lower here than in
Figure 3 due to the weaker hardware, but the scalability trends
are the same. Doubling the thread count increases performance
by a factor of between 1.8x and 1.9x, except that the jump from
16 to 32 gives a roughly 1.4x increase due to contention with
background tasks (particularly logging to persistent storage).

This graph also highlights how SPEEDEX responds to
insufficient hardware resources. As the number of open offers
increases, SPEEDEX’s memory requirements increase. Even-
tually, memory starts to be paged to disk, which dramatically
increases disk usage and contends with the logging to persis-
tent storage. SPEEDEX slows down in response, to ensure for
safety that data in peristent storage is never too far out of sync.
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Abstract
In end-to-end encrypted (E2EE) messaging systems, pro-

tecting communication metadata, such as who is communi-
cating with whom, at what time, etc., remains a challenging
problem. Existing designs mostly fall into the balancing act
among security, performance, and trust assumptions: 1) de-
signs with cryptographic security often use hefty operations,
incurring performance roadblocks and expensive operational
costs for large-scale deployment; 2) more performant sys-
tems often follow a weaker security guarantee, like differ-
ential privacy, and generally demand more trust from the in-
volved servers. So far, there has been no dominant solution.
In this paper, we take a different technical route from prior
art, and propose Boomerang, an alternative metadata-private
messaging system leveraging the readily available trust as-
sumption on secure enclaves (as those emerging in the cloud).
Through a number of carefully tailored oblivious techniques
on message shuffling, workload distribution, and proactive
patching of the communication pattern, Boomerang brings
together low latency, horizontal scalability, and cryptographic
security, without prohibitive extra cost. With 32 machines,
Boomerang achieves 99th percentile latency of 7.76 seconds
for 220 clients. We hope Boomerang offers attractive alter-
native options to the current landscape of metadata-private
messaging designs.

1 Introduction

In E2EE messaging systems [59], the exposure of privacy-
revealing communication metadata, including the identities
of the communicating parties, and the timing and volume of
the traffic, remains a big concern [26,39,61]. Communication
metadata can not only be used to target whistleblowers and
journalists [37, 70], but also serve as a surveillance means
to reveal intimate details of a person’s life [38]. Designing a
metadata-private messaging system is a challenging problem,
given the powerful attackers that can monitor and actively

∗Qian Wang is the corresponding author.

interfere with the network traffic [31,39]. The popular system
in practice today that hides communication metadata, namely
Tor [34], is not resilient against even passive traffic analysis
attacks (e.g., through timing, volume patterns, etc.) [39]. Be-
cause of this, academic research systems have been developed
recently with well-defined security guarantees for improved
metadata privacy [3–6, 8, 11, 15, 16, 27–29, 36, 37, 52, 54, 56–
58, 70, 72, 88, 91]. Ideally, such a system must ensure that
any pair of connected clients might be communicating from
the view of powerful attackers. This implies two necessary
requirements: 1) unlinking senders and receivers during any
message exchange; and 2) maintaining the same communica-
tion pattern across all connected clients, to resist traffic anal-
ysis. Roughly speaking, most prior art on metadata-private
messaging falls into the balancing act among security, perfor-
mance, and trust assumptions, while trying to meet these two
requirements (more discussions in §7).

Among the diverse landscape of metadata-private messag-
ing designs, there are two commonalities of state-of-the-art
systems: 1) leveraging an intermediate “virtual address” to
facilitate obfuscated message “drop” and “fetch” between the
communicating pairs; and 2) operating in rounds. Designs
with cryptographic security follow technical routes of sophis-
ticated cryptographic operations that either obliviously “write
to (drop)” [5, 27, 37, 52, 54, 70] or obliviously “read from
(fetch)” the virtual address [4, 8]. The hefty operations, how-
ever, often present performance roadblocks and unfavorable
operational dollar costs, hindering large-scale voluntary adop-
tions in practice. More performant systems [11, 56, 87, 88]
choose to relax the security guarantee and use random noise
to disguise the observable “drop” / “fetch” at the virtual ad-
dress in the framework of differential privacy. Generally, these
systems need to trust a fraction of servers for the claimed se-
curity, where the latency would be increased if trusting fewer
servers. So far there has yet to be any dominant solution.
Motivations. In this paper we propose Boomerang, an alter-
native metadata-private messaging system leveraging secure
enclaves. Boomerang takes a different technical route from
prior art, and is partially motivated by the readily available
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trust assumption on hardware enclaves. As emerging in the
cloud [78, 81], secure enclaves provide a convenient and na-
tive implementation choice to build secure yet sophisticated
systems in practical settings.

Like much prior art [24, 32, 35, 42, 49, 50, 74], Boomerang
leverages hardware enclaves for both performance and se-
curity. Performance is arguably one of the key reasons for
Tor’s wide adoption in practice [39]. Yet, this is what most
prior art on metadata-private messaging is still lacking. We
believe that using hardware enclaves to improve performance
could be the key missing ingredient for wider adoption of
metadata-private messaging systems in practice. Under hard-
ware trust, Boomerang hides users’ online communication
behaviors with a strong guarantee of metadata privacy and
resilience against powerful attackers, while retaining good
enough performance.

Besides, we envision that there could be broader options of
technical routes for metadata-private messaging, with differ-
ent trust assumptions, performance, and security guarantees.
For whistleblowers [37, 70], their most reasonable choice is
to go for designs with a cryptographic guarantee and zero
trust in the servers [8,39], where performance might be much
less concerning. For the mass general users who want more
than E2EE messaging (e.g., due to concerns about metadata
tracking [38, 47]), we hope Boomerang could offer a better
option with lowered operational cost and improved perfor-
mance. These benefits can potentially attract a large user base,
which is crucial in private communication systems [33].
Challenges. While trusting the enclaves brings easy-to-see
benefits, such as using fewer servers for traffic mixing than
prior art for reduced latency, it does not entirely solve the
problems in building a scalable metadata-private messaging
system. This is because: 1) secure enclaves exhibit their own
threat models and attack surfaces, especially the leakage of
memory access patterns [32, 90], which demand tailored sys-
tem structure and oblivious algorithm designs; 2) as acknowl-
edged by prior art [39, 54, 57, 88], even with just one trusted
server, dealing with the thorny problems of active attackers
that may selectively interfere with traffic, e.g., disconnecting
selected clients to gain advantages in identifying targeted com-
municating pairs, remains hard to address; and 3) as privacy
loves company [33], the need to support more clients suggests
the necessity of pushing for horizontal scaling designs, which
is also a hot topic in recent years [11, 52, 54, 56, 57, 87]. No-
tably, scalability is not only a usability requirement but also a
security demand [33, 39, 54, 56, 87].
Technical overview. For metadata-private messaging,
Boomerang draws many insights from the prior art, and is de-
signed to be a performant system with cryptographic security
under hardware trust. It operates in rounds for bi-directional
conversations, and centers around the paradigm of adopting a
private “virtual address” to facilitate obfuscated message ex-
change that unlinks the sender and receiver. As we overview
below, its technical instantiation involves tailored oblivious

algorithms for message shuffling, proactive resistance against
active attacks, and horizontal scaling. For ease of presenta-
tion, we present a basic single-server Boomerang (§3) and a
scalable multi-server Boomerang+ (§4).

1) Basic single-server Boomerang. From a high level, the
system operates as follows: Upon proper setup, in each round,
each connected client sends a message, tagged with a “private
label”, which is randomly derived from a pairwise shared se-
cret with his communicating buddy, to the Boomerang server.
The Boomerang server obliviously checks all the messages
and swaps any pair of messages sharing the same labels for
the relevant communicating pair. In this regular case, each
label shows up twice each round. But active attackers might
block selected clients or control a subset of clients to disrupt
this regular pattern, causing each label to show up once or
more than twice each round. The problem is quite subtle, be-
cause we need to fix these irregular patterns, without giving
attackers any advantage in linking the remaining clients.

Boomerang’s key insight is to preserve the same observable
receiving pattern for each connected client, no matter how the
sending pattern changes. We build oblivious algorithms for
enclaves to detect messages with irregular label patterns and
proactively patch them (§3.3.2) by returning those messages
back to the corresponding senders, like a “boomerang”. In
this way, we can contain the influence attempts within the
problematic clients themselves, isolated from the remaining
clients. Based on a library of basic general-purpose oblivious
primitives [2, 71], we design specialized oblivious algorithms
(§3.3.2, §3.3.3, §4.2) for all enclave operations in Boomerang,
including proactive resistance designs against active attacks
and horizontal scaling in Boomerang+.

2) Scalable multi-server Boomerang+. For horizontal scala-
bility, directly replicating the basic single-server Boomerang
and letting each server process a subset of communicating
pairs would not work, because pairwise clients connecting
to one server have a higher possibility to communicate than
those across different servers. Introducing a load balancer,
known as an entry node in Boomerang+, to obliviously dis-
tribute batches of messages to a group of Boomerang nodes
for message exchange would fulfill the need for “global
mixing”, where any pair of connected clients at the entry
node might be communicating. But as pointed out by re-
cent art [32, 89], two requirements remain: 1) a centralized
proxy [82] can be error-prone and a scalability bottleneck of
the underlying system; and 2) any batch structure from a load
balancer must be generated using public information, so as to
ensure that no sensitive information can be observable from
the load balancing.

Note that these requirements are generic for any security-
aware scalable system design. Answering them can be quite
design specific, especially on setting the bound on batch size
without triggering an overflow. Inspired by the balls-into-bins
analysis [32], we model the problem of setting the maxi-
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mum batch size in Boomerang+ as a weighted balls-into-bins
game, where we partition the messages by their private labels
and each message’s weight is determined by its label pattern
(showing once, twice, or more than twice). We prove an up-
per bound on the maximum batch size and show its marginal
overhead on our horizontal scaling design. Following the
oblivious load balancer design [32], we derive tailored obliv-
ious algorithms to generate sub-batches whose distribution
across rounds is indistinguishable (§4.2).

2 Threat Model and Security Goals

2.1 Threat Model and Assumptions
We consider the following threats. Attackers can: 1) observe
the global network states (including the timing, volume, and
link states); 2) actively tamper with the network, such as selec-
tively dropping messages, blocking selected connections, and
controlling a subset of clients; and 3) access the server-side
components beyond hardware enclaves, such as the memory,
files, and networks, as well as the operating system.

Boomerang is built on servers equipped with secure en-
claves, where memory access patterns can be observed [32,
49, 62, 66]. Boomerang is designed to work with generic en-
claves [18, 30], and we adopt Intel SGX for our implemen-
tation. Our oblivious algorithms can deal with side-channel
attacks against SGX leveraging memory access patterns to ex-
tract secrets, such as the cache attacks [19,41,67] and paging-
based attacks [20]. We assume a public key infrastructure
(PKI) to help manage the public keys of clients. Communi-
cations among clients and enclaves are securely established
via TLS integrated with remote attestation [1, 46, 51]. In Ap-
pendix A, we elaborate in more detail on how a client can
establish the trust on a multi-enclave system like Boomerang
through remote attestation, following common practices sug-
gested from the prior art [9, 23, 35, 74, 79].
Communication model. Like many previous metadata-
private messaging systems [4,8,54,56,57,87,88], Boomerang
operates in rounds to ensure the uniformity of communication
pattern among clients, and focuses on pairwise messaging
among online clients who have coordinated their conversa-
tions. Processing message exchanges on round boundaries
implies that clients of Boomerang send encrypted messages
with a fixed rate and size, independent of their true commu-
nication activities, which allows the dealing against traffic
analysis attacks. This can be done at Boomerang clients by
generating “blank” messages if a user types nothing or too
slow, and queuing/splitting messages if a user types too fast
or sends a message of large size [88].

Under this communication model, Boomerang does not
hide the fact that clients are using the system. Boomerang
offers online anonymity by supporting a large scale of clients.
The anonymity set includes both active clients in real conver-
sations with their buddies and online idle clients who do not

have a conversation buddy but can voluntarily send “blank”
messages to themselves as cover traffic to further enlarge this
anonymity set [56, 88]. We suggest the clients always keep
online to disguise the real communication actions [33, 39].
Because all clients connected in the system behave the same
at each communication round, we can hide the communica-
tion metadata with cryptographic security against powerful
attackers. We formalize this security notion in Definition 2.1.
Bootstrapping Boomerang. Besides operating in rounds,
Boomerang adopts the existing practices of a bootstrapping
phase for clients to start conversations [11, 37, 52, 58]. Par-
ticularly, clients should run an “add-friend” protocol (where
clients can verify each other’s identity and share their se-
crets) and a “dialing” protocol (where pairwise clients coordi-
nate the time to have the conversation and exchange session
keys) [7]. To add a friend, the common practice is to: 1) ex-
change secrets in person (e.g., by showing a QR code at a
coffee shop [7, 37]); or 2) use an online metadata-private add-
friend protocol [58]. To dial a friend, the common practice
is to adopt an out-of-band metadata-private dialing system,
e.g., Alpenhorn [58]. Dialing brings additional costs to clients,
which will be amortized over multiple conversation rounds.
Note that similar bootstrapping phases have been adopted
by prior art [54, 56, 57, 87]. Thus, throughout the paper, we
keep our focus on the conversation protocol design, which is
where much prior art is differentiated [7], and make simplified
assumptions that the bootstrapping phase is properly done.
Specifically, upon proper bootstrapping, we will narrow down
the problem of metadata-private messaging to how to design
an obfuscated message exchange (aka conversation) protocol
among pairwise clients under hardware trust.
Attacks out of scope. Similar to other enclave-based sys-
tems [32, 35, 49, 75], we don’t consider denial-of-service at-
tacks. The enclave code is assumed to be correct and faithfully
fulfilling our oblivious algorithms. Orthogonal countermea-
sures to recent noteworthy leakage attacks through power con-
sumption channels [25, 68] and transient executions [48, 77]
are also beyond the scope of this work. One generic limitation
to all metadata-private messaging systems is the long-term
intersection threat [14]. Recall that we do not hide whether
clients are using the systems or not. Thus, an attacker, who
observes the anonymity set of online clients changing across
rounds, might infer the linkage of communicating pairs. For
example, two clients that simultaneously get online or offline
are more likely to be communicating. The common practice
to mitigate this concern is to let the clients always stay on-
line [56, 88] or keep the same communication pattern [11]
and send enough cover traffic. We also suggest adopting or-
thogonal mitigation techniques [60, 92] and using more cover
traffic, as also noted by Clarion [36].

2.2 Security Goals
Like much prior art, our security goal follows the unobserv-
ability concept in anonymous communication [43]. Specifi-
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cally, for any two online clients, Alice and Bob, we want to
ensure that an attacker cannot distinguish whether they are
real buddies in a conversation or not. We want to guarantee
this is true even in a malicious setting, where an attacker can
control up to m−2 clients for m as the total number of clients
connected to the system. We formalize this property below as
communication pattern indistinguishability.

Definition 2.1 Let λ be the security parameter and m be the
number of connected clients in the system. Define an experi-
ment EXP with an attacker A who controls m−2 clients:

• The attacker creates a pair of clients in a conversation as
P0 = (c0,c1), and a pair of clients not in a conversation
as P1 = (c′0,c

′
1) (e.g., being idle or missing buddies).

• The challenger randomly chooses b ∈ {0,1} and plays
the role of the pair of clients Pb to simulate interactions
between them and the server. During this procedure, the
challenger needs to simulate the payload (aka contents
that can be represented by a random string) for the cho-
sen pair of clients.

• The attacker observes their transcriptions and outputs a
bit b′ ∈ {0,1} to guess the challenger’s choice.

We define the attacker A’s advantage with respect to EXP as

AdvEXP,A =
∣∣Pr[b = b′]−Pr[b ̸= b′]

∣∣ .
We say that a system is communication pattern indistinguish-
able if the advantage AdvEXP,A is negligible in λ for all prob-
abilistic polynomial time (PPT) attackers.

This definition implies that seemingly any pair of connected
clients might be communicating with equal chance. We will
show this is indeed the case in Boomerang and Boomerang+.

3 Boomerang: Basic Instantiation

3.1 Overview
Boomerang runs in rounds with a single enclave-based server.
Following the same practice in previous round-based de-
signs [54, 56, 57, 87, 88], Boomerang requires a coordinator
to announce round numbers across the server and clients. In
each round, each client sends and receives one message re-
spectively to and from the Boomerang server. To facilitate
oblivious message swapping, every message is tagged with
a “private label”, which is a pseudorandom string generated
from a pairwise session secret between a communicating pair.
(See §2 for our system setup assumptions.) Any pair of mes-
sages sharing the same private label will be swapped, which
indicates a regular case when each private label shows up ex-
actly twice each round. Messages with irregular private label
patterns will be detected and looped back (§3.3.2).

Figure 1 shows an overview of our Boomerang design. The
Boomerang server first (➊) sorts the packets and detects the
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Figure 1: Overview of Boomerang. In this example, A and C
are talking. B is idle. D and E are talking, but E is blocked as
described at the end of §3.3.2. Boomerang proactively patches
the pattern for D and B (Step ➋).

irregular pattern of the private labels. Then, (➋) it proactively
fixes the irregular pattern via the proactive pattern patching al-
gorithm (§3.3.2). Finally, (➌) it sorts the messages by receiver
IDs and sends them to the clients (§3.3.3).

3.2 Client
Figure 2 shows the pseudocode for client operations. We con-
sider two modes of clients: active clients in conversations with
their buddies and idle clients sending dummy cover traffic (as
discussed in §2.1). Regardless of being active or idle, each
connected client needs to send one message to the Boomerang
server in each round.
Packet preparation. A packet Pkt includes the follow-
ing fields: 1) private label with l bits, priv_label; 2) re-
ceiver’s identifier, R; 3) sender’s identifier, S; 4) round num-
ber, round_num; and 5) content encrypted by the session key
shared with the buddy (Lines 4-6). When preparing the packet,
the client fills in all fields except for the receiver’s identifier
(e.g., set to NULL by default). If the active client has nothing
to deliver to her buddy, she should fill the content anyway,
e.g., with a message saying “this is a blank message”. The
client then encrypts the packet using the session key shared
with the secure enclaves (Line 7). Finally, the client sends the
encrypted message to the Boomerang server.
Idle clients. To hide real communication actions, clients need
to keep sending messages even if they are not in an active
conversation [56, 88]. We let idle clients randomly generate a
private label (not shared with others). By design, the server
will loop all unpaired messages back to senders.
Exception alert. Normally, after sending the prepared packet
to the Boomerang server, the client is expected to receive one
packet carrying the message from the buddy/herself every
round. Otherwise, the system will raise exceptions for abnor-
mal cases. If there is no message returned by the decryption
procedure, it means that the packet to/from the server has
been lost. In this case, both active and idle clients should be
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1 def active_client(round_num, priv_label, my_id,\
2 content, ses_key_encl, ses_key_buddy):
3 # Prepare the packet
4 Pkt pkt; pkt.round_num = round_num
5 pkt.priv_label = priv_label; pkt.S = my_id
6 pkt.enc_content = Encrypt(content, ses_key_buddy) 1
7 enc_pkt = Encrypt(pkt, ses_key_encl)
8 # Send the packet to the Boomerang server \
9 # running boomerang_server()

10 send_msg = (my_id, enc_pkt)
11 # Receive the packet from the Boomerang server
12 recv_msg = rpc.request(send_msg)
13 pkt = Decrypt(recv_msg, ses_key_encl)
14 # Exception alert
15 # If there is message loss
16 if pkt == None: raise("Message loss")
17 # If the original message is looped back
18 if pkt.R == my_id: raise("Buddy blocked")
19

20 return Decrypt(pkt.enc_content, ses_key_buddy)
21

22 def idle_client(round_num, my_id, ses_key_encl):
23 # Prepare the packet
24 Pkt pkt; pkt.round_num = round_num
25 pkt.priv_label = random(); pkt.S = my_id
26 pkt.enc_content = ciphertext.random()
27

28 send_msg = (my_id, Encrypt(pkt, ses_key_encl))
29 recv_msg = rpc.request(send_msg)
30

31 if Decrypt(recv_msg, ses_key_encl) == None:
32 raise("Message loss")
33

34 return True

1

Figure 2: Pseudocode for client operations.

alerted about their unreliable network conditions (Lines 13-16
and Lines 31-32). For those successfully decrypted packets,
active clients then check whether their messages are from
their buddies (Line 18). Note that in Boomerang design, if the
receiver ID is the same as the sender ID (indicating that the
message is sent back like a “boomerang”), the client should be
alerted that his/her buddy has been blocked and can choose to
resend the message in the next round or stop the conversation
immediately (by changing to idle mode).

3.3 Server

Figure 3 shows the pseudocode for oblivious server opera-
tions, including two main functions: 1) oblivious irregular
pattern detection and 2) oblivious proactive pattern patching.
Below we introduce the background of oblivious primitives
and then describe the main ideas of our designs.

3.3.1 Background of Oblivious Primitives

We build Boomerang’s oblivious algorithms over an existing
library of general-purpose oblivious primitives developed by
XGBoost contributors [2,55], which is also based on libraries
provided in previous noteworthy enclave-based data analytic
systems [71, 73]. The library offers basic oblivious functions,
including comparisons, assignments, sorting, etc. These obliv-
ious functions are fundamentally built on register-to-register

operators, which are private to the processor and immune to
memory access pattern leakages [55, 71, 73].
Oblivious comparisons/assignments. This set of primitives
can conditionally assign or compare values on the register
level without revealing the results of the comparison or assign-
ment. In this paper, we use O_Equal(a,b), O_Less(a,b), and
O_Choose(cond,a,b) [2] for comparison and conditional as-
signment. O_Equal(a,b) outputs True if a = b (otherwise
outputs False). O_Less(a,b) outputs True if a ≤ b (oth-
erwise outputs False). O_Choose(cond,a,b) chooses from
two values given a boolean condition without leaking which
value is chosen. If cond= True, it outputs value a (otherwise
outputs value b).
Oblivious sort (O_Sort(key,array)). An oblivious sort al-
gorithm outputs ordered data without revealing any infor-
mation (e.g., the original order) about the input data [10].
In our instantiation, we choose bitonic sort [12], which is
highly parallelizable with O(n log2 n) computational complex-
ity. Bitonic sort compares and swaps the items in a fixed and
data-independent order, and thus is oblivious by design.

3.3.2 Oblivious Proactive Pattern Patching

Detecting irregular pattern. When receiving a batch, the
server first needs to identify all the regular and irregular mes-
sages for subsequent processing. The server first obliviously
sorts the batch by priv_label (Step 2 in Figure 3, Line 12).
This step is to map the messages of the same label (which
implies a communicating pair) together for further pattern
detection. Before introducing the detection algorithm, we first
show the possible label patterns after sorting. Since the private
label is a l-bit pseudorandom string shared between the pair,
the possibility that attackers can guess it and forge messages
is negligible if l is sufficiently large (e.g., 256 bits). Therefore,
a communicating pattern indicates a double-accessed label,
which we regard as a regular pattern. Otherwise, the pattern is
regarded as irregular. There are three possible label patterns
after O_Sort, as shown below

• double: messages from communicating pairs;
• single: messages from idle clients or incomplete pairs

(caused by client churn or malicious blocking);
• more-than-two: multiple messages with repeating labels

controlled by an attacker.
To detect irregular patterns, the server linearly scans the

ordered packets using oblivious comparison primitives to
identify the above three patterns. Basically, we can achieve
this by scanning the messages with a sliding window of three
each time, as shown in Step 3.1 in Figure 3. For each message,
we compare its private label with its previous, next, and next
next messages, respectively (Lines 17-22). This will give us
the relationship of the packets in the sliding window.

We first clarify how to determine more-than-two cases. If
the label of a message is the same as its two subsequent mes-
sages (is_next2_same= True), this implies that this private
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1 def boomerang_server(round_num, recv_msgs, session_keys):
2 pkts = [], R_list = [] # Receiver IDs
3 recv_msgs = Dedup(recv_msgs)
4 # Step 1: decrypt the messages
5 for (S, enc_pkt) in recv_msgs:
6 pkt = Decrypt(enc_pkt,session_keys[S])
7 # Filter out messages not in this round
8 if pkt.round_num != round_num:
9 continue

10 pkts.append(pkt)
11 # Step 2: Pair the private labels
12 pkts.O_Sort(key=pkt.priv_label)
13 # Step 3: Oblivious proactive pattern patching
14 is_mtt = False # mtt: more_than_two
15 for pkt in pkts:
16 # Step 3.1: Detect irregular pattern
17 is_prev_same = O_Equal(pkt.priv_label,\
18 Prev(pkt).priv_label)
19 is_next_same = O_Equal(pkt.priv_label, \
20 Next(pkt).priv_label)
21 is_next2_same = O_Equal(pkt.priv_label, \
22 Next(Next(pkt)).priv_label)
23 # Detect more-than-two (mtt) pattern
24 is_mtt = is_mtt and is_prev_same or is_next2_same
25 # Detect and patch single patterns in Lines 27-28
26 # Step 3.2: Swapping and patching
27 pkt.R = O_Choose(is_next_same, Next(pkt).S, pkt.S)
28 pkt.R = O_Choose(is_prev_same, Prev(pkt).S, pkt.R)
29 pkt.R = O_Choose(is_mtt, pkt.S, pkt.R)
30 # Step 4: Re-order messages by receiver IDs
31 pkts.O_Sort(key=pkt.R)
32 # Step 5: Encrypt and send the messages
33 send_msgs = {}
34 for pkt in pkts:
35 enc_pkt = Encrypt(pkt, session_keys[pkt.R])
36 send_msgs[pkt.R] = enc_pkt
37 R_list.append(R)
38 rpc.response(R_list, send_msgs)
39

40

41

42

43

44

45

46 R_list.append(R)

1

Figure 3: Pseudocode for server operations.

label must occur at least three times. Then, we can identify
this message as a more-than-two case (by setting the flag
is_mtt= True). Another observation is that, if a message’s
label repeats as a detected more-than-two case, this message
must belong to the same case. We identify this by checking
whether a message’s previous neighbor belongs to a more-
than-two case (based on the flag is_mtt as set in the previous
iteration), and whether the message’s label repeats that of its
previous neighbor (based on the flag is_prev_same).

To determine single cases, we check both the message’s
previous and next neighbors. If inequality holds for both
neighbors (is_prev_same = False and is_next_same =
False), this message belongs to the single case. To save
operational costs, we integrate this logic with the swapping
process in Step 3.2 (Lines 27-28). This finishes the identifi-
cation part. In this step, the server has obtained information
about the relationship of the private labels in an ordered se-
quence and determined whether the label pattern falls into
an irregular case. Next, the Boomerang server will swap the
regular messages and patch the irregular ones.
Swapping and patching. For regular patterns, the server
swaps the sender IDs of the two messages and assigns their
values to the receiver ID fields (Lines 27-28). Specifically,
if the current label is the same as that of the previous (next)

packet, we assign its receiver ID field to have the value of the
sender ID of its previous (next) packet. The oblivious choose
function helps us conditionally assign the sender ID values
to the right packets. It ensures that the server will not learn
which part is actually copied to the receiver ID field.

For irregular patterns, Boomerang proactively patches them
by looping back such “single” and “more-than-two” messages
to its sender (like a boomerang), i.e., setting pkt.R= pkt.S,
where R and S denote the identifiers of the receiver and
sender, respectively. For single cases, the server obliviously
assigns pkt.R to have the value of pkt.S, if the conditions of
is_next_same and is_prev_same are both False (Lines
27-28). Finally, for more-than-two cases, where is_mtt =
True, the server also loops back the packet (Line 29). Note
that the original messages do not explicitly carry the infor-
mation of the receivers. This makes sure that only expected
“collisions” on private labels can push forward message deliv-
ery. In other words, the server will not obtain the receiver IDs
from messages with irregular label patterns.

This step patches the receiving pattern of idle clients, ac-
tive clients with blocked buddies, and clients controlled by an
attacker. With Boomerang, messages with irregular label pat-
terns will not influence their receiver’s receiving pattern. For
the example in Figure 1, the message from E to D is blocked,
in which case D would not receive any message if there were
no pattern patching. The Boomerang server loops back D’s
message by setting D as the receiver (as shown in Step ➋),
defeating active attacks.

3.3.3 Oblivious Re-order

After the proactive patching, Boomerang needs to re-order
the label-ordered sequence. This step is necessary, because
adjacent messages in the label-ordered sequence will imply
a high possibility that they share the same private label, in-
dicating that the receivers are talking to each other. Hence,
we choose to use osort with the order of receiver identifiers
(IDs) to obliviously re-order the sequence.

Sorting the outgoing messages by receiver IDs would re-
veal the set of receiver IDs (along with their order), which
are essential fields to be reported to the server for message
transmission anyway. Recall that in the proactive patching
step, the server carefully assigns the values of sender IDs to
receiver IDs via swapping and patching. This ensures that
the receiver set is exactly the same as the sender set (publicly
observable to attackers), and each receiver will receive exactly
one message. Therefore, sorting the messages by receiver IDs,
which reveals the ordered receiver ID list, would not reveal
additional information about the conversation metadata.
Remark. This completes our round-based oblivious message
exchange in Boomerang design. Note that at the beginning
of each round, we can further employ a textbook deduplica-
tion procedure in enclaves to filter repeated packets, just in
case a malicious host might try to cause an exchange failure
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(DoS attack) by injecting replicated packets from the network
stack to let the packets’ private labels appear more than twice.
Similar treatment has also been done in prior art [32, 56, 57].

4 Boomerang+: Horizontal Scalability

4.1 Overview
As noted in §1, for horizontal scalability, directly replicat-
ing the single-server Boomerang, with each server processing
a subset of clients, would not work because it immediately
implies that clients connecting to different servers are not
able to talk to each other. To address the problem, one direct
idea is to employ an entry node as a load balancer to obliv-
iously distribute batches of messages from all clients to a
group of Boomerang nodes for message exchange. Here, the
oblivious design is supposed to hide the mapping between the
messages and the Boomerang nodes from an attacker. While
this opens up a possible pathway to scale Boomerang, subtle
issues remain: how to set up the batch structure?

Recent studies on distributed oblivious data stores [32, 89]
have pushed forward the understanding on security-aware
scaling designs. Particularly, an oblivious load balancer must
set up the batch structure only using public information, in-
dependent of the input distribution. In this way, an attacker
would not observe any sensitive information from the load
balancing. We note that these requirements for setting up an
oblivious load balancer are generic to any security-aware scal-
able system designs. Yet, answering them can be quite design
specific. Indeed, a batch structure of data requests generated
by an oblivious balancer for a distributed data store, where
data partitions are fixed at each server across all rounds [32],
would be ill-suited for obliviously distributing batches of mes-
sages in Boomerang+, where messages might be mapped to
different Boomerang nodes each round.
Setting a batch size for Boomerang+. This has motivated us
to search for solutions specific to our Boomerang+ design. In
our context, the public information at an entry node is the m
messages from m connected clients, and n Boomerang nodes
(the back-end nodes for message exchange). Functionality-
wise, we need to partition the messages by their private labels,
which are random (§4.1), to facilitate the exchange of mes-
sages sharing the same labels at the same servers. For security,
we need to ensure that the batch structures reveal nothing
about the input distribution. For performance, we must set the
batch size B as small as possible, but without triggering the
overflow (otherwise, there will be dropped messages).

Inspired by the balls-into-bins analysis [32], our problem
of finding the bound on batch size B in distributing m mes-
sages by their random labels (balls) to n servers (bins) can
be translated to: what is the maximum load of balls into any
bin? In §3.3.2, we have shown each message’s label pattern
as single, double, or more-than-two. This suggests that each
message carries a different weight in the distribution, and
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Figure 4: Overview of the scalable Boomerang+ instantiation.

thus we need to answer the question in a weighted balls-into-
bins game. In Appendix B, we show the complete analysis
and proofs to derive the maximum batch size in Boomerang+
(results listed below for easy reference), by applying clas-
sic results [13, 76] from the balls-into-bins literature to our
problem context.

Theorem 4.1 For any set of m messages, n Boomerang nodes,
and a security parameter λ, satisfying m ≫ n(lnn)3 and
λ/ log2 n > 1, let B(m,n) be a function that outputs the max-
imum batch size B for each node in Boomerang+. Then the
probability of overflow is negligible in λ if we choose

B =

⌈
m
n
+4

√
m lnn

3n

(
1− 1

λ

ln lnn
2ln2

)⌉
.

Based on the formula, the maximum batch size will be domi-
nated by m/n, with the extra padding size per batch varying
with different choices of messages m and Boomerang nodes n.
Note that λ/ log2 n > 1 can always hold in practice because n
is always smaller than 2λ for any reasonable security parame-
ter λ. As shown in Appendix B, Figure 13, with λ = 128 and
m = 216, when we scale the number of Boomerang nodes n
from 4 to 28, the ratio of extra paddings over real messages
ranges from 2% to 8%. With the maximum batch size settled,
we will describe our oblivious “load balancers” (entry nodes)
and the architecture of Boomerang+ next.
Architecture. Figure 4 shows Boomerang+. We leverage
the classic two-layer architecture, consisting of entry nodes
and Boomerang nodes (B-node for short) to share traffic and
computation workload. The message transmission flow is
summarized as follows. (➊) Each client connects to one entry
node. (➋) Entry nodes generate oblivious sub-batches for B-
nodes (§4.2). (➌) Each B-node merges the sub-batches from
entry nodes and processes messages like a single Boomerang
server (e.g., proactive irregular pattern detection and patching,
§3), except for one additional step to swap the entry node
identifiers of the pairs (§4.3). (➍) Upon done with the pro-
cessing, B-node sends the swapped messages back to entry
nodes. (➎) Finally, entry nodes merge the sub-batches, pad
for possible lost messages, and send them back to receivers.
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Figure 5: An illustration of more-than-two label patterns on
(a) entry nodes and (b) B-nodes. The red dotted arrows in (b)
imply that the messages to “0x1C” will be looped back to the
malicious clients ultimately.

4.2 Entry Nodes

4.2.1 Irregular Pattern Patching

Similar to the basic single-server Boomerang, when receiving
a batch, the entry nodes first decrypt and obliviously sort the
batch by priv_label, and then detect and patch irregular
label patterns. But different from the proactive pattern patch-
ing algorithm at the basic Boomerang (§3.3.2), here the entry
nodes only need to handle the more-than-two cases and leave
the single ones to B-nodes.

Patching the more-than-two cases on entry nodes, in case
of multiple clients controlled by an attacker sending mul-
tiple messages carrying the same private label, is essential.
Because such a threat will cause workload skew [32] and po-
tentially influence the non-overflow guarantee of our weighted
balls-into-bins algorithm. To eliminate the skew, we let the
entry node replace the redundant private labels with new ran-
dom labels. To detect the more-than-two label patterns, entry
nodes adopt the detection algorithm in Boomerang (Step 3.1
in Figure 3, Lines 17-25). Next, instead of looping the irreg-
ular messages back, the entry node reassigns new random
private labels to them, as shown in Figure 5(a). To set it
obliviously, we assign pkt.priv_label to have the value of
O_Choose(is_mtt, random(), pkt.priv_label).

Since the fresh private label is randomly chosen with neg-
ligible possibility of collision, the irregular messages will
be regarded as a single pattern to be looped back in subse-
quent processes on the Boomerang node. In this way, we can
eliminate workload skew without revealing the number of
malicious messages or changing the communication pattern.

4.2.2 One-time Message Assignment

The message assignment function has two main goals:
• (function goal) assigning the messages with the same private
labels to the same B-node, no matter which entry nodes the
clients are connecting to, and
• (security goal) ensuring the assignment is (pseudo)random,
and the distribution of the sub-batches across rounds will not
leak the communication pattern.

For the function goal, the intuition is to derive B-node ID
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Figure 6: An example of entry node operations. “H” in Step
1 refers to the mapping function (Eq. (1)). B is set to 3. The
blue box with rounded corners refers to read operations, and
the red box with dotted lines refers to write operations.

(denoted as br_id) from the private label using the same
deterministic function across all entry nodes. For example,
we can simply compute the identifier from the private label
modulo the number of B-nodes: br_id = priv_label%n,
where n refers to the number of B-nodes. For the security
goal, we make the mapping function change across rounds.

Specifically, we use a keyed hash function Hk(·) to derive a
fresh string from the private label, round number, and a secret
key k shared among the enclaves of all entry nodes. We apply
the modulo function to the fresh string and the number of
B-nodes. The assigned B-node is:

br_id= Hk(priv_label||round_num)%n. (1)

The keyed hash function provides a fresh mapping from the
private label to the B-node every round, so attackers cannot
predict any future assignments in new rounds.

4.2.3 Oblivious Sub-batch Padding

Although the distribution is fresh across rounds, the true size
of each sub-batch is revealed, which brings security concerns
in long-term communications [32, 52, 87]. Based on our de-
rived maximum batch size in §4.1, we opt to pad the sub-
batches to equal size B, which is calculated from public in-
formation, namely m messages and n B-nodes, and will not
carry any private information about the content.

The remaining step is to obliviously pad the sub-batches
without leaking the original sizes. We here follow the oblivi-
ous padding algorithm in Snoopy [32]. The padding steps are
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shown in Figure 6 and described as follows. Firstly (➋), the
entry node appends B dummy messages (with tag= DUMMY)
for each sub-batch to the message sequence. The private la-
bels in dummy messages are randomly generated. Secondly
(➌), it obliviously sorts the message sequence by br_id||tag.
After the sorting, we can get a group of sub-batches, each
of which is formed of real messages followed by B dummy
messages. Finally (➍), it squeezes extra dummy messages
using oblivious compaction. An oblivious compaction algo-
rithm [40] (O_Compact(flag,array)) can remove the items
in an array with certain flags without leaking which items are
removed. The complexity is O(n logn).

To decide which messages to send or remove obliviously
(that is, to set the flag for each message), the entry node lin-
early scans the sorted batch and keeps a counter (c) to record
the relative position of the message in a sub-batch. If the mes-
sage is among the first B messages in its sub-batch (c≤ B),
the message should be sent (flag = True). Otherwise, the
flag should be set to False. We next introduce how to obliv-
iously iterate c and assign flag. The counter is initially set
to 1. When iterating through the batch, the node accumulates
the counter (c+1) if the current br_id repeats its previous
one. Otherwise, set the counter to 1, meaning that the node
has finished processing the current sub-batch and encounters
the first message for a new sub-batch. With the right counter
c, the node can obliviously assign flag accordingly. The
pseudocode for the above step is as follows.

is_br_same= O_Equal(pkt.br_id,Prev(pkt).br_id)
c= O_Choose(is_br_same,c+1,1)

flag= O_Less(c,B)

B is the upper bound calculated from our weighted balls-
into-bins algorithm, which guarantees that real messages as-
signed to the same B-node will not exceed size B (except
with negligible probability). Therefore, all real messages will
be marked with flag = True and not be dropped. Finally,
the node uses oblivious compaction to remove extra dummy
messages (those marked with flag= False).

With the steps above, the size of the sub-batch for each
group is exactly B, and the attacker cannot differentiate the
dummy messages from the real ones. The entry nodes then
send sub-batches to B-nodes for further processing.

4.3 Boomerang Node
Like the basic Boomerang, B-nodes also need to: 1) detect
irregular access patterns and patch them (i.e., the patching
algorithm in §3.3.2); and 2) swap the messages carrying the
same private label. Figure 7 shows operations on B-nodes,
among which most operations are the same as Boomerang.

Similarly, there are two types of irregular label patterns
on B-nodes: 1) single pattern and 2) more-than-two pattern.
Besides idle clients and incomplete pairs as discussed before,
single patterns may also come from the irregular messages
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Figure 7: An example of B-node operations. In this example,
A and C are talking to each other, B talks to herself (idle
client), and the message from someone to D is blocked.

with private labels reassigned by entry nodes. Interestingly,
although entry nodes have eliminated workload skew, more-
than-two patterns might still appear on B-nodes. As shown
in Figure 5(b), malicious clients could send messages with
the same private label through multiple entry nodes, with
only one message to each entry node, evading the irregular
pattern detection. Ultimately, these messages will end at some
B-node and appear as more-than-two patterns. To detect such
irregular patterns, B-nodes follow the same detection and
patching algorithm as Boomerang (Steps 2 and 3 in Figure 3).

Different from Boomerang, B-nodes cannot directly send
the processed messages to clients, because this reveals the
identities of clients connecting to the same B-node, indicating
they are more likely to be talking. Instead, we let B-nodes
send each message back to the entry node first, and then let the
entry node send the message back to the receiver connecting
to it. The entry node ID of the receiver can be obtained from
the paired message (if any) with which it was swapped. Hence,
(➋) the B-node can swap entry node IDs (entry_id) of the
paired messages during the linear scan. Similar to the receiver
ID swapping step in Boomerang, the B-node swaps (or loops
back) both the entry node IDs and receiver IDs using oblivious
choose. Finally (➌), the B-node obliviously sorts the sequence
by entry node IDs (to group the batch for each entry node
together) and sends the messages back to the corresponding
entry nodes.

In Boomerang, the last step is to re-order messages. We
accordingly move this step to entry nodes. When receiving the
sub-batches from B-nodes, entry nodes merge the sub-batches,
sort the batch by receiver IDs, pad for possible missing mes-
sages (as we will discuss in §4.4), remove extra dummy mes-
sages, and send the messages to receivers.
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4.4 Server Churn
So far, we have introduced our mechanisms (e.g., one-time
message assignment and oblivious sub-batch padding) to
make the communication pattern among servers oblivious
to attackers. However, such mechanisms only consider the
“accidents” from clients. For completeness, here we discuss
some possible accidents that may happen to servers and intro-
duce Boomerang+’s enhancing strategies.
B-node churn. B-nodes can be blocked (e.g., under DoS
attacks) or accidentally go offline without sending back the
messages, leading to missing patterns on the clients whose
messages are processed on the corresponding B-node. This
gives an attacker a chance to link the clients with certain B-
nodes. Towards this threat, we let the entry node proactively
patch the dropping pattern due to the lost connection with
some B-nodes. The patching algorithm is very similar to
the oblivious sub-batch padding algorithm in §4.2.3. Firstly,
the entry node appends one dummy message for each client
connecting to itself. This is feasible because the node can
record the list of connecting clients when it processes the
incoming messages in the very beginning. Secondly, the entry
node obliviously sorts the batch by receiver identifiers. Finally,
it linearly scans the sequence, marks which messages to send,
and obliviously compacts the batch. After the patching, we
can ensure that all clients connecting to the entry node will
receive one message in each round, no matter whether there
is any B-node churn or not. For efficiency, we only trigger
this patching algorithm when a connection loss occurs. Once
a B-node goes offline, entry nodes will ignore this node and
not assign messages to it in the next round (according to the
instructions from the coordinator). In this way, we make sure
that B-node churn will not cause severe service denial.
Entry node churn. This case is similar to the case where the
clients are blocked, but on a larger scale. The direct impact is
that the buddies of clients connected to this entry node will
fail to form a paired private label, and thus their messages will
be looped back (by other entry nodes). In this case, attackers
observe nothing but a predictable situation where a set of
clients cannot link to the churned entry node.

5 Analysis

We now show Boomerang and Boomerang+ achieve com-
munication pattern indistinguishability as we claimed in §2.
Thanks to the oblivious designs, we ensure that all connected
clients behave the same in every round, either exchanging
messages with a buddy or sending messages to themselves.
Theorem 5.1 Given oblivious comparison/assignment oper-
ations, an oblivious sort algorithm, and an oblivious patching
and swapping algorithm, Boomerang achieves communica-
tion pattern indistinguishability presented in Definition 2.1.

Proof sketch. We focus on the setting defined in Definition 2.1,
where m− 2 clients are compromised by the attacker. As

Boomerang operates in rounds, in view of the attacker, the
only way to distinguish the communication pattern of two
given clients is from the observation of memory access pat-
terns during the “obfuscated” message exchange procedure.
Thus, the security of Boomerang hinges on the oblivious al-
gorithms designed for proactive pattern patching and re-order
(in §3.3.2 and §3.3.3). As the re-order algorithm is essentially
the oblivious sorting [10], we mainly pay attention to proving
the obliviousness of proactive pattern patching, captured by
Lemma C.1 in Appendix C.1. When all involved algorithms
are oblivious, it is easy to derive that the attacker cannot iden-
tify whether two clients are communicating or not within each
round, except with negligible probability. For the fixed system
configuration, it follows that the attacker’s view will remain
the same across rounds. The full proof of the Theorem 5.1
can be seen in Appendix C.1.

We next show that Boomerang+ achieves the same com-
munication pattern indistinguishability as Boomerang, even
though multiple servers are introduced.

Theorem 5.2 Given a cryptographic hash function, obliv-
ious comparison/assignment operations, an oblivious sort
algorithm, an oblivious patching and swapping algorithm,
an oblivious sub-batch padding algorithm, and an oblivious
compaction algorithm, Boomerang+ achieves communication
pattern indistinguishability presented in Definition 2.1.

Proof sketch. Following the proof sketch in Theorem 5.1,
here we also focus on the settings where m− 2 clients are
controlled by the attacker. With multiple entry nodes and B-
nodes deployed, we will first show that Boomerang+ assigns
a message to each B-node uniformly due to the deployment of
the cryptographic hash function and our security-aware load-
balancing design. Then, we show that for the two targeted
clients, whether they are communicating or not, the probabili-
ties that their messages are assigned to one single B-node are
always equal. Thus, combined with Theorem 5.1, we have
that an attacker cannot identify whether two clients are com-
municating or not in Boomerang+. The detailed analysis can
be seen in Appendix C.2.

It is intuitive to see that Boomerang+ is horizontally scal-
able. See Appendix B for the scalability analysis.

6 Implementation and Evaluation

We implement Boomerang and Boomerang+ in about 4000
lines of C++ code. We build secure enclaves using the
framework of Intel SGX v2.16 on Intel SGX DCAP Driver
v1.14 and use Intel’s AVX-512 SIMD instructions for ba-
sic oblivious primitives. We build our oblivious algorithms
using the oblivious library from XGBoost [2]. Clients and
Boomerang(+) servers communicate using gRPC v1.35 on
asynchronous RPC mode over TLS. The Boomerang(+) pro-
totype is available online at https://github.com/CongGro
up/boomerang.
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6.1 Evaluation Overview
We experimentally answer the following questions: 1) How
fast are Boomerang and Boomerang+? 2) Can Boomerang+
scale by adding servers? We highlight some results below:

• Boomerang achieves 99th percentile latency of 1.41 sec-
ond for 216 clients on one 16-core server. For space, we
present the results in Appendix D.

• Boomerang+ achieves 99th percentile latency of 615 ms
for 216 on 16 servers and 7.76 second latency for 220

clients on 32 servers, respectively.

Experiment setup. We evaluate Boomerang(+) on Tencent
Cloud M6ce VMs [83], with Intel Xeon Ice Lake processors
with Intel SGX support [45]. For Boomerang, we use one
M6ce.4XLARGE128 instance (16 vCPU, 128 GB of memory,
and 13 Gbps of network bandwidth). For Boomerang+, we
assign 12 M6ce.4XLARGE128 instances as entry nodes and 4
M6ce.4XLARGE128 instances as B-nodes by default. For com-
pleteness, we also evaluate three metadata-private communi-
cation systems: Pung (XPIR) [8], XRD [54] and Addra [4].
According to Azure pricing [65], instances with TEEs are
roughly twice as expensive as those without TEEs at the same
level of computing power. Therefore, to compensate for the
machine cost of the trusted hardware Boomerang uses, we
allocate twice the number of machines (or total CPU cores)
for these systems. For XRD, we use 32 M6.4XLARGE128 in-
stances (16 vCPU, 128 GB of memory, and 13 Gbps of net-
work bandwidth) to construct the chain-based architecture.
For Pung, we use one M6.4XLARGE128 instance and run 1/32
total traffic over it, following the setting in XRD [54]. Since
Pung is directly parallelizable, letting one server share 1/N of
the total traffic is the best performance it can possibly achieve.
For Addra, we use one S4.8XLARGE128 instance (32 vCPU,
128 GB of memory, and 11 Gbps of network bandwidth) as
the master and 30 M6.4XLARGE128 instances as the workers.
For clients in the four systems, we use one C5.26XLARGE368
instance (104 vCPU, 368 GB of memory, 36 Gbps of network
bandwidth) to run simulated clients, each sending/receiving
one RPC request at a time. We run instances in the same data
center to save bandwidth and simulate client-server round trip
latency of 100 ms by using Linux tc command. Results are
averaged 20 times for each experiment.
Parameters. We set the message size to 256 Bytes and the
private label to 256 bits. We set the conversation round to
12 seconds, according to the latency results from our exper-
iment on Boomerang+ dealing with 220 messages. We set
the batch size B according to Theorem 4.1, with the security
parameter λ = 128. For XRD, we construct 32 chains, each
of which consists of 30 machines. The length ensures that the
probability of the existence of a group of malicious servers
is less than 2−64 if 20% of the servers are malicious. We let
each client send 8 messages to 8 chains, following XRD’s
recommendations. For Pung, we use recursion with a depth
of 2 and set the bucket size to 64.
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Figure 8: 99th percentile latency of Boomerang, Boomerang+,
and other baselines with a varying number of clients.

6.2 Boomerang+ Performance
Latency and throughput. Figure 8 depicts the latency of
Boomerang, Boomerang+, Pung (XPIR) [8], XRD [54], Ad-
dra [4], and a non-private baseline. Pung, XRD, and Addra
are the latest work achieving pairwise metadata-private com-
munication under cryptographic security, but with different
trust assumptions. XRD operates on fractional trusted servers,
and Addra and Pung operate on fully untrusted servers. We
notice that the latency results of Addra and XRD are higher
than those reported in their papers. This is perhaps because
we used fewer and less powerful machines. Besides, we only
ran Addra over up to 218 clients, as our testbed (one 32-core
master and 30 16-core workers) could not afford a workload
for clients more than 218.

Boomerang+ achieves 615 ms latency for 216 clients and
10.09 second latency for 220 clients. The throughput of
Boomerang+ reaches 85.4K messages per second under 16
machines. Compared to the prior systems based on crypto-
graphic primitives, Boomerang+ is significantly more efficient
thanks to leveraging the trusted hardware. For example, for
216 clients, Boomerang+ is 36× faster than Addra and 45×
faster than XRD. We also evaluate a non-private version of
Boomerang+ to show the cost of non-oblivious operations
(most of which is from the network operation cost). In this
baseline, we keep the same round-based design and traffic
transmission flow (i.e., the same two-layer network architec-
ture) but remove all security-enhancing operations in enclaves
(e.g., oblivious sort, padding, patching, etc.). Results (the grey
dotted line in Figure 8) indicate that the computational over-
head of the oblivious operations for metadata hiding over that
of other basic operations is small. Interestingly, compared to
Boomerang (the basic instantiation), Boomerang+ does not
have an overwhelming advantage when the clients are less
than 215. This is because Boomerang+ involves more obliv-
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Figure 9: Breakdown of Boomerang+ op-
eration costs.
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ious operations (e.g., the padding, oblivious sort, and com-
paction on the entry nodes) to take care of potential threats
due to the scalable design. When the clients scale to 220, the
benefits of horizontal scaling gradually show up: Boomerang+
runs 2.66× faster than Boomerang. In §6.3, we will further
show the horizontal scalability of Boomerang+; that is, it can
achieve lower latency by adding more servers.
Bandwidth cost. Boomerang+ requires one message per
round for both active and idle clients. On the server side,
Boomerang+ involves dummy paddings, and the overhead
is relatively small. According to our calculation, for a work-
load of 215 messages on one entry node to four B-nodes,
dummy messages account for less than 4% of all messages
(details about the padding overhead in Figures 13 and 14 in
Appendix B). Luckily, on Azure Cloud and many other clouds,
data transfer within one VPNet is free [63].

6.3 Microbenchmarks

Breakdown of Boomerang+ operational cost. To evaluate
the computational cost on entry nodes and B-nodes, we break
down Boomerang+ latency into three parts: 1) entry node
batch assignment, 2) B-node message processing, and 3) en-
try node response preparation. Figure 9 shows the processing
time for 8 entry nodes plus 8 B-nodes, each of which handles
(almost) an equivalent volume of messages. Besides, we only
record the local processing time on each node and eliminate
the network cost (e.g., RPC request and response with clients)
here. In this way, we can clearly see the computational over-
head at each stage. Note that the total operation latency is
smaller than the end-to-end latency presented in Figure 8.
This is because processing RPC requests is time-consuming
in our implementation, especially under a large number of
requests. Generally, facing the same volume, the entry nodes
(both the first and third stages) operate longer than B-nodes.
We conjecture that assigning a few more machines as entry
nodes than B-nodes with a fixed total number of machines
may save latency, as shown below.
Resource allocation on entry nodes and B-nodes. As
discussed before, resource allocation can be important for
Boomerang+’s overall performance. We have tested the la-
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Figure 12: Latency with a varying number of servers.

tency and throughput under different allocations on entry
nodes and B-nodes using 16 machines in total, as shown in
Figures 10 and 11, respectively. We find that Boomerang+
performs the best over 12 entry nodes and 4 B-nodes. This
is because the operational cost is higher on entry nodes, and
assigning more entry nodes reduces the average workload on
each entry node. This observation is consistent with the break-
down results, where processing on entry nodes takes longer
than that on B-nodes. We also report the performance of dif-
ferent allocations given different total numbers of servers in
Appendix E.
Scaling by adding servers. With horizontal scalability,
Boomerang+ should, ideally, achieve the same level of latency
by adding more servers when handling more clients. In this
experiment, we adopt 32 8-core M6ce.2XLARGE64 instances
to test the scalability of Boomerang+ over more servers.

We first set a fixed total number of clients to 220 and gradu-
ally increase the number of servers from 8 to 32 to see how the
latency can be reduced by adding servers. We then evaluate
the scalability by proportionally adding servers and clients,
by keeping a fixed number of clients on one server group.
Specifically, we let every 8 servers handle 217 and 216 clients
(amortized to about 16K and 8K clients per server, respec-
tively). For different numbers of servers, we choose the best
ratio of entry nodes to B-nodes according to the supplemen-
tary resource allocation experiment (Appendix E). The ratio is
5:3 for 8 servers and 3:1 for 16, 24, and 32 servers. As reported
in Figure 12, the latency reduces from 15.5 seconds to 7.8 sec-
onds when Boomerang+ scales from 8 to 32 servers. Adding
more servers to decrease the amortized workload helps re-
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duce latency when client size scales, but this also increases
the system dollar cost (as discussed in Appendix F). This is a
trade-off between performance and cost. For example, with
the same total number of clients, supporting an average of 8K
clients per server doubles the machine cost of supporting 16K
clients per server, while gaining a 2× speed-up. Fortunately,
the host cost for a 16-core SGX instance on Azure cloud is
only 1121 USD/month, which we believe is affordable when
amortized to 8K clients (0.14 USD/month per client).

7 Related Work

Mix-nets and follow-up enhancements. There has been
significant progress in metadata-private communication de-
signs recently. One category of results follows the concept
of mix networks (mix-nets) [21]. Based on that, recent re-
sults [15,16,52–54,56–58,72,87,88] have proposed a number
of noteworthy security and privacy enhancement strategies to
deal with powerful attackers, including: 1) batch processing of
messages from all clients in synchronous rounds to mitigate
traffic analysis threats [31, 39]; 2) carefully structuring pro-
tocols to reveal less observable variables (and thus exposing
reduced useful information) to attackers, with representative
examples of adopting private virtual addresses for obfuscated
message exchanges [54, 56, 87, 88]; 3) generating cover traf-
fic with calibrated parameters to obscure the communication
patterns among users (as well as users) [56, 87, 88]; 4) adding
verifiability to the message shuffling to defeat misbehaving
servers among the mix-nets [54, 56, 87]; and 5) designing
proactive self-recovering schemes (usually relying on the as-
sumption of honest servers) in the face of inadvertent user dis-
connections or even active network disruptions [54, 57]. One
latest effort has tried to shift the online burden of clients [11]
through oblivious delegation to untrusted proxy servers.

Boomerang’s design draws insights from these strategies
but differs from them on instantiations with hardware en-
claves. Trusting the enclaves enables Boomerang to use fewer
servers for traffic mixing with reduced latency. But the unique
enclave security context demands Boomerang to bring to-
gether tailored oblivious designs for message shuffling, hori-
zontal scaling, and proactive patching against active attacks.
Metadata-private messaging via cryptographic designs.
There have been cryptographic designs to facilitate metadata-
private communications. One category of results follows
the dining cryptographers network (DC-net) [22], which de-
mands broadcasting data linear to the size of the participating
clients in the anonymous communication at a high level [28].
Later systems [3, 29, 91] propose scalability improvement
and resilience designs against unreliable clients and untrusted
servers. Another category of cryptographic designs utilizes
private information retrieval [4,6,8], MPC [5] and distributed
point function techniques [3, 27, 37, 70] to facilitate oblivious
read / write to a database with private mailboxes, based on
which metadata-private messaging (and broadcast) system can

be constructed. Recently, Clarion [36] gives an MPC-based
shuffling design for anonymous communication.

Despite providing cryptographic security (sometimes even
under fully untrusted server [4, 8]), these systems do not eas-
ily scale to more than hundreds of thousands of users while
maintaining low latency and high throughput. The inherent
cryptographic operations also present unfavorable operational
dollar cost, which might yet be attractive for voluntary adop-
tions in practice.
Security-aware scaling of oblivious data stores. Recent
results have studied how to scale the oblivious data ac-
cess systems without leaking information about the data re-
quests [32, 89]. The key is an oblivious load balancer design
that distributes access batches independent of the input dis-
tribution (with security-aware paddings) and sets the batch
size using only public information. The entry-node design
in Boomerang+ is inspired by these generic observations.
Yet, with context-specific modeling and analysis, we have
derived the bound of the maximum batch size that best suits
our metadata-private messaging system, through a weighted
balls-into-bins game.
Enclave-based network systems. While enclave-based net-
work applications are many, e.g., SGX-Tor [49, 50], SGX-
middleboxes [35, 42, 74], to our best knowledge, usage of
enclaves is rarely attempted for metadata-private communi-
cations, except for one recent work DAEnet [80]. The focus
of DAEnet is different from Boomerang, as it tends to hide
the conversation route through a peer-to-peer infrastructure,
where each peer as a personal computer is assumed to be
equipped with an enclave. Unfortunately, this assumption
seems no longer in line with the industry movement [44].

8 Conclusion
We have presented Boomerang, a metadata-private messaging
system that leverages the readily available trust assumption on
hardware enclaves. Boomerang draws many insights from the
prior art and achieves efficient pairwise communication with
cryptographic security. Its technical instantiation involves tai-
lored oblivious algorithms for message shuffling, horizontal
scaling, and proactive resistance against active attacks. We
hope Boomerang’s comparably high efficiency and low oper-
ational cost could make metadata-private messaging systems
one step closer to mass adoption in practice.
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A Discussion and Limitations

Establishing trust on Boomerang. Boomerang relies on the
trust assumption on secure enclaves, which provide confi-
dentiality and integrity for data and codes. While trusting
a single enclave node can be done through the standard re-
mote attestation, like the one from Intel SGX [46], trusting
multiple-enclave applications would additionally involve mu-
tual attestation, which is necessary among interacting enclaves
to establish a trust relationship [23,79]. One common practice
is to rely on a trusted third party (TTP) to facilitate mutual
attestation [9]. The TTP can perform remote attestation with
each enclave individually and serve as a trusted anchor to
bootstrap the mutual trust among those enclaves. In the case
of Boomerang, we suggest following the above common prac-
tice for any client connecting to the system to establish trust
on Boomerang. The TTP that all clients need to rely on can
be the trusted developer of Boomerang or his/her delegated
server in a trusted domain [9, 23]. A very recent work has
proposed a new way for mutual attestation among enclaves
without relying on a TTP [23], which can be beneficial to the
trust establishment in the Boomerang system. In the future,
to mitigate the concern on the centralized trust of a single en-
clave vendor (e.g., Intel), we can further consider employing a
mix of enclaves from different vendors, e.g., Intel SGX, ARM
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TrustZone, AMD SEV, etc., to distribute the trust, which is
also a trendy subject in recent literature [23].
Reduce client online burden. Metadata-private messaging
systems usually assume clients should always keep online
and send messages at regular rates to hide the real communi-
cation behavior [4,33,39,54,57,87,88]. To simplify the prob-
lem statement, Boomerang’s security analysis also follows
this assumption. Although Boomerang achieves acceptable
bandwidth cost, we acknowledge that this “always-online” re-
quirement may be a barrier to the practical use of Boomerang.
The latest work Groove [11] studied this issue and proposed
an oblivious delegation mechanism to reduce client online
burden, by introducing proxies between clients and mixnets.
To improve Boomerang’s client flexibility, a feasible way is to
integrate the oblivious delegation mechanism and the proxy
design with Boomerang, considering that Boomerang can be
an alternative to mixnets for message shuffling. We believe
our Boomerang can serve as a performant and secure backend
for metadata-private message shuffling.

B Balls into Bins

To analyze the overflow probability in Boomerang+, we intro-
duce the balls-into-bins game to estimate the probability that
a message may be dropped during batch distributions.

Balls-into-bins studies the allocation problem that throws
m balls into n bins by placing each ball into a bin chosen
independently and uniformly at random [76]. One natural
question in this area is to ask for the maximum number of
balls in any bin. According to prior art [13, 76], an interesting
result about the maximum number of balls in any bin prob-
lem is introduced below, which will be used to estimate the
maximum load bound of Boomerang+.

Lemma B.1 (Maximum load [76]) Let ℓ be the random
variable that counts the maximum number of balls in any
bin, if we throw m balls independently and uniformly at ran-
dom into n bins and m ≫ n(lnn)3. Then we have

Pr[ℓ >
m
n
+

√
2m lnn

n

(
1− 1

α

ln lnn
2lnn

)
] = 1− 1

nα
,

where α is a positive constant larger than 1.

Here α serves a role to ensure the tightness of the bound of the
maximum load [13, 76]. Next, we prove Theorem 4.1 below.

Theorem 4.1 For any set of m messages, n Boomerang nodes,
and a security parameter λ, satisfying m ≫ n(lnn)3 and
λ/ log2 n > 1, let B(m,n) be a function that outputs the max-
imum batch size B for each node in Boomerang+. Then the
probability of overflow is negligible in λ if we choose

B =

⌈
m
n
+4

√
m lnn

3n

(
1− 1

λ

ln lnn
2ln2

)⌉
.

Proof. Like most existing works, allocating a set of m mes-
sages to a given number of servers can be formalized as a
balls-into-bins game. But a bit different from their works, the
balls are weighted in Boomerang+ because messages with
the same private labels will be allocated to the same servers.
Suppose m1 is the number of messages with single-pattern
private labels (see §3.3.2 for possible causes), and m2 is the
number of messages with double-pattern private labels (i.e.,
regular messages from communicating pairs). Since assign-
ing messages with single-pattern private labels and assigning
messages with regular private labels are independent, the task
of allocating m messages can be separated as two subtasks: 1)
allocating m1 messages with single-pattern private labels; and
2) allocating m2 messages with double-pattern private labels.
It’s clear that m1 +m2 = m.

For the task of allocating m1 messages to n B-nodes, it can
be formalized as the game throwing m1 balls into n bins. For
the task of allocating m2 messages, a pair of messages with
the same regular private labels will be allocated to the same
B-node. Thus, we can tie m2 balls together in pairs (by their
double-pattern labels), and throw m2/2 times. Namely, it is a
m2/2-balls-into-n-bins problem. Let ℓ1 and ℓ2 be two random
variables that count the maximum messages assigned in any
B-node in the above two tasks, respectively. Let

Bm1 =
m1

n
+

√
2m1 lnn

n
(1− 1

α

ln lnn
2lnn

)

and

Bm2 =
m2

n
+2

√
m2 lnn

n
(1− 1

α

ln lnn
2lnn

).

According to Lemma B.1, we have

Pr[ℓ1 > Bm1 ] = 1− 1
nα

and Pr[ℓ2 > Bm2 ] = 1− 1
nα

.

To prevent overflow, the probability of a message being
dropped should be confined to a negligible function in the
security parameter λ. Thus we have

1− 1
nα

= 1− 1
2λ

⇒ α =
λ

log2 n
.

Let B′ = Bm1 +Bm2 , then

B′ =
m
n
+
(√

m1 +
√

2m2

)√2lnn
n

(
1− 1

λ

ln lnn
2ln2

)
. (2)

With the arithmetic-geometric mean inequality, we have that(√
m1 +

√
2m2

)
≤
√

2(
√

m1)2 +2(
√

2m2)2),

which attains its equality if and only if
√

m1 =
√

2m2.
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Combined with the condition m1 +m2 = m, we can solve
for m1 = 2m/3 and m2 = m/3. Then

(
√

m1 +2
√

m2)≤

√√√√√2

(√2m
3

)2

+

(√
2m
3

)2
≤ 2

√
2m
3
.

(3)
Applying Eq. (3) to Eq. (2), it is easy to get

B′ ≤ m
n
+4

√
m lnn

3n

(
1− 1

λ

ln lnn
2ln2

)
≤ B.

Finally, we compute the probability that a message is dropped
on a server. It equals the probability that the maximum number
of messages allocated to a node is larger than the maximum
load. As mentioned, the above two subtasks are independent,
and thus we have

Pr[ℓ > B]≤ Pr[ℓ > B′] = Pr[ℓ > Bm1 +Bm2 ]

≤ 1−Pr[ℓ≤ Bm1 +Bm2 ]

≤ 1−Pr[ℓ1 ≤ Bm1 ∧ ℓ2 ≤ Bm2 ]

≤ 1− (1−Pr[ℓ1 > Bm1 ])(1−Pr[ℓ2 > Bm2 ])

≤ 2
nα

− 1
n2α

=
2
2λ

− 1
22λ

.

That is to say, the probability that a message is dropped (aka
overflow) is negligible in λ. This completes the proof.

In practice, we usually round the above bound up to an
integer that is greater but nearest to it. Figures 13 and 14
have demonstrated that our maximum batch size only incurs
marginal overhead (with extra paddings) on our horizontal
scaling design.
Scalability Analysis. We borrow the idea from XRD [54] to
define the scalability of the designed system. Specifically, we
say that a system is scalable if the number of requests that
one server needs to handle trends to zero when the number of
deployed servers increases to infinite. Without loss of gener-
ality, we start with one entry node that obliviously distributes

the incoming messages to a set of B-nodes in Boomerang+.
Let m and n denote the number of messages and deployed
B-nodes, respectively. According to Theorem 4.1, we know
that the upper bound of the number of messages sent to a

B-node server is m
n +4

√
m lnn

3n (1− 1
λ

ln lnn
2ln2 ). It is clear that

lim
n→∞

m
n
+4

√
m lnn

3n
(1− 1

λ

ln lnn
2ln2

) = 0.

Now let us consider having more entry nodes in the system.
It is intuitive to see that in Boomerang+ each entry node can
run independently and in parallel, which effectively eliminates
a potential bottleneck at a single entry node. Similar to the
observations in Snoopy [32], in Boomerang+, adding more
entry-nodes is not entirely free, because it would increase the
total amount of messages sent to each B-node server. Suppose
we have ν entry-nodes, n B-nodes, and each entry-node has
m incoming messages (out of the total ν×m messages) for
oblivious distribution. The upper bound of the total amount
of messages from ν entry-nodes sent to a B-node server is

ν× (m
n +4

√
m lnn

3n (1− 1
λ

ln lnn
2ln2 )), which would still approach 0

when n → ∞. Thus, Boomerang+ can scale with more clients
and messages by adding more entry nodes and more B-nodes.

Our analysis mainly focuses on the heavy load cases, where
m ≫ n(lnn)3 generally holds. For example, for those deploy-
ments in practice with good anonymity, m at each entry node
can easily reach at least in the order of 105, while the over-
all workload can largely be handled with no more than n
= 100 B-nodes. If in the extreme cases where m becomes
small, we have some fallback options: 1) setting the maxi-
mum load B=m; or 2) adaptively falling back to single-server
Boomerang mode. We leave this adaptive switching design
as our future work.

Note that our scalability analysis does not give specific
configuration guidelines on how to add entry-nodes and B-
nodes, because this would be highly dependent on specific
requirements on performance, e.g., latency, throughput, etc.,
and cost, e.g., expenses of adding respective nodes, band-
width, etc. We would resort to the abstract configuration plan-
ner in Snoopy [32] as a good starting point when we push
Boomerang+ to a more practical realm in the future.

C Security Analysis

C.1 Proof of Theorem 5.1
As mentioned, due to the deployment of secure enclaves and
a round-based communication model in Boomerang, the only
thing left is to prove that memory access patterns in the obfus-
cated message exchange are oblivious. From the description
in §3, Boomerang is designed by combining several oblivious
algorithms. Here we prove the indistinguishability of mem-
ory access patterns in Boomerang in a modular way. First,
we demonstrate that our proactive pattern patching (denoted
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RealPPP(pkts) : // pkts: the real input packets prepared by clients
Parse pkts as (pkt_1,. . . ,pkt_m), where m is the number of packets
is_mtt= False

for pkt in pkts do
is_prev_same = O_Equal(pkt.priv_label,Prev(pkt).priv_label) ▷ Step 3.1: Detect irregular pattern
is_next_same = O_Equal(pkt.priv_label,Next(pkt).priv_label)
is_next2_same = O_Equal(pkt.priv_label,Next(Next(pkt)).priv_label)
is_mtt= is_mtt and is_prev_same or is_next2_same ▷ Detect more-than-two pattern
pkt.R = O_Choose(is_next_same,Next(pkt).S,pkt.S) ▷ Step 3.2: Swapping and patching
pkt.R = O_Choose(is_prev_same,Prev(pkt).S,pkt.R)
pkt.R = O_Choose(is_mtt, pkt.S,pkt.R)

end for
IdealPPP(pkts

′) : //pkts′: the dummy input generated using public information on the number of packets and the packet size

Parse pkts′ as (pkt_1,. . . ,pkt_m), where m is the number of packets
is_mtt= False

for pkt in pkts′ do
is_prev_same = Sim_O_Equal(pkt.priv_label, Prev(pkt).priv_label) ▷ Step 3.1: Detect irregular pattern
is_next_same = Sim_O_Equal(pkt.priv_label, Next(pkt).priv_label)
is_next2_same = Sim_O_Equal(pkt.priv_label, Next(Next(pkt)).priv_label)
is_mtt = is_mtt and is_prev_same or is_next2_same ▷ Detect more-than-two pattern
pkt.R = Sim_O_Choose(Next(pkt).S,pkt.S) ▷ Step 3.2: Swapping and patching
pkt.R = Sim_O_Choose(Prev(pkt).S,pkt.R)
pkt.R = Sim_O_Choose(pkt.S,pkt.R)

end for

Figure 15: Real and ideal experiments for an oblivious proactive pattern patching algorithm

as PPP) algorithm built on existing oblivious algorithms is
oblivious according to Definition C.1 below. Then we prove
that our Boomerang system protects metadata privacy when
built on the oblivious PPP. We first give the definition of a
secure PPP algorithm.

Definition C.1 The proactive pattern patching algorithm
PPP is secure if for any PPT attacker, there exists a PPT
simulator such that

|Pr [RealPPP(λ) = 1]−Pr [IdealPPP(λ) = 1]| ≤ negl(λ), (4)

where λ is the security parameter, RealPPP and IdealPPP are
experiments defined in Figure 15.

Below we show that our PPP algorithm satisfies the above
definition by proving the RealPPP and IdealPPP experiments
are indistinguishable.

Lemma C.1 Given the oblivious primitives for comparison
and assignments O_Choose and O_Equal, the proactive pat-
tern patching protocol described in §3 and formally defined
in Figure 15 is also an oblivious algorithm.

Proof. To simplify the proof and our description of the simu-
lator, we assume that the packets (aka encrypted messages)
received by the server are indistinguishable by size and traffic
patterns, which the attacker cannot exploit to distinguish the

memory access patterns. Then we need to demonstrate that
the memory accesses of the simulated experiment IdealPPP
that takes public information as input are indistinguishable
from those of the real experiment RealPPP. As shown in Fig-
ure 15, we leverage the following oblivious building blocks
in the RealPPP experiment.

• O_Choose(cond,a,b): If cond= True, it outputs value
a. Otherwise, it outputs value b.

• O_Equal(a,b): Obliviously assigns True to the output
if a equals b. Otherwise, it outputs False.

The simulated experiment IdealPPP is built on top of simula-
tions of the above oblivious building blocks.

• Sim_O_Choose(a,b): Simulates choosing from (a,b) as
the output, given a hidden bit.

• Sim_O_Equal(a,b): Simulates testing whether a equals
b and outputs True if they are equal.

With these building blocks, we show that the memory ac-
cess patterns in the real and ideal experiments defined in Fig-
ure 15 are indistinguishable. Specifically, if an attacker can
distinguish the IdealPPP and RealPPP, then the distinguisha-
bility must occur in at least one of the steps. But this hap-
pens only with negligible probability because: 1) the simula-
tor uses the public information to simulate indistinguishable
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dummy input from real input (i.e., the number of packets
m and the packet size), and accordingly follows the same
for loop structure as the RealPPP; 2) for each iteration in-
side the for loop structure, the security of oblivious building
blocks O_Choose and O_Equal ensures that the correspond-
ing simulations Sim_O_Choose and Sim_O_Equal produce
indistinguishable memory access patterns; and 3) the oper-
ations on direct assignment to is_mtt in both IdealPPP and
RealPPP are also indistinguishable. This completes the proof
of Lemma C.1.
Proof of Theorem 5.1. Based on the fact that the proactive
pattern patching (PPP) algorithm is oblivious, we continue to
prove Theorem 5.1 under the security notion defined in Defi-
nition 2.1. Let b and b′ be the choices of the challenger and
the attacker A , respectively, in the experiment EXP defined
in Definition 2.1.

From the attacker’s view, as all messages are encrypted,
the only way to distinguish the communication patterns of
two given clients is by observing memory access patterns
during the “obfuscated” message exchange procedure. We
assume all involved oblivious algorithms are computationally
indistinguishable, except with negligible probability in λ (aka
negl(λ)). As seen, Boomerang leverages an oblivious proac-
tive pattern patching algorithm (as shown in Lemma C.1)
and an oblivious sorting algorithm [10]. Let “M fails” denote
the event that the memory access patterns of at least one of
the algorithms mentioned above fail to achieve obliviousness,
which happens only with negligible probability in λ. Thus,
we have

AdvEXP,A =
∣∣Pr[b = b′]−Pr[b ̸= b′]

∣∣
≤ max{Pr[b = b′,M fails],Pr[b ̸= b′,M fails]}
= max{Pr[b = b′|M fails],Pr[b ̸= b′|M fails]} ·Pr[M fails]
≤ Pr[M fails] = negl(λ).

The above shows that the attacker cannot identify whether
two clients are communicating or not within each round, ex-
cept with negligible probability. For the fixed system configu-
ration across rounds, it is easy to see that the attacker’s view
will remain the same across rounds. This completes the proof
of Theorem 5.1.

C.2 Proof of Theorem 5.2
The proof of Theorem 5.2 is analogous to that of Theorem 5.1.
The only difference between Boomerang and Boomerang+ is
that Boomerang+ employs entry nodes as load balancers to
distribute batches of messages from all clients to a group of
B-nodes for message exchange. Thus, the key is to show that
this distribution procedure is oblivious.

We assume that the system configuration is fixed across
rounds, including the number of entry nodes, B-nodes, and
connected clients to each entry node. First, we show that
Boomerang+ assigns a message to each B-node uniformly.

Note that Boomerang+ assigns a message to each B-node
by computing br_id = Hk(priv_label||round_num)%n,
where H is a keyed cryptographic hash function, and n
refers to the number of B-nodes. According to the classical
simulation-based security definition of a keyed hash func-
tion [17], the result of a hash function and a random value is
computationally indistinguishable. It implies that the distribu-
tion of br_id is uniform, and further confirms that allocating
messages to different B-nodes can indeed be formulated as
a random balls-to-bins assignment. Therefore, we can apply
the batch size derived from Theorem 4.1 to set up the batch
structure without overflow. Moreover, the batch size is deter-
mined by the public information (as shown in §4.2.3) only,
independent of the input.

Based on the above initial result, it follows that the proba-
bility that a message is assigned to any individual B-node is
always equal. Without loss of generality, we assume that the
number of deployed entry nodes is ν. Let c be an encrypted
message sent by a client and e be its refreshed copy by the
entry node. The probability for the message assigned to the
t-th B-node is

Pr[c → Bt ] =
ν

∑
j=1

Pr[c → E j] ·Pr[e → Bt ] =
1
n
,

where Bt denotes the t-th B-node, E j denotes the j-th entry
node, and c → Bt denotes that message c is assigned to Bt
finally. This result holds as long as no empty B-node exists
during one communication round, which is guaranteed by
our uniform message assignment and oblivious sub-batch
padding algorithms. Our oblivious sub-batch padding algo-
rithm is largely based on existing building blocks, including
the oblivious padding algorithm in Snoopy [32]. Thus, we
omit the proofs for its obliviousness here. With the above
results, we can obtain that messages from any two clients i
and j, whether they are communicating or not, are assigned
to the same B-node t with the same probability 1/n2. In other
words, whether the two clients are communicating or not, their
message assignment from entry node(s) to a single B-node is
indistinguishable from the attacker.

Now let’s focus on messages assigned to each individual
B-node. According to Theorem 5.1, an attacker cannot iden-
tify whether any pair of clients are communicating or not at
a single-server Boomerang. Thus, it follows that at each in-
dividual B-node in Boomerang+, an attacker cannot identify
whether any pair of messages are from two communicating
clients or not. It holds in any single round. As the assignment
mapping (through the keyed hash function H) is refreshed
for every round, it is easy to see that the attacker’s view will
remain the same across rounds, with a fixed system configura-
tion. It ensures the indistinguishability of whether two clients
communicate or not in Boomerang+.

Finally, we need to prove that the memory access patterns in
Boomerang+ are oblivious. To achieve such obliviousness, we
build Boomerang+ on top of a group of oblivious primitives
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Table 1: Latency with varying numbers of entry nodes (#E) and B-nodes (#B). The best ratios with the lowest latency are marked
in bold.

#E #B Latency #E #B Latency #E #B Latency #E #B Latency

8 Servers 7 1 20.10 6 2 16.08 5 3 15.54 4 4 16.19
3 5 20.57 2 6 28.71 1 7 58.47

16 Servers 14 2 12.19 12 4 10.37 10 6 10.45 8 8 10.71
6 10 11.65 4 12 17.16 2 14 27.54

24 Servers
22 2 12.62 20 4 10.18 18 6 8.09 16 8 9.59
14 10 8.41 12 12 9.11 10 14 9.46 8 16 10.71
6 18 12.12 4 20 14.95 2 22 27.81

32 Servers

30 2 11.77 28 4 9.35 26 6 8.45 24 8 7.76
22 10 8.26 20 12 8.41 18 14 8.78 16 16 8.23
14 18 8.75 12 20 8.99 10 22 9.27 8 24 9.83
6 26 12.47 4 28 16.49 2 30 28.46
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Figure 16: 99th percentile latency of Boomerang.

including oblivious comparisons, assignments, compaction,
and sorting functions. Based on these oblivious primitives,
we develop the oblivious batch generation and distribution
procedures, and those based on the oblivious PPP algorithm
with slight modifications in Boomerang+, just like the way
we develop Boomerang. Thus, we do not spend more space
repeating that their algorithms are oblivious. By the above two
derivations, we show that Boomerang+ is secure according to
Definition 2.1. This completes the proof.

D Boomerang Performance

Latency. We evaluate Boomerang on one 16-core server and
test the latency over up to 220 clients. Figure 16 shows the
99th percentile latency of Boomerang with a varying number
of clients. For 215 clients, the latency is 778 ms, which is
also enough for VoIP communication. Notably, Boomerang
achieves 1.41 second latency for 216 clients using only one
server. We can observe that the latency increases (almost) lin-
early with the number of clients (messages). There are mainly
two factors: 1) with the increasing of clients, the server needs
to handle more RPC requests; and 2) the most expensive
computation in enclaves is oblivious sort (twice), which is of

O(n(logn)2) complexity. When the client number increases
to 220, the latency reaches 26.8 seconds, which is no longer
suitable for latency-sensitive applications. The increased la-
tency also shows the need for horizontal scalability.
Bandwidth cost. Boomerang requires each client to send
a message of 256 Bytes every round. It occupies 512 Bps
bandwidth for each client if we set a 500 ms round. If the client
keeps online on Boomerang for one month, the bandwidth
cost is 2.47 GB (including sending and receiving data), which
we believe is affordable for ordinary users.

E Supplementary Experiments for Resource
Allocation

Recall that in §6.3 we show the best resource allocation for
entry nodes and B-nodes with 16 servers that can achieve the
lowest latency. This section further reports the best allocation
with 8, 16, 24, and 32 servers. We have exhaustively tried
different combinations of entry nodes and B-nodes for each
set of servers and let them handle 220 messages. The results
are reported in Table 1. The best allocation for entry nodes
and B-nodes for 8, 16, 24, and 32 servers are 5:3, 12:4, 18:6,
and 24:8, respectively. Note that this is a brute-force way to
get the best ratio. A possibly more efficient way to configure
the system is to design a configuration planner [32], which
we will leave as our future work.

F System Dollar Cost

We here report the estimated cost in US dollars of running
Boomerang+ servers. Leaving human-operation costs aside,
we calculate the total cost for hosting Boomerang+ servers
and data egress costs and show how much each user would
(at least) pay for joining Boomerang+ for one month.
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Server cost. Since the Tencent Cloud machines we use did
not announce the international pricing for M6ce.4XLARGE124
[85], we alternatively choose Standard_Dc16s_v3 instances
from Azure Cloud for price estimation, which have the same
properties as M6ce.4XLARGE128. According to the prices
for Azure Cloud VMs [65], the host (machine) cost is 1121
USD/month. The cost varies with different performance goals.
For example, running 16 instances for 216 clients achieves
615 ms latency, which results in $0.274 amortized monthly
cost per client. In the scaling experiment, Boomerang+ runs
32 8-core instances for 220 clients, resulting in $0.017 amor-
tized cost and 7.76 second latency based on the price for the
alternative instance Standard_Dc8s_v3 (560 USD/month).
Ideally, adding more servers will further reduce the latency,
but it will also increase the overall server cost.
Bandwidth cost. We assume that each client sends a 256 Byte
message every 500 ms, adding up to 1.24 GB data ingress to
(or egress from) the server if the client stays online for one
month. To save data transfer costs, we can set the servers in
the same availability zone, within which the transferred data is
free of charge. If the clients and servers transfer data between
different continents, the price is at most 0.16 USD/GB [63].
Then, the server-side bandwidth cost is 0.198 USD/month
for each client. Overall, we believe Boomerang+ is afford-
able for clients while maintaining good privacy and high-
performance services. Its promising cost is comparable to
non-private cloud-based IM services today [64, 69, 84, 86].
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Abstract
Over 80% of central banks around the world are inves-
tigating central bank digital currency (CBDC), a digital
form of central bank money that would be made available
to the public for payments. We present Hamilton, a trans-
action processor for CBDC that provides high throughput,
low latency, and fault tolerance, and that minimizes data
stored in the transaction processor and provides flexibil-
ity for multiple types of programmability and a variety
of roles for financial intermediaries. Hamilton does so
by decoupling the steps of transaction validation so only
the validating layer needs to see the details of a transac-
tion, and by co-designing the transaction format with a
simple version of a two-phase-commit protocol, which
efficiently applies state updates in parallel. An evaluation
shows Hamilton achieves 1.7M transactions per second
in a geo-distributed setting.

1 Introduction
Central banks are increasingly investigating general-
purpose central bank digital currency (CBDC), a digital
currency that would be broadly available to users mak-
ing retail payments, could provide interoperability and
programmability depending on how it is designed, and,
because it would be a direct liability of the central bank,
reduces risk [7, 8, 14, 15, 19, 22, 23, 24, 37, 47, 65].

Figure 1 summarizes the different properties of a
CBDC as compared to other forms of payment instru-
ments [9]. A CBDC could help address public pol-
icy objectives such as ensuring public access to cen-
tral bank money, fostering payment competitiveness and
resilience, supporting financial inclusion, and offering
privacy-preserving digital payments [3, 7, 15, 42, 70].

Technical designs for CBDC vary depending on spe-
cific policy requirements and goals. For example, a CBDC
could provide low value payments in an anonymous,
peer-to-peer fashion, or be distributed and accessed only

The views expressed in this paper are those of the authors and do not
necessarily reflect the views of the Federal Reserve Bank of Boston or
the Federal Reserve System.

through accounts at approved financial institutions. To
better inform policy discussions, central banks are rec-
ognizing the importance of technical experimentation in
understanding the implications and trade-offs of different
CBDC models and other policy choices. Importantly, the
feasibility, operating performance and impact of different
CBDC policy choices are dependent upon the technical
design of the underlying transaction processor.

This paper presents a collaboration with a major cen-
tral bank in the design of Hamilton, a high-performance
transaction processing system flexible enough to support
experimentation with different choices around data stor-
age, programmability, and intermediation. Hamilton pro-
cesses payments from users (or financial institutions) who
address and sign transactions using cryptographic keys
stored in digital wallets. Wallets submit transactions to the
Hamilton transaction processor to move unspent funds—a
representation of money containing an amount and the
rules required to spend it (in our case, a public key indicat-
ing ownership). Our initial goals (set by the central bank)
were a centralized transaction processor for CBDC with
high performance and geo-replicated resiliency. Three
additional goals emerged within the collaboration:

Intermediary and custody flexibility. An open question
in CBDC design is that of the role of the central bank
and other intermediaries, and determining how (if at all)
CBDC access can be moderated. These roles will likely
vary by jurisdiction, due to policymaker decisions and
consumer preferences. Currently, people who want to dig-
itally store funds and make payments must open accounts
with financial institutions or payment service providers
which are linked to the identity of the owner and are re-
sponsible for processing transactions on behalf of their
customers, interfacing with payment networks, and safe-
guarding customer funds. In contrast, cash can be held
directly by the public and used to conduct transactions
without the need for a financial institution to process the
payment on their behalf. A CBDC could be designed to
offer similar functionality to cash and provide users the
ability to spend their own funds without the need for an
account provider or custodian to generate transactions,
it could be designed more like existing digital payment

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    901



Property Cash Bank deposits Cryptocurrency Central bank reserves CBDC
Electronic
Central-bank issued
Universally accessible

Figure 1: Table describing the properties of various monetary instruments, summarized from Graph 3 in [9].

systems, or it could even support a combination of the
two models [17].

Interoperability and programmability. Many payment
processor systems provide high throughput and low la-
tency, but unfortunately, they generally provide limited
application programming interfaces (APIs) and do not
natively interoperate. For example, if a Venmo user wants
to pay a user who only has Square Cash, they would need
to transfer their funds outside the application into bank
accounts and send the money via traditional banking rails
(inside the United States using ACH or FedWire; across
borders, even in the same currency, using SWIFT and
correspondent banking), which incurs bank and applica-
tion fees and could take days to complete. Central bank
Real-Time Gross Settlement Systems (RTGS), or instant
payment systems, help reduce interoperability latency but
do not preclude the requirement for multi-step transfers
between applications and bank accounts (where fees are
charged) or provide interoperability and programmability,
especially between payment applications. Contrast these
systems with cryptocurrencies which do not scale well but
natively provide interoperability and programmability.

Preserving privacy and minimizing data retention.
There is strong user demand for financial privacy [37]
and central banks would prefer not to collect and store
user-identifying information or sensitive transaction de-
tails.
Challenges. Building Hamilton to achieve these goals re-
quired addressing the following challenges. First, we had
to build a flexible platform that could support multiple de-
signs without explicit policy requirements or well-defined
tradeoffs. For example, it is unclear what balance to target
between end-user privacy and data storage requirements
for users at the central transaction processor. We take a
layered approach with a design where additional function-
ality can be built outside the core transaction processor.
Our design supports a range of intermediary roles includ-
ing one where users custody their own funds. Hamilton
does not store personally identifiable information (PII),
transaction addresses or amounts in the core of the system.

The second challenge is in providing strong consis-
tency, geographic fault tolerance, high throughput, and
low latency, all with a workload that consists of 100%
read/write, multi-server transactions. Since Hamilton is
unaware of the mapping between users and unspent funds,
we cannot rely on user locality for partitioning, which is
often exploited by traditional database systems to make
workloads predominantly single-partition transactions.

Key ideas. We address these challenges in Hamilton
by carefully co-designing the transaction format, data
model, and distributed transaction commitment proto-
col to achieve the above goals while getting good per-
formance. This involves three parts: First, we decouple
transaction validation from fund existence checks; only
user wallets and a validating layer see transaction details.
Hamilton only ever stores funds as opaque 32 byte hashes,
in an Unspent funds Hash Set, or UHS [41] (§3.3). This
hides details about the funds (like amounts and addresses)
from the UHS storage, reduces storage requirements, and
creates opportunities to improve performance, described
below.

Next, we next create a UHS-designed transaction for-
mat (§3.4), which is extensible and secure against double
spends, inflation attacks, replay attacks, and malleability,
and also has the benefit of supporting future layer 2 de-
signs for even higher throughput in the future. It borrows
from Bitcoin’s transaction format but is designed to be
validated without looking up data from the UHS, which
we term transaction-local validation.

Our design choices let us exploit payment application
semantics to create a streamlined commit protocol for dis-
tributed transactions. In particular, our transaction format
guarantees that Hamilton knows the read and write sets
for every valid transaction before its execution; similarly,
our cryptographically-generated UHS identifiers (hashes)
are globally unique. These two properties guarantee that
Hamilton does not need any reads or locks before commit
time, and that valid transactions (those that do not try to
spend the same funds twice) will never conflict.

Our evaluation shows that co-design achieves improved
performance over more general, commercial databases.
We measured Hamilton’s throughput at 1.7M txns/sec,
26× that of PostgreSQL on the same workload, though
with higher latency (§6). We also compare against Ro-
lis [64], a replicated in-memory database, and show that
Hamilton achieves close performance, even though it
stores data on disk for whole system crash recovery.

The UHS design, in combination with our transaction
format, also affords us substantial flexibility. We believe
that the abstractions our system provides and the assump-
tions it makes are compatible with most ideas underly-
ing certain types of programmability and cryptographic
privacy-preserving designs [10, 52, 69, 71]. In addition,
we can upgrade the scripting language or add a cryp-
tographic privacy-preserving protocol (even supporting
multiple concurrent designs), as long as they are com-

902    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



patible with 32-byte hash storage, without needing any
changes to the backing UHS, making it possible to defer
decisions on specific programmability features. However,
our design choices have implications on what data users
or intermediaries need to store in their wallets and what
messages are required to confirm a payment (§3.7).

In summary, the contributions of this paper are the
following:

• Hamilton, a flexible transaction processor design that
supports a range of models for a CBDC and mini-
mizes data storage in the core transaction processor
while supporting self-custody or custody provided
by intermediaries

• A transaction format and implementation for a UHS
which together support modularity and extensibility

• An implementation and evaluation which shows
good performance in comparison to centralized
databases. Hamilton and the benchmarks are avail-
able at https://github.com/mit-dci/opencbdc-tx.

2 System model and security goals
This section describes the actors in Hamilton, their roles,
and the security properties we want Hamilton to satisfy.
In our description, we make the simplifying assumption
that users directly custody their money without help of
an intermediary. Hamilton supports intermediaries, and
adding an intermediary would not change the core security
properties of the transaction processor.

2.1 Actors
We distinguish three types of actors: the transaction pro-
cessor, the issuer, and users. The transaction processor
keeps track of funds which are owned by different users.
Funds are a representation of money and as such refer
to an amount of money (such as dollars) and a condition
that must be satisfied to move this amount (say, to another
user or users). The funds enter and exit the system through
acts of the issuer who can mint and redeem funds to add
and remove them from the transaction processor, respec-
tively. Users can execute transfer operations (transactions
or payments) that atomically change the ownership of
funds, with the requirement that the total amount of funds
stored in the transaction processor has not changed. A user
does so by submitting their transaction to the transaction
processor over the Internet, which the processor then vali-
dates and executes. Figure 2 shows the high-level system
model and potential communication channels between
users and the transaction processor. Users run wallet soft-
ware (e.g. on mobile phones or specialized hardware in
smart cards) to manage cryptographic keys, track funds,
and facilitate transactions. An important piece of future
work is preventing spam and denial of service attacks.

Sender wallet
Alice: $20 Transaction 

processor

Stores all funds and 
executes transfersRecipient wallet

Bob: $0

Transaction 
requests and 
confirmations

Figure 2: Data flows between all participants in a transac-
tion.

2.2 Threat model
Our goal is that each user’s funds and the integrity of
the monetary system are safe from interference of an
external actor. We assume that the transaction processor
is faithfully executing our design, that users’ wallets are
able to maintain secret keys, and that the users are able to
use a secure channel to communicate with the transaction
processor. Our design is a cryptographic system so we
assume the security of standard cryptographic primitives
such as hash functions and digital signatures.

We aim to protect against an adversary who can freely
interact with the system as a regular user, and as such
make no additional assumptions about an adversary’s ca-
pabilities or behavior. For example, the adversary is free
to create arbitrarily many identities and wallets, receive
funds from other users, and engage in elaborate transac-
tion patterns. Our designs are multi-server systems and
the adversary is free to attempt concurrent attacks against
all externally-exposed parts of the system.

2.3 Data representation
The two most common ways to represent funds are the
account balance model and the UTXO model.

Account model. Traditional payment systems and sev-
eral cryptocurrencies, like Ethereum [73] use an account
model where the system stores unspent funds as balances
associated with unique account identifiers. Users make
payments by issuing requests to the transaction processor
to move balance to another identifier (decrementing their
balance and incrementing another identifier’s balance).

UTXO model. Another choice is to track discrete pieces
of outstanding funds without explicitly consolidating
them in a single balance. For example, Bitcoin maintains
an append-only ledger of accounting entries (sometimes
called “coins”) each of which records a value and condi-
tions to spend the funds. Furthermore, each entry is either
marked as “spent” or “unspent”. Users make payments
by issuing transactions that mark some entries (inputs)
as spent, and appends new unspent entries (outputs) to
the ledger. In Bitcoin these are called UTXOs or Unspent
Transaction Outputs. Importantly, UTXOs are never mod-
ified and must be spent in their entirety. Therefore, Alice
wishing to use a $10.00 UTXO to send $4.99 to Bob
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will create a transaction with two outputs: a $4.99 out-
put meant for Bob and a $5.01 change output meant for
herself.

We derive Hamilton’s data model from the UTXO
model for two reasons: First, because it offers greater
transaction execution parallelism; inputs can only be spent
once, and so in the common case there should never be
conflicting transactions, unlike concurrent transactions
against a popular account. We leverage this in our data
storage design (§3.4). Second, UTXOs are the leading
choice for privacy designs [10, 16, 26, 45, 48, 69, 71]
(including for those deployed on top of account-based cur-
rencies [61, 72]). UTXOs can be less intuitive to the user,
but note that the transaction processor’s internal data rep-
resentation is distinct from the user interface; wallets can
still present a user account balance on top of the UTXO
data representation.

2.4 System operations
Logically, Hamilton maintains a record of all unspent
funds in existence and in order to spend funds, they must
be present in the set of unspent funds. Our system supports
three kinds of operations: Mint, Redeem, and Transfer,
all of which are atomic and serialized.
Minting and redeeming. The Mint operation creates
new unspent funds and adds these to the set of unspent
funds, whereas the Redeem operation removes unspent
funds from the system, making them unspendable. These
operations also have semantics outside Hamilton: minting
would normally correspond to funds in other forms of
central bank money being set aside for use in Hamilton,
whereas redeeming would make them available again.
Value transfers. The Transfer operation both consumes
unspent funds and creates new unspent funds. This trans-
action is specified by a list of funds to be spent (inputs),
a list of new funds to be created (outputs), and a list of
witnesses (i.e., digital signatures) authorizing spends of
each input. A successful Transfer completely consumes
its inputs; these are removed from the system and cannot
be used again, whereas the new outputs are available to
be used as inputs to other Transfer or Redeem operations.
No editing of unspent funds. The set of unspent funds
can only be modified via the above three operations, and
funds tracked in the system cannot be modified to change
their ownership or value.
Payment discovery. In public blockchains users can
search the publicly available history of transactions to
see if they have received payment. Transaction history in
Hamilton is not public, and the sender must give the recip-
ient the information about newly created unspent funds so
that the recipient can further spend them. To ensure users
know a Transfer is complete and has been applied, the
transaction processor is also responsible for responding
to user queries about the existence of unspent funds.

2.5 Security properties
In brief, the system must faithfully execute transactions,
ensuring that each was authorized by the owner of the
input funds, and safeguard that transactions do not disturb
the overall balance of funds (outside of minting and re-
demption). Hamilton’s transaction processor ensures this
by satisfying the following four security properties.

Authorization. Hamilton only accepts and executes Mint
and Redeem operations authorized by the issuer, i.e., only
the issuer can mint and redeem funds. We use digital
signature authorization for these. Similarly, we require
that each Transfer transaction is signed by owners of all
inputs the transaction attempts to spend.

Authenticity. The set of unspent funds tracked in Hamil-
ton only contains authentic funds, as we now define. De-
fine unspent funds created by authorized Mint operations
to be authentic. Moreover, define unspent funds created
by Transfer operations to also be authentic if and only if
all inputs consumed by the transaction were authentic and
the transaction preserves balance. Note that the recursive
authenticity property depends on both the contents of the
transaction itself, as well as the set of unspent funds when
Transfer is applied.

Durability. Mint, Redeem, and Transfer are the only op-
erations in Hamilton that change the set of unspent funds.

As a consequence of the three integrity properties de-
fined above the set of unspent funds always remains au-
thentic and transactions in Hamilton cannot be reverted.
We further require that the transaction processor makes
the following availability guarantee and always makes
progress:

Availability. The transaction processor will always accept
an authorized transaction spending authentic funds.

3 Transaction design and processing
This section first reviews Bitcoin’s UTXO model in more
detail and explains the challenges associated with using
this data model in our setting. It then describes the UTXO
hash set (UHS), a different idea that we choose as a ba-
sis for Hamilton’s data model and the motivation behind
our choice. Finally, it introduces Hamilton’s transaction
format, describes how to securely create and process trans-
actions in this model, and discusses implications on future
functionality.

3.1 Bitcoin’s UTXO model
Bitcoin uses the UTXO model, where each output utxo
has a value and an encumbrance: The value v is an integer
multiple of the smallest subdivision of Bitcoin and an en-
cumbrance is a script, an executable program which eval-
uates the conditions for a valid spend. An encumbrance
expresses a predicate P taking two arguments: a transac-
tion tx seeking to spend this utxo, and a witness wit. A
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transaction is a list of references to input UTXOs to be
consumed together with a list of corresponding witnesses,
and lists of values and encumbrances for new UTXOs to
be created. Each encumbrance predicate returns true if
and only if its corresponding witness signifies that this
spending transaction should be authorized.

A common encumbrance is that of digital signature
authorization, known as pay-to-pubkey (P2PK). Here the
predicate P hard-codes a public key pk and P(tx,wit)
checks that wit consists of a valid signature under the pub-
lic key pk where the message is the serialized spending
transaction tx. To spend such a utxo, the user creates a
transaction tx having the utxo as an input and signs tx
with the corresponding secret key sk.

3.2 UTXO model challenges
Adopting Bitcoin’s design in our setting comes with a
number of challenges. First, Bitcoin’s UTXO model re-
quires maintaining a copy of the entire UTXO set in
full detail. This has unwanted implications for privacy
as Bitcoin node operators are both privy to values and
encumbrances (i.e., users’ public keys), as well as for data
storage, especially when using complex or post-quantum
secure encumbrances, which might be large. Second, in
Bitcoin, transactions only refer to their inputs by speci-
fying a hash txid of a prior transaction together with a
particular output index idx of that transaction. Thus, to
validate a transaction a node has to look up the input en-
cumbrances and values in its local UTXO set, and only
trivial validation checks can be done statelessly. This is
reasonable when the UTXO set is small and nodes store
it locally, but becomes more challenging when it must
be partitioned across many machines to achieve higher
performance, while still being accessed consistently.

3.3 UTXO hash set
A key observation in the design of Hamilton is that we
can divide transaction validation checks into two parts –
transaction-local validation, which does not require ac-
cess to shared state, and existence validation, which does.
We can then scale these two tasks independently. This
is useful because they have different scalability profiles,
with transaction-local validation requiring mostly com-
pute resources (i.e., verifying digital signatures used in
spend authorization) and existence validation requiring
mostly persistent storage I/O.

By doing this, we can go even further and observe that
after transaction-local validation, instead of processing
and storing the entire UTXO, we can operate on cryp-
tographic commitments to the UTXOs. In Hamilton we
replace the UTXO set with a UTXO hash set (UHS), ex-
tending an idea first proposed as a Bitcoin storage and
scalability improvement [41]. That is, our transaction pro-
cessor stores unspent funds as a set of opaque 32-byte
cryptographic hashes of UTXOs, not UTXOs themselves.

We refer to hashes of UTXOs as UHS IDs or simply
hashes. Instead of looking up the transaction input data
(which we do not have), we ask the (untrusted) user to
provide full input UTXOs in a transaction. However, a
malicious user might lie and claim to have more funds to
spend than they actually do. To catch this, we reduce the
problem of checking UTXO correctness to UHS commit-
ment existence—Do the funds the user is claiming they
can spend actually exist? As we’ll see in §4, this affords
us the opportunity to piggyback existence validation with
actual execution inside the distributed transaction commit
protocol.

UTXOs must be stored in the user wallets and are sup-
plied as part of transactions. We also note that while in
Bitcoin the UTXO set is derived by processing the Bitcoin
blockchain and keeping the set of unspent UTXOs, Hamil-
ton’s backend is a transactional database that maintains
the UHS without operating a ledger.

Using a UHS has a number of benefits. First, as de-
scribed above, a UHS-based transaction format lets us de-
couple transaction validation from funds existence checks
and affords us opportunities for performance improve-
ment in the backend. Second, it lowers storage require-
ments, as the transaction processor only stores a 32-byte
hash per UTXO, independent of a UTXO’s size. Third,
it increases flexibility, as the UHS abstraction makes no
assumptions about what hashes represent: it is easy to
adapt a high-performance system maintaining a UHS, like
Hamilton, to a different transaction formats or scripting
languages without needing to change the core execution
engine. Fourth, it improves privacy as the transaction pro-
cessor does not store balances or account information.

However, a UHS design also presents some challenges,
stemming from its data minimization. The UHS, as de-
scribed above, does not contain enough information to
audit the total amount of unspent funds (the “full” UTXOs
only reside in user wallets). However, UHS hashes could
be augmented to store a value alongside hashes (mak-
ing supply auditing trivial, at some privacy cost), or by
converting UHS IDs to homomorphic commitments that
can be maintained and tallied using additional crypto-
graphic techniques [54, 60]. The sender also has to pro-
vide the recipient with the UHS ID preimage to further
spend their funds, as described in §3.7. Finally, decou-
pling transaction-local validation and access to shared
state means that future transaction programmability is
restricted to only referencing transaction-local data.

3.4 Transaction format
To build Hamilton we designed a new, extensible trans-
action format in the UHS model. As we will see later,
Hamilton’s transactions can be split into transaction-local
validation and existence checks.

Unspent funds. We represent unspent funds as triples
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utxo := (v,P,sn). Here v and P are value and encum-
brance. Currently we only support encumbrances of pub-
lic keys, and thus represent predicate P by the 32-byte
public key pk itself. Our model supports future encum-
brances, such as requiring a subset of signatures from
multiple public keys.

The third component, sn is a globally unique serial
number. The serial number, enables us to reference and
distinguish funds that share the same encumbrance and
value (e.g., Alice having received same $5.00 value in two
different transactions encumbered with the same public
key pkAlice); it also implies that UHS is a set, not a multi-
set. Our transaction format will ensure that serial numbers
do not repeat across time: a serial number associated with
a spent UTXO cannot “reappear” as a serial number for a
new unspent UTXO. Global uniqueness of serial numbers
is not a mere technicality: they express the intent of sin-
gling out a particular UTXO and prevent replay attacks
(see §3.6 for discussion).

UTXO hash set. Instead of storing a set of entire UTXOs
utxo = (v,P,sn), we store cryptographic commitments
h := H (v,P,sn) to UTXOs. In Hamilton we set H to be
SHA-256 to derive these hash commitments.

Mint transactions. New funds enter the system by sys-
tem operator creating new utxo’s and adding their hashes
to the UHS. The issuer must choose unique serial num-
bers for newly minted UTXOs. It suffices to set these as
uniformly random nonces.

Transfer transactions. A k-input, l-output Transfer trans-
action seeks to fully consume k UTXOs currently present
in the system, and create l new UTXOs specified by en-
cumbrances and values. Such a transaction txTransfer =
( ⃗utxoinp, v⃗out, P⃗out; w⃗it) is comprised of (a) a size-k list
⃗utxoinp of input UTXOs to be spent; (b) two size-l lists

v⃗out and P⃗out of output values and encumbrances specify-
ing output UTXOs to be created; and (c) a size-k list of
witnesses w⃗it, one for each input.

Such txTransfer creates l UTXOs with
value/encumbrance pairs (vout,i,Pout,i). We make
UTXOs unique by deriving the serial numbers sn as pairs
sn := (txid, idx) as follows. The first component, txid
is the unique transaction identifier, the cryptographic
hash of the transaction that created this UTXO. This
hash covers all input UTXOs, output encumbrances and
values: txid(txTransfer) := H (( ⃗utxoinp, v⃗out, P⃗out)). The
second component, idx, is the particular output index, i.e.,
first, second, etc, output of the transaction.

Note that our transaction format includes input UTXOs
in the Transfer itself. In contrast, a Bitcoin transaction
does not: it references UTXOs via txid and idx instead,
and requires UTXO look-ups in transaction processing.

Transaction creation. To create a Transfer transaction,
users digitally sign txid with private keys corresponding to

inputs they are spending. Each of these signatures serves
as the witness authorizing the transaction to spend the
given input. Witnesses are not included in the transaction
identifier so signing can be deferred by the sender to after
the transaction has been shared with the recipient. This
is useful to support future smart contract functionality
where unsigned transactions could be shared between par-
ties to be signed and broadcast later under certain condi-
tions. Recall that encumbrances are applied to individual
outputs rather than whole transactions, and transactions
can have multiple inputs, which means that funds can be
spent atomically from multiple public keys in a single
transaction. Once a transaction is finalized, the users will
deterministically derive serial numbers of each of the out-
put UTXOs from the transaction contents. Users store this
outpoint information in their wallets.

3.5 Transaction execution
Processing a Transfer transaction involves confirming
that it is valid and then applying it to the state. Validation
involves checking the following:

1. Syntactical correctness. Check that the transaction
has at least one input and output, and that the trans-
action supplies exactly one witness per input.

2. Balance. Check that transaction’s input values tally
up to exactly the same value as outputs to be created.

3. Authorization. Check that each input UTXO is ac-
companied by a valid signature, relative to the input’s
public key, on a message comprised of the transac-
tion’s identifier txid.

4. Authenticity. Check that transaction’s input hashes
exist in the UHS.

To apply a valid transaction to the UHS we atomically
remove the spent input hashes and create the new out-
put hashes under the control of the recipient(s); this in
combination with the other checks provides durability.

Performing local-validation. Hamilton has dedicated
components, which we call sentinels, that receive transac-
tions from users and perform transaction-local validation.
This local validation performs the above syntactical cor-
rectness, balance, and authorization checks.

Compaction. We further observe that while the
transaction-local validation does not reference any data
from the state and only uses transaction-local data, the
UHS, in turn, does not reference a transaction’s contents
and only operates on the hash values. Thus, once locally
validated, a transaction is compacted. First, the sentinel
derives the output UTXO serial numbers; together with
output encumbrances and values they fully specify output
UTXOs to be created. Next, the sentinel hashes the input
and output UTXOs and obtains two lists of hashes which
we call a compact transaction. Finally, sentinels forward
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compact transactions to the execution engine, which main-
tains the UHS, for existence checks and to update the UHS
state.
Checking existence, execution and the swap abstrac-
tion. Now, given a compact transaction, our system does
the following: First, check if all input hashes exist in the
UHS; if so (a) remove the input hashes from the UHS
and (b) add the output hashes of newly created UTXOs to
the UHS. We call this UHS primitive swap. Processing
Hamilton transactions at scale reduces to the challenge
of implementing a fast, scalable, and durable backend for
executing swap, which we describe in §4. Such a backend
abstraction maintains a set of hashes, and exposes swap
as the only operation. The inputs to swap are two lists
of hashes: one for existence checks and removal (called
input hashes), and one for insertion (called output hashes).
To execute a swap, the system atomically checks that all
input hashes are present. If an input hash is missing, swap
aborts. Otherwise, it obtains an updated set of hashes by
erasing all input hashes and inserting all output hashes.
All other hashes in the set remain unchanged.

We note that separating transaction-local validation and
execution means that swap supports multiple transaction
formats concurrently without affecting UHS performance.

3.6 Transaction format security
Using our transaction format Hamilton maintains an au-
thentic, authorized and durable set of unspent funds (§2.5),
eliminates the possibility of double spends, and also
achieves additional security goals related to its use. In
particular, transactions in Hamilton are not replayable
and digital signature authorizations are not reusable.

These properties are a consequence of the fact that
each UTXO created by a Mint or Transfer transaction is
unique and guaranteed to not equal any other UTXO in
the past or in the future, as we now explain. In Hamilton,
each Transfer’s UHS IDs are derived by hashing all the
corresponding transaction’s inputs, as well as details perti-
nent to the particular output itself (see §3.4). In particular,
sn references previous unique serial numbers and recur-
sively incorporates the entire transaction history up to
distinct (due to presence of the uniformly random nonce)
Mint’s. Collision resistance of H guarantees that these
serial numbers are unique. Because UHS hashes com-
mit to the same UTXO data which must be provided in
the transaction, an attacker can not fit a different UTXO
preimage into the same UHS hash without violating the
collision-resistance of H .
No double-spends. Transfer operations permanently
delete input hashes from the UHS. Therefore, as serial
numbers are unique, no UHS ID can be spent more than
once or recreated after having been spent.
No replay attacks. In a basic replay attack the victim
has signed a single transaction to authorize a single value

transfer. The attacker, however, submits this transaction
twice in the hope of effectuating two value transfers. For
example, Alice, who has two unspent $5.00 “bills”, might
give Bob a transaction that spends one of her $5.00 bills
to pay for ice cream, which Bob then submits twice to
take possession of both.

Hamilton’s transaction format prevents replay attacks
as each transaction references globally unique input
hashes, and each signature covers the entire transaction, in-
cluding all its inputs and outputs. Thus, signatures are not
valid for spending any other UHS ID, including those cre-
ated in the future, and it is not possible to copy a Hamilton
transaction and apply it multiple times to spend additional
funds.

Transactions are non-malleable. In a system with mal-
leable transactions, an attacker can change some details
about the transaction (e.g., the witnesses used to satisfy in-
put encumbrances or output UTXO serial numbers) with-
out otherwise changing the input UTXOs or modifying
output UTXO values or encumbrances. For example, if the
transaction format included an auxiliary field not covered
by the signatures but used in serial number computation,
an attacker could change this field. This would change
output UTXO serial numbers and make it unsafe to accept
a chain of unconfirmed transactions, thus preventing cer-
tain higher level protocols like the Lightning Network. In
2014, the largest Bitcoin exchange Mt. Gox closed after
claiming to be a victim of malleability attacks [32]. In our
implementation, we require signatures to cover all fields
of uniquely-encoded transaction and derive UTXO serial
numbers from the same fields (plus, output indexes).

3.7 Transaction protocol
Our choice of transaction data model and format directly
impacts potential transaction protocols. For example,
transaction compaction for the UHS adds a new communi-
cation step requirement between sender and recipient. The
recipient should not consider a payment “complete” until
they have received both a confirmation from the transac-
tion processor and the full preimage data for their new
outputs. If the recipient does not receive these, the sender
has essentially destroyed the funds.

In theory, cryptocurrencies in which the recipient’s ad-
dress is obfuscated also have this problem. In practice, be-
cause the entire blockchain is public and standard address
formats are used, recipients can scan every transaction
to detect if they have been paid and, if so, construct new
transactions to spend those funds. Even if the UHS were
public, recipients would still not be able to unilaterally
detect payments. The hash preimage for a UHS ID de-
pends on data from the transaction that creates the UTXO
which is unavailable to the recipient. As there is no public
ledger, recipients must rely on the transaction processor
to learn about the status of outstanding transactions.
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Figure 3: System diagram for the 2PC architecture and
inter-component data flow

4 Processing transactions at scale
As described in §3, transaction processing can be split
into transaction-local validation, existence validation, and
execution, which creates opportunities for improving per-
formance. To process more transactions, we partition the
set of unspent funds across multiple computers. Transac-
tions might reference unspent funds stored on different
machines, requiring a coordination protocol to check ex-
istence of inputs and execute transactions atomically.

One way to achieve this is to first explicitly order all
valid transactions and subsequently apply them to the par-
titioned state in the same order, if the inputs exist and have
not already been spent. We investigated this architecture
and found performance was limited by the ordering server
(§4.3). However, we note that payment semantics do not
require materializing a linear transaction history. Thus,
we also built an architecture which executes transactions
in parallel to achieve high performance, described next.

4.1 Applying transactions to the UHS
We use variants of two-phase commit and conservative
two-phase locking[36, 44] to atomically apply transac-
tions to the UHS, partitioned across shards which are
each responsible for a subset of the UHS IDs which are
unspent within the system.

Figure 3 shows a diagram of the components in the 2PC
architecture and the data flow between components. As
described in §3.5, a wallet submits a transaction to a sen-
tinel (1), which validates everything except the existence
of inputs. Upon success, sentinels convert transactions to
compact transactions and send compact transactions to a
transaction coordinator (2).

Each coordinator has a thread pool to execute transac-
tions in parallel, and adds incoming compact transactions
from sentinels to a queue. Once a thread from the pool
becomes available, it drains the queue and creates a new

distributed transaction (dtxn) containing the pending com-
pact transactions (up to a maximum size). The thread then
performs the 2PC protocol to commit the dtxn. If a thread
is available, it will begin a new dtxn even if there is only
one compact transaction waiting in the queue, it will not
wait for the queue to grow. Due to application choices
described in §3, we know the read/write sets ahead of time
and can execute the dtxn entirely inside the 2PC protocol,
without any extra roundtrips. This is the same technique
introduced in Sinfonia [1].

There are three steps to commit a dtxn:

1. Prepare (3). The coordinator contacts each shard
responsible for a UHS ID included in the dtxn and
requests that it durably lock the input UHS IDs (a pre-
pare request). (Note that by design of our transaction
format (see §3.4), valid output UHS IDs are guaran-
teed to be unique across transactions, so reserving
outputs is not necessary.) Each shard responds to the
prepare request indicating which compact transac-
tions in the dtxn had their IDs successfully locked,
and which no longer exist, or were already locked by
a different dtxn (4).

2. Commit (5). The coordinator uses the shards’ re-
sponses to determine which compact transactions in
the dtxn can be completed, and which cannot com-
plete because some of the inputs are unavailable
or already locked. The coordinator makes this deci-
sion durable and then contacts each shard again to
indicate which compact transactions in the dtxn to
complete and which to cancel (a commit request).
Each shard then atomically unlocks the input UHS
IDs belonging to a canceled transaction, deletes in-
put UHS IDs and creates the output UHS IDs for
successful transactions, and updates local dtxn state
about the status of the dtxn. The shard then responds
to the coordinator to indicate that the commit was
successful (6).

3. Discard (7). The coordinator issues a discard to each
shard informing them that the dtxn is now complete
and it can forget the relevant dtxn state.

Once every shard participating in the dtxn has com-
pleted the commit, the coordinator informs each sentinel
whether its transactions were successfully executed or
rejected by the shards (8). The sentinels in turn forward
these responses to the users who submitted the transac-
tions (9).

It is possible that if two concurrent transactions by
different transaction coordinators spend the same inputs,
neither will succeed, because both will be canceled due
to observing the other’s lock conflicts. This means that at
least one will need to be retried, which is left to the user’s
wallet. An adversary could try to continually conflict a
user’s transaction by spending the same input. However,
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this requires the adversary to have the authorization to
spend the input in order to pass sentinel validation. Inves-
tigating methods to fairly resolve concurrency conflicts is
left to future work.

Combining many compact transactions into a larger dis-
tributed transaction amortizes the costs of messaging and
making the result of each phase of the protocol durable
on each shard, whether by flushing to persistent storage
or replicating as part of a distributed state machine. Be-
cause our application semantics are constrained, this is
slightly different from traditional two-phase commit in
that dtxns always complete successfully, and individual
compact transactions are executed (or not) deterministi-
cally: if all of a compact transaction’s input UHS IDs are
locked and output UHS IDs are reserved, the compact
transaction will succeed. The transaction coordinator al-
ways completes both phases of dtxns, even if some of
the compact transactions within do not succeed. General
2PC designs need to support transaction coordinators that
might make arbitrary decisions about whether to commit
or abort transactions.

4.2 Fault Tolerance
Each transaction coordinator and shard is made fault tol-
erant using Raft [58], a distributed consensus algorithm.
Sentinels only maintain state during the duration of the
user wallet request to return transaction status to the user;
if one fails, the user’s wallet will need to retry its transac-
tion or ask about its status with another sentinel.

Only the leader node in the transaction coordinator
Raft cluster actively processes dtxns; followers simply
replicate the inputs to each phase of the dtxn. This is
a technique used in deterministic scalable database sys-
tems [68]. Before initiating each phase of the distributed
transaction, the coordinator replicates the inputs to both
the prepare and commit requests to each shard. Shards
remember which phase each dtxn has last executed and
the response to the coordinator. If the coordinator leader
changes mid-dtxn, the new leader reads the list of active
dtxns from the coordinator state machine and continues
each dtxn from the start of its most recent phase. Shards
that have already completed the requests will return the
stored response to the new coordinator leader. To ensure
proper completion of the commit across all shards, shards
will remember the response for the commit until the coor-
dinator has received responses from all shards in the dtxn
and issued a discard to inform shards the dtxn is complete
and can be forgotten. Note that these can be applied lazily
and the transaction coordinators can inform the sentinels
the transactions were successful before issuing discard.

Similar to coordinators, in each shard cluster only the
leader processes dtxns and responds to sentinels. Al-
though followers do not handle RPCs, they maintain the
same UHS as the shard leader, so they are prepared to

take over processing RPCs if the leader fails without a
specific recovery procedure beyond that provided by Raft.
Once a dtxn has entered the prepare phase and has been
replicated by the coordinator cluster, the dtxn will always
run to completion. If a shard leader fails mid-transaction,
the coordinator leader will retry requests until a new shard
leader processes and responds to the request.

4.3 Comparison to blockchain architectures
Many have suggested using blockchain technology to
design a central bank digital currency. We found that us-
ing a blockchain-based system in its entirety was not
a good match for our requirements. First, there was no
requirement to distribute governance amongst a set of
distrusting participants. The transaction processing plat-
form is controlled and governed by a central administrator.
Blockchains use relatively new distributed consensus pro-
tocols which are designed to operate in a permissionless,
adversarial environment. This introduces software and
operational complexity as well as new cryptographic as-
sumptions. A CBDC should rely on the simplest, most
well-understood, well-tested protocols to achieve its goals.

Second, we anticipated the complexity of a blockchain
architecture would limit performance. To evaluate this
we implemented a streamlined permissioned-blockchain-
inspired design, the atomizer. Instead of using transac-
tion coordinators and two-phase commit, the atomizer or-
ders compact transactions into blocks through a replicated
state machine. To reduce load on this ordering server, the
design outsources storage of the UHS to shards, which
hold the partitioned UHS ID state as in the 2PC design.
However, a shard’s UHS ID state is only correct up to
a specific block height. Sentinels send compact transac-
tions to shards, and shards then pass attestations for input
IDs that exist to the atomizer, which collects complete
compact transactions into blocks. The atomizer broad-
casts confirmed blocks so shards can update their state,
deleting spent UHS IDs and creating new ones. Shards
do not require consensus or even primary/backup for cor-
rectness, they are merely replicated. For the specifics of
the atomizer design see a related technical report [51].
As might be anticipated, we found the atomizer architec-
ture’s throughput is limited by the resource constraints
(network bandwidth and CPU) of a single server, the at-
omizer leader, and cannot benefit beyond a limited point
from additional shard resources (§6).

OmniLedger [49] is a sharded blockchain design which,
like Hamilton, operates in the UTXO model, but uses
a client-driven commit protocol to commit cross-shard
transactions without going through a single server. Based
on reported results, OmniLedger can achieve much higher
performance than our atomizer prototype (with a replica-
tion factor of four per shard and 1% adversarial power,
approximately 400K txns/sec). However, in Hamilton we

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    909



did not want to rely on clients, which might fail or dis-
appear, to complete transactions. Hamilton instead uses
replicated transaction coordinators, so incomplete trans-
actions will never result in stuck or frozen funds.

5 Implementation
We implemented Hamilton in C++17, released at [https:
//github.com/mit-dci/opencbdc-tx], and tested on Linux
and macOS, though it should be portable to any UNIX-
like system. The primary dependence on a UNIX-
compatible API is our use of UNIX sockets for network
communication. Clients communicate via a custom serial-
ization protocol, via single, short-lived TCP connections.

We use LevelDB [43], NuRaft [35], libsecp256k1 [13]
and vendored components from Bitcoin Core [12]. We
use BIP-340 compatible Schnorr signatures [76] as our
digital signature scheme. We also use the cryptography
components of Bitcoin Core to provide optimized imple-
mentations of SHA256 [56], used as our cryptographic
hash function, SipHash [4] used for hashmaps and bech32
[74, 75] used for error-correcting public key encoding.

6 Evaluation
Our evaluation answers the following questions:

• How does Hamilton’s performance compare to other
database and blockchain-based designs?

• How does Hamilton perform with multiple regional
failures?

• How well does Hamilton tolerate different transac-
tional workloads, whether with larger transactions or
double spends?

Setup. Unless otherwise specified, for benchmarking we
deployed on Amazon Web Services (AWS) using EC2 vir-
tual servers running Ubuntu 20.04 (c5n.2xlarge instances
with 8 vCPUs and 21GB RAM). We ran the system com-
ponents across three regions within the United States:
Virginia, Ohio and Oregon. Round-trip time between Vir-
ginia and Ohio was ≈ 12ms, Virginia to Oregon ≈ 62ms
and Ohio to Oregon ≈ 51ms. Unless otherwise stated,
there were 1B outputs, 8 logical shards, and shard and
coordinator clusters were replicated by a factor of three.
In particular, each shard and each coordinator has a Raft
node in each of these three regions. Non-replicated com-
ponents such as sentinels and load generators were dis-
tributed between regions to simulate load from across the
United States. Load generators (c5n.large instances with
2 vCPUs and 5.25GB RAM) were simulated wallets that
produced valid, signed transactions with two inputs and
two outputs unless otherwise stated. We limited dtxns to
a maximum size of 2000 compact transactions, and each
coordinator had a thread pool containing 75 threads.

We do not consider data from a benchmark for a config-
uration if any Raft cluster was unable to reliably replicate
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Figure 4: Compares the peak throughput of 2PC, the at-
omizer, and Rolis, when varying logical shard count (2PC
and atomizer) or the number of threads (Rolis).

data between all regions during the experiment. Take,
for example, a three node cluster: if one follower is reli-
ably lagging behind due to data replication issues, though
the leader and other follower still form a quorum, this
configuration can’t tolerate an additional failure of either
node without potentially suffering a delay and throughput
reduction. We took this to imply the system was oversatu-
rated.

6.1 Comparison
Figure 4 shows the peak throughput for Hamilton and
the atomizer when varying the number of load generators
for different shard counts. Our 2PC architecture scales
linearly as the number of logical shards increases, up to
1.7M txns/sec with less than one second 99% tail latency
and under 500ms 50% latency, though we expect peak
throughput would continue to increase with more shards
and this would not negatively affect latency. Additionally,
if a lower tail latency is desired for a particular transaction
throughput, increasing the number of shards can decrease
tail latency for the same offered load. This makes sense
because, in the worst case, each transaction requires the
participation of a subset of shards equal to the number of
inputs and outputs in the transaction. Since transactions
in the test load have an upper bounded number of inputs
and outputs, increasing the number of shards results in
each transaction requiring the participation of a smaller
proportion of the total shards in the system.

The atomizer achieves 170K txns/sec with under two
seconds 99% tail latency and 700ms 50% latency, the
bottleneck being network bandwidth limitations between
the replicas in different regions. In other experiments we
found if bandwidth constraints are relaxed, computation
in the lead atomizer replica to manage Raft replication
and execute the state machine becomes the bottleneck.

We compare Hamilton’s performance to three cen-
tralized databases: PostgreSQL, Rolis [64], and Cock-
roachDB. In all cases the workload was the swap func-
tion with 2-in/2-out compact transactions; we did not run
sentinels or do signature checking, which improved la-
tency for these measurements.

PostgreSQL. We chose to compare against PostgreSQL
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since it is a widely used, fully-featured commercial
database. We ran PostgreSQL on c5a.8xlarge EC2 in-
stances, using benchmarking recommendations [50] and
implementing swap as a stored function. We were able to
obtain a max throughput on PostgreSQL v13.8 of 63.4K
txns/sec and an average throughput over a 45 second
run of 61K txns/sec, with average and 99% latency (as
measured on the client) of 10ms, using hundreds of load
generating clients. The database had 38.4M UHS IDs.
Our experiments indicated that PostgreSQL is limited by
throughput to the write-ahead log. Note that this was a
single-machine benchmark with no replication.

Rolis. Rolis is a very high-performance in-memory
research database. To evaluate Rolis we implemented
the swap function in the benchmarking experiment soft-
ware that accompanies Rolis. We used three replicas in
the regions specified above and, as Rolis uses significant
amount of RAM, used c5n.18xlarge instances (72 vCPUs,
192 GB RAM), largest among the c5n family of instances
that we used to evaluate Hamilton. We did our experi-
ments using Ubuntu 18.04.

We used a database containing 200M UHS IDs, unlike
the 1B used for benchmarking Hamilton as 250M and
larger data base sizes reliably ran out of memory. Figure
4 shows the performance as we increase the number of
threads; the thread count there includes the additional
thread [64, §6.1] that Rolis uses to advance the watermark
and perform leader election tasks. To maximize Rolis’s
performance, we (a) implemented load generators inside
each Rolis thread (so unlike when evaluating Hamilton,
PostgreSQL, or CockroachDB, the load generators were
not networked) and (b) used sequential UHS IDs. The
latter avoids calling a hash function to generate UHS IDs
in the critical path of the load generator, which halved the
throughput when we tried it, but would be parallelizable
in a different load generator implementation.

Rolis achieves a max throughput of 1.91M txns/sec on
our workload. When replicating the YCSB++ benchmark
on the same EC2 instances, the max throughput using
32 threads was 10.2M txns/sec, comparable to 10.3M re-
ported in the Rolis paper. Our keys are 32 bytes instead of
8 bytes, and unlike YCSB++, which is 50% read-only, our
workload is 100% read/modify/write, thus it requires more
logic per transaction and more bandwidth for replication.

The almost-linear scalability when using 1, 2, 4, 8, and
16 threads did not continue when thread count increased
from 16 to 31. We attribute this to hyper-threading: Ro-
lis’s implementation only supports a single socket (as it
uses rdtscp counters for time-stamping), whereas our
72 vCPU instance had 16 cores (32 hyper-threads) per
socket. This made our 31 thread benchmarks use hyper-
threading and we would expect Rolis to perform better
with an increased number of dedicated cores.

When comparing performance, it is important to note
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Figure 5: Throughput over time where the number of sup-
ported failures for both architectures was 2 and 2 whole
data center failures were triggered at 120s and 180s. 5
sample moving average.

that Hamilton durably commits every transaction to disk,
whereas Rolis runs wholly in-memory persisting nothing
to disk. As our setting calls for ability to cold-start a
system after potentially correlated failures, we see the
excellent Rolis in-memory performance as establishing
an upper, rather than a lower, bound for a backend.

CockroachDB. We ran limited experiments against
CockroachDB v22.1.9, a feature-complete scalable dis-
tributed database. CockroachDB automatically manages
data partition assignments. We ran with a replication
factor of three in the regions specified above, using
c5d.4xlarge instances. We had to implement the swap
function through client queries, requiring two roundtrips
to commit a transaction, as CockroachDB does not yet sup-
port stored procedures or functions. It achieved through-
put of 3.4K, 5.7K, and 11K txns/sec partitioning data
across 1, 2, and 4 logical shards, respectively. Cock-
roachDB is slower because it implements many more
features than Hamilton, whereas implementing swap as
a primitive in our distributed backend reduces the number
of roundtrips and transferred data required to commit.

In summary, Hamilton achieves higher throughput than
PostgreSQL and CockroachDB by co-designing the appli-
cation with the data model, and pushing the swap prim-
itive into the commit protocol. It approaches the perfor-
mance of Rolis, a very fast in-memory replicated database.
Rolis might be a better choice for a backend if in-memory
replication is sufficient for durability; in our application
it was important to have data on disk to have a path to
recovery from simultaneous crashes. Another reasonable
choice is to use an existing commercial database if perfor-
mance is not as much of a concern.

6.2 Fault Tolerance
We evaluate how our system handles up to two regional
data center failures, and its scalability as the number of
supported faults increases.

Figure 5 shows the overall system throughput over time
when shards and coordinators have a replication factor of
five (supporting up to two failures per cluster). To test con-
tinued system availability when up to two data centers fail
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Figure 6: Peak throughput versus the number of tolerated
failures per replicated service. Atomizer used 100M UHS
IDs, 2PC used 1B.

completely, the Raft leaders for coordinators and shards
were killed at 120 seconds into the test, and a subsequent
set of nodes for each cluster were killed at 180 seconds
into the test. The second group of nodes contained a mix-
ture of leaders and followers depending on the result of
the leader election from the previous failure. The plot
shows that our system is successfully able to recover from
the failure of two entire data centers with minimal down-
time and no loss of system performance. For each failure,
throughput was temporarily reduced for less than fifteen
seconds, before automatically recovering to the baseline.
There is no data loss and the system is not left in an in-
consistent state as the replacement coordinators complete
any distributed transactions that were in progress at the
time of each failure.

Figure 6 compares how peak throughput is affected by
the number of supported system failures between architec-
tures by increasing the number of tolerated failures from
0 through 4. The plot shows that as replication factor in-
creases, peak throughput for a given system configuration
decreases. Since the performance of our Raft replicated
services is limited by bandwidth constraints between the
leader and follower nodes, more replicas require more
leader bandwidth to provide the same throughput. In 2PC,
we believe a higher replication factor can be supported
without a loss in performance by increasing the number of
shard and coordinator clusters. The atomizer architecture
could not scale in this way, as the system throughput is
limited by a single Raft service which provides the global
order of transactions.

6.3 Workload Variability
We varied the proportion of transactions with a high num-
ber of inputs and outputs, and the proportion of double-
spending transactions to see how Hamilton performs un-
der different workloads from users.

Figure 7 shows how the proportion of double-spending
transactions, or those with a large number of inputs and
outputs affects peak throughput. In this test, the proportion
of invalid or non-2-in-2-out transactions in the workload
was varied from 0% through 30%. The load generators
sent double-spending transactions by storing previously
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Figure 7: Peak throughput varying the proportion of valid,
2-in-2-out transactions.

confirmed transactions and re-issuing them at a later time.
We only plot the throughput of valid transactions because
double-spending transactions never complete.

As the proportion of large or double-spending trans-
actions increases, the peak throughput decreases. This
behavior is similar to increasing the overall number of 2-
in-2-out transactions. The system is limited by the overall
number of UHS IDs being processed, regardless of how
they are grouped into transactions. Shards and coordina-
tors replicate all transactions, so double-spends exert the
same load as valid transactions. Thus, increasing the num-
ber of shards and coordinators could absorb an increased
proportion of large or double-spending transactions while
executing the same number of valid transactions. Transac-
tions with a large number of inputs most negatively affect
peak throughput because the sentinels have to validate
more signatures per transaction. This could be solved by
increasing the number of sentinels per load generator.

7 Related Work
Central banks are experimenting with or launching CB-
DCs. Some [22, 23, 34, 65] use DLT [57, 63], but ac-
cording to their reports do not achieve as high perfor-
mance as Hamilton. Other CBDC work uses a parallelized
architecture; China’s e-CNY is currently in public tri-
als [24, 46, 62] and is a scalable system based on the
UTXO model, but does not support self-custody. The Eu-
rosystem has tested a CBDC design based on tracking
groups of bills using a set of parallelized blockchains [38].
While it achieves linear scalability, transactions involv-
ing multiple bills require external coordination. The Reg-
ulated Liability Network [29] presents a design which
claims to achieve 1M transactions per second with multi-
ple coordinated blockchains. However, they do not discuss
deployment across multiple geographic regions which is
vital for resiliency or provide latency measurements.

Chaumian eCash [26] and designs based on it [18, 20,
21] operate with a central trusted intermediary, but either
require maintaining an ever-growing list of all spent coins
for double spend prevention, or require users to manage
expiring coins, which has significant policy implications.
The Swiss National Bank [27] expands upon the Chau-
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mian ecash model using this technique.
Several central banks already support real-time gross

settlement (RTGS) and fast payment systems [5]. These
systems are designed to settle transactions between only
eligible financial institutions. In practice, these systems do
not handle a volume of traffic representative of a national
retail payment system, do not provide programmability,
nor provide access to the general public [6, 39, 40, 59].

Contrary to decentralized cryptocurrencies [53, 73] or
stablecoins [11, 25, 33, 67], Hamilton is designed to be ad-
ministered directly by the central bank or a related entity,
and transacts in central bank liabilities. However, Hamil-
ton borrows ideas from cryptocurrency designs; it uses
the UTXO transaction model, but only stores 32-byte
hashes [41]. Users cannot verify transaction execution
themselves since they cannot access the ledger or state
of the system. Techniques like authenticated datastruc-
tures [66] or cryptographic proofs of transaction inclu-
sion [55] might be able to help with this.

Newer consensus algorithms [30] achieve higher
throughput for agreement on ordering, and Hamilton
could benefit from these as a replacement for Raft. How-
ever, faster consensus does not address the scalability bot-
tleneck of state machine execution and validation in non-
sharded blockchain-based architectures. Our 2PC architec-
ture outperforms both our straw-man sharded blockchain
as well as existing sharded blockchains which aim to op-
erate in a decentralized setting, and thus cannot rely on a
trusted coordinator to drive the cross-shard commit proto-
col to completion [2, 31, 49, 77]. However, some of these
blockchains provide more features than Hamilton, like
general smart contracts.

Via careful choices in application transaction design
and format, Hamilton is able to avoid the need for reads or
any other transaction execution before commit time, and
can apply good ideas in traditional distributed transaction
commit protocols [1, 28, 68] in a simplified backend that
does not need to handle general transactions.

8 Conclusion
This work presents a high-performance, resilient transac-
tion processor for CBDCs. We support a range of potential
policy choices and can minimize data stored in the trans-
action processor while supporting a variety of custodial
models. Our experiments show that a blockchain-based
design for CBDC has seriously scalability limitations,
but by validating transactions in parallel we can achieve
millions of transactions per second.
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Abstract
Continuous learning has recently shown promising results
for video analytics by adapting a lightweight “expert” DNN
model for each specific video scene to cope with the data drift
in real time. However, current adaptation approaches either
rely on periodic retraining and suffer its delay and significant
compute costs or rely on selecting historical models and
incur accuracy loss by not fully leveraging the potential of
persistent retraining. Without dynamically optimizing the
resource sharing among model selection and retraining, both
approaches have a diminishing return at scale. RECL is
a new video-analytics framework that carefully integrates
model reusing and online model retraining, allowing it
to quickly adapt the expert model given any video frame
samples. To do this, RECL (i) shares across edge devices
a (potentially growing) “model zoo” that comprises expert
models previously trained for all edge devices, enabling history
model reuse across video sessions, (ii) uses a fast procedure to
online select a highly accurate expert model from this shared
model zoo, and (iii) dynamically optimizes GPU allocation
among model retraining, model selection, and timely updates
of the model zoo. Our evaluation of RECL over 70 hours of
real-world videos across two vision tasks (object detection and
classification) shows substantial performance gains compared
to prior work, further amplifying over the system lifetime.

1 Introduction
Video analytics with deep neural networks (DNNs) is a
promising technology adopted in a wide range of applications
such as enterprise security, retail, traffic management, and
transportation [1, 2]. Across these applications, it is often
imperative to run analytics tasks directly on edge devices
(e.g., using on-premises edge servers [3, 4]) to ensure that the
system can deliver real-time results with low latency and in
compliance with data privacy constraints [5–8]. However, the
edge has limited compute resources, which cannot match the
unrelenting growth of video analytics workloads, DNN mod-
els, and video streams [9,10]. Even for applications that can be
deployed in resourceful environments such as public clouds,
the cost of running video analytics remains exorbitant despite
recent advancements in DNN resource efficiency [11–13]. For
example, a high-end NVIDIA V100 GPU can only support
two video streams running the state-of-the-art YOLOv5-L
model [13] at 30 FPS, which translates to a steep cost of
$1,100/month/stream on public clouds [14].

One common approach to reducing the resource require-
ments for video analytics is to use specialized and compressed

DNNs [15–18]. However, owing to their inherent limits on the
number of object appearances and scenes they can learn in their
condensed structures, such specialized DNNs require contin-
uous retraining to cope with dynamic scenes (data drifts) in
order to maintain high inference accuracy. Recent work in the
computer vision and systems communities [19–21] has shown
the effectiveness of this approach for edge video analytics, de-
livering both high resource efficiency and accuracy in results.

Though promising, continuous retraining and deploying
specialized DNNs has two fundamental limitations. First,
continuous retraining consumes the vast majority of compute
resources in these video analytics systems (70%–90% in our
study) [20, 21], making model retraining the key bottleneck
in scaling video analytics to more video streams with limited
compute resources. Our study (Fig. 2) shows that accuracy
drops sharply (by 40% in object detection) as 4× more
cameras share the GPU cycles to retrain their models (§2.2).
Second, it takes time to retrain specialized DNNs, and abrupt
video scene changes inevitably lead to drastic accuracy drops
until the retraining is completed (see Fig. 3 for an example).
Hence, it is fundamentally challenging to uphold the accuracy
lower tail during the retraining.

Our goal in this work is to address the above two fundamen-
tal limitations so that video analytics are scalable with more
consistent accuracy. As retraining specialized DNNs requires
resources and takes time, we aim to minimize the necessity
of retraining by judiciously reusing historical specialized
DNNs that are trained with past video segments. The intuition
behind our approach is that video streams typically exhibit
spatio-temporal correlations (e.g., a car drives back on
the same street or another car has been on the same street
before) [22]. Thus, it is likely that the current video segment
bears some resemblance to historical video segments, and
the corresponding historical specialized DNNs can be reused
for the current scene. Indeed, our study in §2 shows that an
idealized model reusing scheme can consistently deliver high
accuracy (35% mAP) with limited compute resources. In
comparison, existing continuous retraining systems (e.g., [20])
cannot keep up with the compute demand of more cameras,
with their accuracy dropping to a low 24% mAP.

Technical challenges: Harnessing the potential of model
reuse for video analytics faces two challenges. First, we need
to quickly and accurately find the specialized DNN that works
well for the current video segment so that we can reuse the
DNN in real-time. This is difficult because it is unclear how to
compare the similarity of high-dimensional and unstructured
data such as video segments [23], and comparing the current
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video segment with all the historical video segments is not
practically feasible. Second, we need to keep the cost of
enabling model reuse much lower than the cost of model
retraining. This is challenging as the cost of seeking through
historical models grows with the size of history, while model
retraining only requires fixed expenditure for each video
segment. Recent video analytics solutions that reuse historical
models (e.g., ODIN [23]) cannot address these challenges
because they are not designed for resource efficiency.

Solution: We present RECL, a new video analytics solution
that leverages historical specialized DNNs to improve scala-
bility, responsiveness, and accuracy consistency in a resource-
constrained environment. RECL is the first end-to-end
system that integrates model reusing with model retraining for
resource-efficient video analytics, entailing three main ideas:

• We design a fast and robust model selection procedure
to quickly select a suitable model from the model zoo, a
large collection of historical specialized models (§3.1). Our
model selector is inspired by sparse gating networks in the
mixture of experts (MoEs) approach [24–26], and we make
it resource-efficient by decoupling the training of the gating
network from the training of underlying experts. This allows
RECL to select a model based on the characteristic of video
analytic tasks and video scenes (e.g., detecting cars on a sunny
day), which is superior to existing solutions that only consider
the similarity of video frames (e.g., rainy or sunny days) [23].

• RECL shares the model zoo across different edge devices
to enable more model reusing and dynamically adds new
experts to the model zoo with a lightweight process to update
the model selector (§3.3).

• RECL shares GPU resources across the retraining
jobs using an iterative training scheduler that dynamically
prioritizes retraining jobs that progress faster (§3.2). As a
result, it spends little retraining resources on expert models
that are already a good match with the current video segments.

We implement and evaluate RECL on two computer vision
tasks: object detection and object classification. We compare
RECL against three state-of-the-art video analytics systems
(Ekya [21], AMS [20], and ODIN [23]) over a total of 71 hours
of driving videos. Given the same compute resource, our evalu-
ation shows that RECL improves the object detection mAP and
image classification accuracy over the state-of-the-art solutions
by up to 9.0% and 7.4%, respectively. To put these accuracy
gains in perspective, the state-of-the-art mAP score for the ob-
ject detection task on the PASCAL dataset has only improved
by less than 8 percent in the past 6 years [27]. Moreover, the
baseline systems need at least 3.2×more compute resources
to match RECL’s accuracy. Our ablation study shows that
RECL’s superior performance mostly comes from effective
integration of model reuse in our design. Compared to Ekya as
a prior continuous training approach, RECL achieves the same
accuracy up to 91 seconds faster on average. We also show that
the compute overhead of RECL declines gracefully over time
as more expert models are learned and added to the model zoo.

Adaptation

Camera Inference

Sampled 
Frames

Model
Updates

Frames

Figure 1: Overview of a video analytics system utilizing continuous learn-
ing. A typical adaptation module continuously retrains expert models
or selects them from an existing collection of models trained in the past.

2 Background and Motivation
We first introduce the background of continuous retraining and
deploying specialized DNNs for video analytics (§2.1). We
then discuss the fundamental limitations of this approach and
how reusing historical specialized DNNs can address these
limitations effectively (§2.2).

2.1 Continuous Retraining for Video Analytics

State-of-the-art generic DNNs are often too expensive to
run for video analytics all the time in resource-constrained
environments such as a mobile edge computing (MEC) net-
work [28]. A common approach is to deploy specialized and
compressed DNNs (or “expert” models) that are trained using
the knowledge of the generic and expensive DNNs (or the
“teacher” model). The idea is to use knowledge distillation [29]
to transfer the knowledge from a large teacher model to a small
expert model for a specific video segment or video stream. On
a matching video segment, an expert model can save compute
resources by orders of magnitude while achieving similar
model accuracy as the large teacher model [15, 16, 30]. This
approach has been widely adopted in modern systems such as
Microsoft’s Rocket [17] and Google’s Learn2Compress [18].

As an expert model only recognizes a limited set of object
appearances and video scenes, a static expert model cannot
achieve high accuracy on dynamic live videos where objects
and scenes inevitably change over time (e.g., different loca-
tions, lighting conditions, object classes, etc.) [21]. A promis-
ing approach to employing expert models on dynamic live
videos is to continuously retrain the expert model with the most
recent video frames. Recent work [19–21, 31] has established
that continuous retraining and deploying small expert models
can simultaneously achieve high accuracy and resource effi-
ciency on dynamic video content. Furthermore, continuous re-
training has shown superior performance compared to running
the large teacher model on a subset of frames and interpolating
the labels (e.g., using optical flow tracking methods) [20].

Fig. 1 can be used to illustrate the high-level components of
a video analytics system that continuously retrains and deploys
expert models. They include: (i) camera service: periodically
sends new sample video frames to the adaptation service; (ii)
adaptation service: uses the recently sampled frames to fine-
tune (a copy of) the camera’s expert model to mimic a larger
teacher model for the current scene, and sends (or “streams”)
the updated expert model to the inference service; and (iii) in-
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Figure 2: Object detection accuracy (mAP) of different designs under
different numbers of cameras. Model reuse has the potential to
significantly improve the accuracy in resource-constrained regimes (4, 6,
and 8 cameras), and when combining model reuse and model retraining,
performance could be greatly improved.

ference service: uses the received lightweight expert model for
real-time inference on video frames from the camera service.

This paper focuses on the adaptation service. As retraining
an expert model takes significant compute resources and
time (§1), the adaptation service becomes a key bottleneck
in resource efficiency and accuracy consistency. We observe
that these systems [20, 21] need to spend 70%–90% of the
overall compute resource on retraining their expert models.
This is because model training is much more expensive than
model inference. Besides, knowledge distillation needs to run
the large teacher model to generate data labels on the sampled
frames. In order to address this fundamental challenge, we
need an effective approach to minimize the necessity of
invoking expert retraining.

2.2 The Case of Reusing Historical Expert Models

It is well known that a video deployment usually exhibits
temporally and spatially recurrent patterns [22,23,32]. Similar
video scenes reoccur on the same camera at a similar time of
day (e.g., morning or night), weather (e.g., sunny or raining),
and location (e.g., a drone revisits the same street). More
importantly, a video scene from one camera can also appear
on other cameras, especially those in the same geographical
vicinity, such as a self-driving car visiting a place that other
cars in the same fleet have seen. These temporal and spatial
correlations imply that some expert models trained on video
scenes in the past could perform reasonably well on the current
video scene, and we can potentially leverage these historical
expert models to minimize the necessity of retraining.

To empirically show the potential of reusing historical
expert models, we use a total of 71 hours of driving videos col-
lected from YouTube (more details in §5.1). The large teacher
model is a state-of-the-art object detector DNN, YOLOX-X
(282 GFLOPs), and the expert model is a much smaller
variant YOLOX-Nano (1 GFLOPs) [13]. Similar to existing
continuous retraining solutions, we train one expert model for
each 30-second video segment. We create a model zoo using
all the expert models trained on the first 30 hours of the videos
("training data"), and we use the remaining 41 hours of the

videos ("test data") to report the object detection accuracy.
We evaluate four designs:

1. No Adaptation: trains a single expert model based on all
training data and deploys this expert on the test data.

2. Continuous Retraining: periodically retrains an
expert model for each camera using the most recent
video segments. This serves as a reference point of recent
model-retraining systems, such as AMS [20] and Ekya [21].

3. Ideal Model Reuse: deploys the best expert model from
a given model zoo created based on video segments in
the first 30 hours (ignoring the model-selection overhead).
This can be seen as a strictly better version of ODIN [23],
recent model reusing baseline.

4. Ideal Reuse with Retraining: combines 2 & 3 (retraining
the reused model selected by 3.) This shows how much an
ideal model reusing scheme can improve in a continuous
retraining framework.

All designs are given the same amount of GPU resources
to continuously retrain expert models, while No Adaptation
(Design 1) and Ideal Model Reuse (Design 3) do not use this
resource for retraining.
Benefits in resource efficiency: Fig. 2 shows the mean
Average Precision (mAP) score on the test data while varying
the number of cameras. The observations are two-fold.

First, model reuse is a promising direction in minimizing
retraining. The benefits of model reuse become more evident
when the compute resource is not enough to retrain the expert
models for more cameras (4, 6, and 8 cameras). Even when
the compute resource is enough for model retraining (2
cameras), Ideal Model Reuse can still achieve a similar mAP
as Continuous Retraining. This observation is encouraging
because reusing history models does not require the resources
(not shown here) to retrain any new expert models, and at the
same time, the best expert model in the past already achieves
comparable accuracy with the expert models trained on the
most recent video data.

Second, model reuse has a promising synergy with
continuous retraining—Ideal Reuse with Retraining achieves
the highest mAP across the board. This is because the reused
model provides a strong starting point for retraining, which
reduces the compute resource needed by retraining (i.e., faster
convergence) and improves the inference accuracy of the
resultant expert models.
Benefits in accuracy consistency: Another key benefit of
model reuse is that we do not need to wait for an expert model to
finish retraining. This is particularly important when a camera
has experienced a sudden scene change and is in urgent need
of a new model. For example, when a car drives into a tunnel,
we can select and change the expert model quickly without
the latency of training a new expert (Fig. 3 shows a concrete
example). We demonstrate this benefit with the CDF of mAP
across all video segments for the 8 camera setting (Fig. 4).
As the figure shows, Ideal Model Reuse has a much better
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Figure 3: Example of a scene change when a car camera enters a tunnel
and how fast Ideal Model Reuse and Continuous Retraining respond:
Model updates arrive every 30 seconds. At t=60 sec, both schemes can
access sample frames from the tunnel scene. Ideal Model Reuse switches
to a good model for the new scene immediately at t = 60 sec, whereas
Continuous Retraining takes about 80 sec to retrain the model till the
accuracy bounces back.

tail mAP than Continuous Retraining. For instance, at the 1st
percentile, Ideal Model Reuse retains 24% mAP while Con-
tinuous Retraining drops to an unacceptable 7% mAP. Fig. 3
illustrates a concrete example. As the car drives into the tunnel
(t = 40s), Ideal Model Reuse switches to a matching expert
much faster (t =60s) than Continuous Retraining (t =120s),
which leads to a much more moderate drop in model accuracy.
Challenges of model reuse: Several technical challenges
need to be addressed to fully realize the benefits of model
reuse. Ideal Model Reuse assumes that it always selects the
best expert model with no compute cost or delay in searching
through all experts in the model zoo, which is not practical.
Recent model reuse solutions in the database community (e.g.,
ODIN [23]) cannot address these challenges either, because
they are not designed for resource efficiency, when sharing
the compute resource among the functions of model selection
and model retraining for many edge devices. To unleash the
potential of model reuse in practice, we need a mechanism to
find the best expert model quickly and accurately. We also need
to rein in the cost and latency of model selection, so that it does
not grow indefinitely with the number of videos or cameras.

In summary, reusing historical expert models is a promising
complement to model retraining, and when used jointly, it
leads to better resource efficiency and more stable and accurate
model adaptation. That said, to make model reuse practical,
several technical challenges remain, which we will tackle in
the next section.

3 Design of RECL
This paper presents RECL, a new end-to-end design of model
adaptation for continuous learning on edge devices. At a high
level, RECL is given an accurate-yet-expensive model (the
“teacher”) and a set of edge devices, and it automatically adapts
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Figure 4: Ideal Reuse improves both average and tail accuracy (mAP)
across video segments.

the deployed lightweight (“expert”) models, each dynamically
tailored to an edge device’s particular distribution of video
frames at any point in time, allowing each edge device to
obtain results similar to running the teacher model.

Overall architecture (Fig. 5): RECL launches a model-
adaptation controller on a server machine (e.g., in the cloud,
edge compute cluster, etc.), which manages a set of daemons
running on edge devices. The controller selects and deploys
lightweight models on edge devices, which run local fast
inference using the lightweight model. This work focuses
on the adaptation controller, and the optimizations inside the
edge devices or on the communication between the controller
and the edge device are orthogonal to RECL. Furthermore,
we assume the interactions between the server and edge do not
interfere with any other processes running on the edge device
(including the local inference).

In each model-update window (by default, every 30
seconds),1 each edge device sends sampled frames to the
controller to query if a new model should be used. (Note that
the RECL controller only updates models for edge devices,
which then use models to run inference on video streams.) The
frame sampling rate is set dynamically based on the extent
of scene change (similar to the technique used in AMS [20]).
AMS takes the drift rate of the labels measured at the server
as a signal for setting the frame sampling rate. As labels are
usually in a lower dimension than input images, their variation
rate is a less noisy proxy for detecting the scene change pace.

Based on the sampled frames, the controller performs
two basic functions—model selection (§3.1), which selects
a suitable expert model from a collection of history expert
models to quickly respond to the edge device’s query, and
model retraining (§3.2), which fine-tunes the selected model
based on the sampled frames and manages GPU resources
to many edge devices to retrain their models. Furthermore,
retrained models are periodically added to the model zoo
shared with other edge devices (§3.3). The rest of the section
will present their designs and rationales.

1We use fixed update windows, similar to Ekya [21]. Dynamic window
size is orthogonal to RECL. In general, an update window can be triggered
by an edge device when it detects substantial changes in its video stream, and
there are several prior efforts on scene change detection.
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manages a model zoo of expert models trained on history frames from edge devices (cameras) and, on receiving a model-update query, quickly selects
a suitable model from the model zoo and recently trained models (the light-blue box). New models are also continuously retrained (optimized by a
custom training scheduler) and then incrementally added to the model zoo over time. (The figure does not show optimizations to speedup inference
on edge devices or the controller-device communication, as they are orthogonal to RECL.)

3.1 Model Selection

RECL’s model selection module, on receiving a query from
an edge device, should quickly select a high-quality (accuracy)
expert model from a collection of models. RECL achieves this
goal by: (i) maintaining a large (potentially growing) model
zoo of history expert models that are previously trained for
any edge device; and (ii) using a fast and robust selection
procedure to navigate the large model zoo.

Sharing model zoo across video sessions: RECL’s model zoo
consists of a set of lightweight expert models, each trained for
a specific scene distribution previously seen by some edge de-
vice managed by the controller. For example, if the controller
manages several driving video sensors in an area, the model
zoo might contain experts for different streets/neighborhoods,
different weather conditions, etc. It is crucial to note that RECL
does not directly rely on any priors about the features (e.g.,
weather conditions) of video content as a signal for creating
new models; rather, an expert model is created based on
frames of an edge device in an update time window, and then
added to the model zoo if it improves performance (see §3.3).

An important design choice of RECL is that rather than
caching the history models of different devices separately,
RECL shares the model zoo and its gating network across
devices, enabling model reuse across similar video sessions
of different devices that might share similar temporal-spatial
correlations (e.g., in the same geographical vicinity) [33]. This
reduces the need for online model retraining and improves
system responsiveness when an edge device experiences
a sudden scene change for which a previously trained
model (probably of another device) with good accuracy is
available. For example, cars in the same city would observe
the same scenery over time, even though the frames observed

throughout one driving session may vary significantly. In such
an application, the model zoo would eventually include an
expert for most scene distributions encountered, significantly
reducing the need for per-session model training.
Fast, robust online model selection: Figure 5 (right-hand
side) describes RECL’s online procedure to select a model
from the model zoo. One strawman solution to the model
selection problem is running an exhaustive search over all
experts in the zoo. However, the number of models in the zoo
can grow large over time, and it would become prohibitively
expensive to select models by testing all of them on the sam-
pled frames in each update window. To scale model selection
to a large model zoo, RECL uses a gating network [26] to
directly infer which models in the zoo better fit a given video
content. The gating network is a lightweight DNN that given
an image, assigns a score to each model in the model zoo.
Logically, the gating network is similar to an image classifier,
except that the labels are not object classes but models in
the model zoo. A higher score indicates the model likely
has higher accuracy on the image. (§3.3 will explain how to
update the gating network to handle the changing model zoo.)

An alternative approach [23,34] to model selection is to map
video content to an embedding space (via an autoencoder),
partition the embedding space, and map each partition
to a specific expert model. We found that this approach
works poorly in practice (§5.2). The intuitive reason is that
auto-encoders are trained to learn the distributions of only
input data (e.g., which video frames look similar), rather than
simply learning which frames can share a good expert model.
The former task is too generic, and therefore, it is significantly
hard to learn an efficient embedder to deploy in practice. We
refer readers to [35] for further details. In contrast, RECL’s
gating network directly predicts the quality (accuracy) of each
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expert model and avoids the need to have a good auto-encoder.
That said, it is hard to train a gating network that always

picks the best model from the model zoo. Instead, RECL runs
the gating network on the edge device’s latest sampled frames
and selects the top-K models (e.g., K = 10) with the highest
average scores. The intuition is that the performance of the best
of the top-K models improves quickly with larger K (see §5.3).
In short, the top-K filtering approach strikes a decent balance
between leveraging a large model zoo and fast model selection.

The safety checker then tests the accuracy of these top K
models, along with the current model of the edge device and
the last model retrained on video frames from the same edge
device (explained in §3.2). The testing is based on the sampled
frames and their “ground truth” labeled by the more accurate
and more expensive “teacher” model. Finally, among these
models (top-K from the model zoo, current model, and the
last retrained model), RECL selects the one with the highest
empirical accuracy on the labeled images and sends it to the
device. This online model selection process is fully automatic
and has a low compute cost. For the object detection task, for
example, we use YOLOX-nano for the lightweight experts
and ResNet18 as the gating network. These two models
have a close inference cost per sample (1.1 vs. 1.8 GFLOPs).
However, the gating network only runs on a significantly
smaller subset of frames (e.g., 1/30th of frames).

3.2 Model Retraining

So far, we discussed how to reuse the previously trained models.
Like other continuous learning frameworks [20,21,23], RECL
also retrains models online for each edge device. The edge de-
vice periodically queries the controller in every model-update
window. For each query, RECL will initiate a retraining job
using the sampled frames sent by the device (similar to [21]),
after the model selection process described above is finished.

However, to scale to more edge devices, many of which
need new models, RECL must carefully allocate its GPU
resource to model retraining jobs. The basic idea of RECL
is to closely monitor how accuracy improves on each training
job and dynamically share more GPU resources to the jobs
that benefit more from additional GPU cycles.

RECL time-shares the GPU among multiple retraining
jobs by micro-windows—in a micro-window, we let one of
the retraining jobs use all GPU cycles and may switch to a
different job at the boundary of micro-windows based on the
logic described next. Each micro-window is long enough for
one retraining job to complete one epoch (i.e., going through
all sampled frames once). A typical micro-window size is
about one second. (We will explain the reason for timesharing
GPU shortly.)
Retraining scheduling algorithm: Targeting a fixed maxi-
mum accuracy gap with the teacher model for each video scene
can become quickly intractable as it can be pretty challenging
for the student model to track the same target performance for
all real-world scenes. However, as our results show later, we

Algorithm 1 RECL GPU Sharing Algorithm

1: Input: training requests R , micro-window number of
seconds µ, window size of T sec

2: budget←T ▷ Total time budget
3: procedure PROCESSREQUEST(r)
4: acci← r.EVAL()
5: Train the model for request r for µ seconds
6: acc f ← r.EVAL()
7: budget←budget−µ
8: return (acc f - acci)/µ ▷ Returns the accuracy gain
9: end procedure

10: for r in R do ▷ Initialize the gain estimates
11: gain[r]←PROCESSREQUEST(r)
12: end for
13: while budget>µ do ▷ Schedule the most promising
14: r←argmaxgain ▷ Find the request with max gain
15: gain[r]←PROCESSREQUEST(r)
16: end while

can still target a fixed maximum gap on the average accuracy.
Hence, having a system that uses the resources efficiently,
we can always add more resources as the number of cameras
grows till we are happy with the overall accuracy.

Consider C concurrent training jobs (one for each edge
device). We define Ic(τ) as the improvement achieved from
training the model corresponding to camera c for τ seconds.
Our objective is:

max
τ1,τ2,...,τC

C

∑
c=1

Ic(τc)

s.t.
C

∑
c=1

τc=T

(1)

That is, given a time budget T (e.g., the update window
duration), we want to time-share GPU resources to maximize
the total improvement of accuracy across all models.

To solve this optimization problem, RECL uses the
following iterative scheduler (Algorithm 1). At the beginning
of each update window of size T , the scheduler receives a set
of training requests, R . Each training request corresponds to
a set of labeled frames (already labeled by the teacher model
as part of safety checking), and an expert model checkpoint
(selected by the safety checker at the beginning of the window).
In each micro-window of µ seconds, the PROCESSREQUEST
procedure (Lines 3-9) takes one of the requests r as input and
evaluates how much its accuracy improves between before and
after a micro-window. Notes that the cost of these accuracy
evaluations is ignored as they only require a lightweight
forward pass on the test subset of the data.

The main loop of the algorithm first spends one micro-
window to process each request and initialize its accuracy
improvement (Lines 10-12). Then it iteratively picks the

922    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



training request with the largest accuracy improvement as our
next model to train till we run out of time (Lines 13-16).

Since DNN training curves Ic(τ) are usually concave (i.e.,
accuracy improves quickly and then slows down), then this
iterative algorithm effectively minimizes the maximum speed
of these models’ training curves ( ∂Ii

∂τi
). It can be shown that

this iterative process converges to a near-optimal partition
of the total time budget that maximizes the total accuracy
improvement across the training jobs [36].
Design choices: We highlight two design choices behind the
retraining scheduler.

To find the best GPU allocation, both Ekya and RECL
predict each retraining job’s training speed (accuracy
improvement vs. epochs) but with different approaches. Ekya
periodically runs extra (“out-of-band”) micro-profiling on each
camera: running a few epochs of training on a subset of history
images to build a profile of the training curve of each camera.
Such upfront micro-profiling has extra compute overhead and
fails when the training curve changes over time. In other words,
they inherently trade off between the profile accuracy and their
overhead. In contrast, RECL uses an “in-band” profiler—it
measures the actual learning progress (accuracy improvement)
of each job on the fly and dynamically determines which one
progresses faster. This scheme avoids the micro-profiling over-
head of Ekya without losing accuracy. Note that RECL requires
fast switching between models, which will be discussed next.
Our scheduler’s iterative algorithm is similar to [37] which is
designed to achieve fairness among the cluster-level training
jobs which compete at a significantly longer time scale.

Instead of splitting GPU cycles spatially across concurrent
training jobs, RECL time-shares the GPU cycles by switching
among concurrent retraining jobs every micro-window. While
it is logically equivalent to spatially sharing, RECL’s GPU
timesharing is based on three practical considerations. (1)
The delay to context switch between GPU-loaded models
(usually less than tens of milliseconds) is negligible compared
to a micro-window. Since a lightweight model in RECL has
a small memory footprint, we can load it to GPU memory
and not swap it out (even when switching between retraining
jobs) until the model retraining completes. (2) Unlike Ekya,
RECL does not have to finish model training very quickly (it
responds to each edge device by first selecting a good model
from the model zoo or the most recently trained model has
been good enough). (3) It does not rely on any GPU library
to dynamically reallocate GPU across different jobs.

3.3 Updating the Model Zoo & Selector

Admission of new models to model zoo: RECL does not add
every retrained model to the model zoo. A recently trained
model is considered promising if the safety checker finds
this retrained model’s accuracy is α higher than the rest of
the candidate models (the top-K experts selected by gating
network and edge device’s current model). These promising
models are put in a queue. When the promising model’s queue

grows larger than a fixed threshold, γ, we empty the queue by
adding them to the model zoo and update the gating network
(explained next) to consider the recently added models. Hence,
α and γ control the frequency of model selector updates. We
later study the impact of the zoo admission rate on the system
performance (§5.3).
Incrementally update of gating network: Recall that the gat-
ing network predicts the accuracy of each expert in the model
zoo on the input frame. Hence, when updating the gating
network to handle new expert models, we need to first label
the accuracy of all experts on both the new frames that were
used to train the new expert models as well as a sub-sampled
set of history frames (those used to update gating network
before). To this end, we label the new samples with existing
experts in the zoo and label the existing samples with the new
experts added to the zoo. This way, we track the performance
of all experts on a sampled set of frames so far. Note that when
we create the training frame set of the gating network, we
sub-sample frames used before and mix them with the new
frames in order to keep the same training size over time.

As the zoo size increases, the output size of our gating
network must change as well. Since the accuracy prediction
logic does not change for most of the models in the zoo, we
only need to add corresponding neurons for the new models
to the final layer without changing the connectivity weights
for existing expert models. This way, we transfer as much
knowledge as possible from one gating network to the next.
To further speed up the training of the gating network, we use
the mean and variance of the most recent model selector in
order to initialize the connectivity weights corresponding to
the new experts in the final layer.
Pruning the model zoo: Though updating the gating network
is usually fast, the overhead of retraining for updating the
gating network grows proportionally with the size of the
model zoo. To prevent the model zoo to grow indefinitely, we
deem an expert in the zoo ineffective if other experts always
have a preferred accuracy. In particular, we remove the experts
that are chosen less than η times in the last q model selection
calls. We set q = 3000, which is about one day’s worth of
video streaming in our system and study the impact of the η

parameter later in §5.2.

4 Implementation
We have implemented RECL in Python and used Pytorch [38]
for inference and training of ML tasks. For communication
between the services, we use the gRPC [39] framework for
remote procedure calls.
Microservices: We implement several microservices to
prototype RECL. These microservices are designed to
generalize to different continuous adaptation design choices
in prior work. RECL runs a camera streaming service on each
camera device to send the subsampled video frames to the
teacher labeler service running on the adaptation server. We
use TensorRT [40] and half-precision computation to further
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speed up the inference processes. One runner microservice
manages the coordination of different components across all
video streams that share resources in the server.
Hooks: Each microservice can register a hook in other
microservices. These hooks are specific functions to run at
predefined time events in the system. Our time events are a com-
bination of before/after, window/microwindow, and first/last
time. For example, if a model zoo update strategy requires
to have information about the training gain of each model at
the microwindow level, it registers accuracy evaluation hooks
in the training scheduler before and after each window.
Adaptation state: There is an adaptation state shared
across all microservices that register to the same runner. All
microservices have read and write access to the adaptation
state to optimize their decisions, possibly share the hooks
results, and keep track of possible global events like the
beginning of a new window.
Training strategy: Our training scheduler service relies on
a sharing strategy abstraction. Each strategy has access to
the adaptation state, can register or subscribe to a hook, and
has a run method to decide which camera model should train
next in each microwindow. If an adaptation scheme is not
microwindow-based, it only has to register hooks for the first
and last microwindow.
Performance monitoring: For tracking the system per-
formance metrics, we implement logging hooks to track
system-level metrics like compute times and resource
utilization in addition to RECL-specific performance metrics
like zoo admission rate and model reuse rates.

5 Evaluations
Finally, we evaluate RECL on two video-analytics tasks using
real-world driving videos. Our key findings include:
• Given the same compute resource, RECL improves the

object detection mAP and image classification accuracy
over state-of-the-art baselines by up to 9.0% and 7.4%,
respectively. The baselines need to use at least 3.2×more
compute resources to match RECL’s accuracy.

• The superior performance of RECL comes primarily from
our distinctive design of model reuse. RECL ’s fast gating
network and safety checker outperform the state-of-the-art
model selection mechanism in terms of accuracy and
efficiency by a large margin.

• RECL is highly responsive to a model-update request. On
average, the time RECL needs to adapt models to the same
accuracy is 11–91 seconds faster than that of the baselines,
with the gap growing both at the tail of the distribution (by
almost 2×) and with the total number of cameras.

• RECL’s retaining scheduler also makes better use of GPU.
In contrast to round-robin and out-of-band profiling used in
several recent continuous learning systems, RECL’s in-band
profiling provides a 2.0% higher mAP at up to 6.1× lower
overhead.

• Compute overhead of RECL decreases gracefully over time

Model Params FLOPs Throughput (FPS)
MobileNetV2 3.5M 0.32G 1.5K

ResNet50 25.6M 4.12G 153
YOLOX-Nano 0.91M 1.1G 312

YOLO-X 99.1M 282G 58
ShuffleNetV2 2.28M 0.15G 3.7K

ResNet18 11.7M 1.8G 490

Table 1: Specifications of the models used for the evaluation. Throughputs
are reported for NVIDIA V100 GPU with a batch size of 1.

as more models are trained and added to the zoo.

5.1 Methodology & Setup

Dataset: We evaluate RECL on two computer-vision tasks—
image classification and object detection—using 151 driving
videos collected from YouTube. Since we would like our video
sessions to include meaningful data drifts, we adopt videos that
have a length of at least a few minutes (up to a couple of hours)2

with a total length of 71 hours. Furthermore, our dataset covers
a wide range of cities and driving situations in North America,
including weather conditions, time of day, and driving speed.
Note that in each experiment, we do not play the exact same
video segment twice on any edge devices, since it might artifi-
cially amplify the gain from model reusing. Driving video is a
remarkably challenging workload for evaluating our system as
the scenes change more widely and frequently. This workload
brings a variety of situations where exact matching is impos-
sible and requires more than a few models to cover the wide
range of possible scenarios. Responsiveness is also more chal-
lenging for driving cameras compared to fixed cameras. For
example, traffic light cameras mostly need only to update ev-
ery few hours when the lighting/weather change, significantly
stressing the compute power at the adaptation server.
Models: For object detection, we use YOLOX-Nano and
YOLOX-X [13] for the student and teacher models, respec-
tively. For image classification, we use MobileNetV2 [42] and
ResNet50 [43] for the student and teacher models. Details of
these models are shown in Table 1. Our models are pre-trained
on ImageNet [44] and COCO [45] datasets for classification
and detection, respectively. For fast model selection, we use
ResNet18 as the gating network architecture by default, unless
otherwise stated.
Metrics: To evaluate the accuracy of different schemes,
we compare the inference results on the edge device with
labels extracted for the same video frames using the teacher
model (similar to prior work [20, 21]). We use mean Average
Precision (mAP) for the detection task, while for classification,
we report accuracy by the proportion of correct predictions
(both true positives and true negatives) among the total number
of cases examined. We calculate these metrics across all 80
and 1000 classes of MS COCO and ImageNet datasets for

2Video sessions in other similar video datasets like Berkeley Driving
Dataset (BDD) [41] were not long enough for our purpose. For example, each
driving episode in BDD is only 40 seconds.
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Figure 6: End-to-end scaling of the average accuracy across different schemes for two typical vision tasks.

detection and classification, respectively.
Setup: In our setting, model selection and training of the adap-
tation controller happen in the cloud, and each edge device only
runs inference by the lightweight expert model on the local
video stream. All experts can run at a real-time inference speed
(30 frames-per-second) even on lower compute power edge
devices such as NVIDIA Jetson Nano [46] and Coral Edge
TPU [47], and we do not evaluate any optimization on the edge
device, as it is orthogonal to RECL. We use NVIDIA V100
GPUs for the adaptation server. The adaptation processes of
different edge devices share the same pool of GPU resources.
Baselines. We compare RECL against the following
continuous learning methods:
• No Adaptation: We run the pre-trained model on the edge

device without any adaptation.
• One-Time Adaptation: We fine-tune the entire model

on the first half of the videos and test on the rest. This
adaptation happens only once. Comparing RECL with
this scheme will show the benefit of having a continuous
adaptation system in place.

• AMS: We implement Adaptive Model Streaming (AMS)
as in [20], which uses a remote server to continually adapt
lightweight expert models running on edge devices. As
the update intervals are longer and our lightweight models
are smaller than AMS, network bandwidth consumption
is less of a concern in our setup. As such, we relax the
bandwidth constraint of AMS and allow for full model
parameter updates in this scheme. AMS uses a simple
round-robin mechanism for GPU sharing. Comparison
with AMS mainly highlights the gains of model reuse and
optimized GPU sharing. As AMS reasonably outperforms
Just-In-Time [19] and remote server inference in prior
work [20], we no longer compare with these schemes.

• Ekya: Ekya enables both retraining and inference to
co-exist on the edge node without any model reuse. Since
RECL shares the server GPU resource only among model
retraining and selection jobs (inference is on edge devices),
for a fair comparison, we compare RECL with applying
Ekya’s microprofiler and thief scheduler (released in
Ekya [21]) to model retraining jobs. Despite the more

sophisticated resource-sharing mechanisms compared to
AMS, Ekya, however, incurs the out-of-band profiling
overhead and cannot reuse models compared to RECL.
Moreover, since Ekya shows how continuous retraining
significantly outperforms naive model reuse methods (e.g.,
reuse models from the same time of the day) [21, §6.4], we
do not compare RECL with these naive reuse heuristics.

• ODIN: ODIN [23] is a video analytics system that can
detect and recover from data drift by building expert
models based on the similarity of video scenes. We use the
autoencoder-based method proposed in ODIN for model
selection. Specifically, the average of embedding vectors
of the sampled frames in a window is used as the embedding
vector of that window. Also, each trained expert is assigned
an embedding vector the same as its training data. We use
the L2 distance between the embedding vector of a window
and the models in the zoo as a measure of similarity, and
the model selector returns the model with the least distance
from the samples in each window as in the ODIN paper [23].

5.2 Results

End-to-end performance: We first compare the end-to-end
accuracy of RECL with the baselines over a range of provi-
sioned GPUs and a varying number of concurrent cameras
replaying videos from our dataset. Whenever a video ends,
we continue with another video from our dataset. Note that
we never repeat the same video twice as it favorably impacts
the accuracy gain of model reuse. We use NVIDIA V100
GPU as the adaptation server. In measuring the impact of
the number of cameras on the accuracy, we fix the number of
GPUs to 1. For the varying number of GPUs experiment, we
run a workload consisting of 8 cameras. As shown in Fig. 6:
1. Continuous adaptation significantly improves mAP and

accuracy. Gains from continuous learning grow with more
resources provisioned per camera.

2. Overall, RECL outperforms all baselines by a large margin.
In object detection, for instance, RECL improves mAP by
up to 9.0% (8 cameras, 1 GPU) compared to the second
best approach. In terms of resource consumption, RECL
supports 2.6× more cameras on one GPU, and requires

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    925



0 2 4 6 8
20

25

30

35

40

Wall-clock Time (hours)

C
O

C
O

m
A

P

ODIN Oracle RECL

(a) Selection Accuracy

0 2 4 6 8

10

20

Wall-clock Time (hours)
R

at
e(

%
)

ODIN RECL

(b) Switch Rate

Figure 7: An example of RECL model selection performance over time.
As the model zoo grows, (a) accuracy of the RECL-selected models
gradually improves, and (b) the model selected by RECL’s gating
network has higher accuracy than models selected by ODIN (as evidenced
by the fact that the safety checker would more frequently pick the model
by the gating network than it would pick the model selected by ODIN).

2 4 6 8
0

50

100

150

200

Num. of Cameras

Ti
m

e-
to

-R
E

C
L

-A
cc

.(
se

c)

Average 90th-Percentile

Figure 8: Model reuse impact on improving the response time.

3.2× fewer GPU cycles to maintain an mAP of 35%.
3. mAP/accuracy improvements from model reuse are

significant. Compared with Ekya and AMS which do
not reuse historical models, RECL brings up to 9.8%
and 10.7% improvement in mAP and accuracy for object
detection and image classification, respectively.

4. Without model reuse, RECL’s scheduler provides about
1.5% mAP improvement compared to Ekya.

5. In image classification, ODIN performs the best among the
baselines due to its model reuse and specialization design.
Nonetheless, ODIN’s auto-encoder-based model selector
(and the lack of optimized resource sharing) performs
poorly on relatively complicated tasks like object detection.
In contrast, we see better performance of RECL across all
settings in both tasks due to our unique model selector and
retraining scheduler design.

Model selection performance: To directly examine the
model selector performance, in Fig. 7a, we plot the accuracy
of the selected models vs. the system’s wall-clock for 8 GPUs,
i.e., within each hour on the wall-clock, the system ingests 8
hours of video. In the figure, we also include the performance
of ODIN (a recent model selector) over the same zoo created
by RECL, as well as the accuracy of an oracle model that
exhaustively searches over all models in the zoo at each point
in time (while ignoring the oracle’s compute overhead). It
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Figure 9: Impact of profiling on retraining performance: RECL’s
retraining scheduler (which uses a low-overhead in-band profiling)
outperforms Ekya (which relies on out-of-band profiling on each job)
and AMS (whic uses a round-robin scheduler).

is not surprising that the accuracy of the model selected by
RECL improves over time as more models are being added to
the zoo. Furthermore, we observe that RECL performs closely
to the oracle selector, while ODIN struggles to select a good
model from the same zoo. Notice that the cost of running the
oracle model is prohibitively expensive as, after a couple of
hours, it requires testing the accuracy of thousands of experts
in the zoo for each sample frame. On the contrary, RECL uses
ResNet18 as the underlying gating architecture that runs at
490 frames per second (see Table 1).

We further notice that, in Fig. 7a, the model zoo roughly
converges to a desirable accuracy after four hours, totaling
32 hours of video stream ingestion. This observation shows
an opportunity to reduce model zoo update frequency (and
thus its cost) after enough representative experts are collected
in the system. With the growing model zoo, model reuse
becomes more favorable over time as well. Fig. 7b depicts
the percentage of the time that the safety checker prefers the
selected model over the rest (e.g., a recently trained model).
For a fair comparison of the effectiveness of model reuse, we
run RECL and ODIN end-to-end independently (i.e., they are
not sharing the same model zoo). As can be seen in Fig. 7b,
RECL’s model hit ratio increases with a larger zoo, making our
system both more accurate and efficient than ODIN. Moreover,
notice that the safety checker picks the offered historical
model 25% of the time in the case that the most recent trained
model is also coming from RECL. To better understand the
model reuse impact here, we design the following experiment.
Impact of model reuse on responsiveness: Model reuse
improves the response time of the adaptation server by not need-
ing to retrain a new expert model first. To directly evaluate this
effect, we first profile the accuracy of 102 models generated in
Ekya (in a video of 51 minutes long) against 2 minutes of offline
training on a single V100 GPU. Using these profiles, we then
measure the time it would take Ekya, as a continuous retraining
approach, to adapt each model to the same accuracy level of the
RECL’s selected model for reuse on the same window. We refer
to this metric as Time-to-RECL-Accuracy. Figure 8 shows the
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of model reuse without much additional overhead.
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Figure 11: Pruning policy impact on RECL accuracy.

mean and 90th percentile of the Time-to-RECL-Accuracy for
the object detection task across a varying number of cameras
sharing one GPU. We observe that Ekya takes up to 90 seconds
longer than RECL, on average, to achieve the same level of
accuracy. More importantly, this gap grows significantly large
with increasing the number of cameras and at the tail scenarios.
Scheduler performance: We now evaluate RECL’s retraining
scheduler with its “in-band” profiling (§3.2) and compare
its performance with Ekya’s out-of-band micro-profiler and
AMS’s round-robin scheduling method. For a fair comparison
between Ekya and RECL, we turn off RECL’s model reuse
and let Ekya adapt its early stop parameter, which has a similar
effect to the micro-window-based scheduling in RECL. To run
Ekya’s profiler, we set its early stop parameter to 1, 5, and 10
epochs. Fig. 9 compares the accuracy and profiling overhead
(ratio of the time spent on profiling in each window) of these
schedulers vs. the number of cameras. We observe that Ekya’s
out-of-band profilings are either too costly to run (e.g., Ekya
with an early stop of 10 epochs), or too noisy to identify a
good early stop parameter, which results in low accuracy. For
example, an early stop at 1 epoch has the same cost as RECL’s
in-band method but performs worse than round-robin when
resource allocation becomes more challenging with 8 cameras.
Breakdown of compute cost: Fig. 10 shows the cost of differ-
ent components in RECL over the course of 7 hours. Initially,
model selector update has the dominant cost in the system.
However, as the zoo grows over time, the need for updating the
model zoo (and consequently the selector) reduces to the extent
that after a while, the teacher labeler and training scheduler
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Figure 12: Impact of changing the admission rate through the α-promise
threshold on RECL model selection performance.
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Figure 13: Impact of using top-k models suggested by the gating network
for the default gating network and a faster gating network model.

become the dominant cost of the system, but these “base cost”
is the same as a typical continuous retraining system (such
as Ekya and AMS). In short, the extra overhead for RECL
to enable model reusing (model selector and maintaining a
growing model zoo) significantly reduces over time.

5.3 Ablation Studies

Model zoo pruning: In Fig. 11, we compare RECL accuracy
across various levels of pruning intensity over the course of
nearly 60 hours. Naturally, reducing the value of η leads to
a significant drop in model zoo size without much accuracy
sacrifice. For instance, a balanced choice of the pruning
threshold, η=4 provides the same accuracy despite efficiently
shrinking the size of the model zoo by a factor of 5.6×, from
830 down to about 150 experts.
Zoo admission rate impact (α-promise margin): In order
to evaluate the impact of the admission rate, we turn off the
zoo pruning mechanism and measure the selected model
accuracy. Fig. 12 shows this accuracy for three levels of α

for both the ideal oracle selector and RECL’s selector. As
decreasing α allows for admitting more models to the zoo,
the oracle-based scheme can choose among more models.
However, it gets harder for the gating network model to select
from an arbitrarily large model zoo. Hence, we observe a
diminishing return in increasing the admission rate beyond
α= 2%, which seems to be a good balance between the zoo
size and the model selection complexity.

It should be noticed that the exact values of these parameters
(η,α) largely depend on the dynamics of video content. The
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message from Fig. 12 and 11 is that there are sweet spots for
them that, on a large set of videos, strike a desirable tradeoff
between the cost of maintaining a reasonably sized model
zoo and the quality (accuracy) of the selected models. The
parameter γ controls the gating network update frequency (i.e.,
cost). As the Selector Update cost in Fig. 10 shows, this cost
diminishes over time as the system collects a comprehensive
set of experts. Therefore, RECL ’s performance in steady state
is not as sensitive to γ as it is to α and η.
Model selector top-k: As discussed in §3.1, we pass the top-k
selected model to the safety checker (instead of 1) in order to
find a better model for reuse. In Fig. 13, we show the accuracy
of model selection and the performance of the selected model
for our default and a faster gating network model (see Table 1
for speed comparison). Given this observation, we find K=10
is a good default operating point for RECL. Notice that while
a higher K increases the cost of the safety checker, as shown
in Fig. 10, our safety checker still has a negligible overhead
compared to the other components in the system.

6 Discussion
Safety-critical applications: Predicting the feasibility of
minimum accuracy thresholds is not a trivial problem in non-
convex ML training tasks. Therefore, as we cannot guarantee a
minimum accuracy level using continuous adaptation for safety
critical problems, the solution might come at the cost of provi-
sioning enough resources to run the large state-of-the-art model
for inference. However, if the problem is not safety-critical,
one solution might be to set minimum accuracy thresholds
with timeouts to achieve them, which we leave to future work.
Data residency: RECL requires sharing training samples
with the adaptation server. While there are recent solutions in
computation over encrypted data for secure AI [48], our current
evaluation has been based on having access to the actual video
frames. Depending on the data residency policies, such data
sharing may constrain how far the adaptation server can be
taken from the cameras.

7 Related work
Optimization of video-analytics systems: To maintain high
inference accuracy with low resource usage and fast response,
video-analytics systems have explored many approaches,
including model distillation [16, 20, 21], model architecture
pruning [49, 50], configuration adaptation [32, 51], frame
selection [52, 53], and DNN feature reusing [54, 55]. The
closest to RECL is model distillation—creating lightweight
models (i.e., experts in RECL) that are small and fast yet
accurate on a specific video scene [16, 56]. The challenge is
that as the video scene evolves, the system must create new
expert models on the fly to fit new video content. Existing
solutions rely on either of two approaches—model retraining
techniques train the lightweight models on the latest video
frames [19–21] or on the most relevant images from the
training set [31], and model selection techniques maintain, and

then select a model from, a collection of history models [23]
or a cascade of models with increasing capacities [31, 57].

In contrast, RECL uses both techniques—model retraining
and model selection—as building blocks in an end-to-end
framework. In particular, when an edge device queries for a
model update, RECL can respond faster than Ekya [21] and
AMS [20] by selecting a model from a large collection of
history models used by all edge devices which might have
seen a similar scene and object distribution. RECL also shares
GPU cycles to enable more concurrent model retraining jobs,
refreshing new models for more edge devices.
Model selection under data drifts: In the ML literature,
model selection in a collection of expert models, or Mixture-of-
Experts (MoE), has attracted much attention, especially after
Shazeer et al. [26] demonstrated that using a sparsely gating
network with an MoE of many expert models can drastically
reduce the compute cost of DNNs. Recent work has obtained
accuracy comparable to state-of-the-art expensive models with
a fraction of compute cost [58]. One key distinction between
RECL and MoE applications is that in MoE, all or a subset of
the experts work together on each input. However, in RECL,
there only works one expert on each input. For example, the
recent MoE approach [58] operating on tokenized images
requires access to 768 experts for inference on each input
image. To implement such an approach, one must either load
all experts in the accelerator’s memory or quickly swap the
experts on the accelerator per patch per image, introducing
significant challenges for even more resourceful settings such
as entirely cloud-based applications [59]. That said, many tech-
niques in MoE also assume that the MoE consists of a static
set of models. To handle MoEs that gradually incorporate new
models (as in RECL), the gating network or the model selector
must be retrained over time [60,61]. To avoid retraining model
selectors or saving training data, recent works leverage an
autoencoder that projects input data to a latent space and map
new models to a region in the latent space [23, 34].

RECL’s model selection strategy (§3.1) builds on the
literature on gating networks [26], but reduces the delay and
compute overhead when adding new expert models. Instead
of jointly training the new experts and the gating network [26],
RECL freezes the new expert models already trained to fit the
edge devices’ recent videos and only reshapes and fine-tunes
the last layer of the gating network. Compared to recent
autoencoder-based model selectors [23], RECL’s gating
network enjoys better algorithmic intuition (see §3.1) and
better empirical performance (§5.2).
Resource allocation for DNNs: Resource sharing for
DNN-related jobs has been extensively studied in the systems
literature, including sharing of GPU and network resources
among multiple concurrent DNN training jobs (e.g., [37, 62]),
inference tasks of video analytics (e.g., [51, 63]), and between
inference and training jobs [21]. The common challenge facing
these settings is to predict how much each job’s accuracy can
improve with the same amount of compute/network resources.
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This is usually profiled offline [51], periodically [21], or by
reusing compute data [37].

RECL is a custom design of GPU sharing for continuous
learning across many edge devices. Compared to Ekya [21],
the most recent related work on edge continuous learning,
RECL avoids profiling the training curve of each model;
instead, it tracks the actual training progress of each retraining
job on the fly, similar to SLAQ’s quality-driven scheduler [37]
proposed for large-scale DL clusters.

8 Conclusion
Resource efficiency is one of the most important problems
in modern video analytics applications, and continuous
retraining and deploying expert models is a promising
direction. We show that reusing historical expert models has
a large potential to improve resource efficiency and response
time for continuous retraining, but this approach comes with
its own challenges. We present RECL, the first end-to-end
system that integrates model reusing with model retraining
for resource-efficient video analytics. We show that RECL
achieves significantly better resource efficiency and higher
accuracy simultaneously than state-of-the-art baselines with
(i) a fast and robust model selection procedure, (ii) a model zoo
that shares across multiple edge devices, and (iii) an iterative
training scheduler. We hope that our findings and designs can
stimulate further research in unleashing the full potential of
the synergy between model reusing and model retraining.
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Boggart: Towards General-Purpose Acceleration of Retrospective Video Analytics

Neil Agarwal, Ravi Netravali
Princeton University

Abstract

Commercial retrospective video analytics platforms have in-
creasingly adopted general interfaces to support the custom
queries and convolutional neural networks (CNNs) that dif-
ferent applications require. However, existing optimizations
were designed for settings where CNNs were platform- (not
user-) determined, and fail to meet at least one of the fol-
lowing key platform goals when that condition is violated:
reliable accuracy, low latency, and minimal wasted work.

We present Boggart, a system that simultaneously meets
all three goals while supporting the generality that today’s
platforms seek. Prior to queries being issued, Boggart care-
fully employs traditional computer vision algorithms to gen-
erate indices that are imprecise, but are fundamentally com-
prehensive across different CNNs/queries. For each issued
query, Boggart employs new techniques to quickly character-
ize the imprecision of its index, and sparingly run CNNs (and
propagate results to other frames) in a way that bounds ac-
curacy drops. Our results highlight that Boggart’s improved
generality comes at low cost, with speedups that match (and
most often, exceed) prior, model-specific approaches.

1 INTRODUCTION

Video cameras are prevalent in our society, with massive de-
ployments across major cities and organizations [4, 10, 11,
22,32,47]. These cameras continually collect video data that
is queried retrospectively to guide traffic/city planning, busi-
ness or sports analytics, healthcare, crime investigation, and
many other applications [5, 14, 23, 26, 31, 33–35, 37, 61, 69,
122]. Queries typically involve running convolutional neural
network (CNN) models that locate and characterize partic-
ular objects in scenes [53, 99, 104, 106, 125]. Applications
tailor the architectures and weights of those CNNs to their
unique requirements (e.g., accuracy, latency, and resource
cost) and target tasks, e.g., via specialization to scenes or ob-
ject types [8,13,116], proprietary training datasets [7,27,28].

To support these diverse applications, commercial video
analytics platforms (e.g., Microsoft Rocket [41,44,45], Ama-
zon Rekognition [39], Google AI [70], IBM Maximo [83])
have steadily transitioned away from exposing only prede-
termined video processing results, towards being platforms
that allow users/applications to register custom, large-scale
video analytics jobs without worrying about infrastructural
details [55,116,118]. To register a query, users typically pro-
vide (1) a CNN model of arbitrary architecture and weights,
(2) a target set of videos (e.g., feeds, time periods), and
(3) an accuracy target indicating how closely the provided
results must match those from running the CNN on every

frame. Higher accuracy targets typically warrant more infer-
ence (and thus, slower responses and higher costs).

From a platform perspective, there exist three main goals
for each registered query. First and foremost, provided re-
sults should reliably meet the specified accuracy target (usu-
ally above 80% [80,92,105,116]). Subject to that constraint,
the platform should aim to consume as few computational
resources as possible (i.e., minimize unnecessary work) and
deliver responses as quickly as possible. The main difficulty
in achieving these goals stems from the potentially massive
number of video frames to consider, and the high compute
costs associated with running a CNN on each one. For exam-
ple, recent object detectors would require 500 GPU-hours to
process a week of 30-fps video from just one camera [77,82].

Unfortunately, despite significant effort in optimizing ret-
rospective video analytics [42,48,80,81,93–95], no existing
solution is able to simultaneously meet the above goals for
the general interfaces that commercial platforms now offer.
Most notably, recent optimizations perform ahead-of-time
processing of video data to build indices that can accelerate
downstream queries [48, 80, 95]. However, these optimiza-
tions were designed for settings where models were known
a priori (i.e., not provided by users), and thus deeply inte-
grate knowledge of the specific CNN into their ahead of time
processing. Porting these approaches to today’s bring-your-
own-model platforms fundamentally results in unacceptable
accuracy violations and resource overheads. The underly-
ing reason is that models with even minor discrepancies (in
architecture or weights) can deliver wildly different results
for the same tasks and frames. Consequently, using different
models for ahead-of-time processing and user queries can
yield accuracy drops of up to 94% (§2.3). Building an index
for all potential models is unrealistic given the massive space
of CNNs [102,107,114,149], and the inherent risk of wasted
resources since queries may never be issued [80, 137].

In this paper, we ask “can retrospective video analytics
platforms operate more like general-purpose accelerators to
achieve their goals for the heterogeneous queries+models
provided by users?” We argue that they can, but doing so
requires an end-to-end rethink of the way queries are exe-
cuted, from the ahead-of-time processing used to develop in-
dices, to the execution that occurs only once a user provides
a model and accuracy target. We examine the challenges as-
sociated with each phase, and present Boggart, a complete
video analytics platform that addresses those challenges.

Ahead-of-time processing (indexing). To support our goals,
an index must meet the following criteria: (1) comprehensive
with respect to data of interest for different models/queries –
any information loss would result in unpredictable accuracy

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    933



drops, (2) links information across frames so CNN inference
results – the most expensive part of query execution [80, 94]
– can be propagated from one frame to another at low cost,
and (3) cheap to construct since queries may never come in.

We show with Boggart that, if applied in a conservative
manner, traditional computer vision (CV) algorithms [52,88,
100, 127] can be repurposed to generate such an index per
video. Along these lines, Boggart’s ahead-of-time processing
extracts a comprehensive set of potential objects (or blobs)
in each frame as areas of motion relative to the background
scene. Trajectories linking blobs across frames are then com-
puted by tracking low-level, model-agnostic video features,
e.g., SIFT keypoints [110]. Crucially, Boggart’s trajectories
are computed once per video (not per video/model/query tu-
ple) using cheap CV tasks that require only CPUs, and are
generated 58% faster than prior model-specific indices con-
structed using compressed CNNs and GPUs (§6.3).
Query execution. Once a user registers a query and CNN,
the main question is how to use the comprehensive index to
quickly generate results that meet the accuracy target, i.e.,
running inference on as few frames as possible, and aggres-
sively propagating results along Boggart’s trajectories. The
challenge is that Boggart’s index is extremely coarse and im-
precise relative to CNN results. For instance, blob bounding
boxes may be far larger than those generated by CNNs, and
may include multiple objects that move in tandem. Worse,
the imprecision of Boggart’s index varies with respect to dif-
ferent models and queries; prior systems avoid this issue by
using indices that directly approximate specific models.

To handle this, Boggart introduces a new execution
paradigm that first selects frames for CNN inference in a
manner that sufficiently bounds the potential propagation
error from index imprecision and unavoidable inconsisten-
cies in CNN results [97]. The core idea is that such errors
are largely determined by model-agnostic features about the
video (e.g., scene dynamics), and can be discerned via in-
ference on only a small set of representative frames. CNN
results are then propagated using a custom set of accuracy-
aware techniques that are specific to each query type (e.g.,
detection, classification) and robustly handle (and dynami-
cally correct) imprecisions in Boggart’s trajectories.
Results. We evaluated Boggart using 96 hours of video from
8 diverse scenes, a variety of CNNs, accuracy targets, and ob-
jects of interest, and 3 widely-used query types: binary clas-
sification, counting, and detection. Across these scenarios,
Boggart consistently meets accuracy targets while running
CNNs on only 3-54% of frames. Perhaps more surprisingly
given its focus on generality and model-agnostic indices,
Boggart outperforms existing systems that (1) rely solely on
optimizations at query execution time (NoScope [94]) by 19-
97%, and (2) use model-specific indices (Focus [80] running
with knowledge of the exact CNN) by -5-58%.

Taken together, our results affirmatively answer the ques-
tion above, showing that Boggart can support the general in-

terfaces and diverse user models that commercial platforms
face, while delivering reliable accuracy and comparable (typ-
ically larger) speedups than prior, model-specific optimiza-
tions. The source code and experimental data for Boggart
are available at https://github.com/neilsagarwal/boggart.

2 BACKGROUND AND MOTIVATION
In this section, we first present an overview of retrospective
video analytics pipelines and their use cases (§2.1). We then
describe existing optimizations (§2.2), and present measure-
ments highlighting their inability to generalize to the differ-
ent models and queries that users register (§2.3). Additional
related work can be found in §7.

2.1 Primer on Retrospective Video Analytics
Numerous applications leverage (and are guided by) insights
gleaned from analyzing the large amount of video data pre-
viously captured in different environments. For example,
sports analytics tools leverage video analytics on previous
game film to detect players on a field; these detections are fed
into tracking algorithms to determine the efficacy of various
strategies and to evaluate player performance [16, 29]. Sim-
ilarly, retail analysts use video analytics to locate customers
in indoor environments with high accuracy, in order to un-
derstand customer-product interaction and, ultimately, to im-
prove store layout designs and product placement [31, 34].
City planners and traffic engineers employ video analytics to
extract trends from historical footage, e.g., identifying points
of congestion or opportunities for expansion [3, 20, 33, 35].

Despite their diverse use cases, retrospective video an-
alytics generally share two main properties that charac-
terize their computational requirements. First, they typi-
cally process video frames using convolutional neural net-
works (CNNs), a class of deep neural networks that have
become the norm for automated vision processing due to
their success in extracting spatial dependencies within im-
ages [53, 99, 104, 106, 125]. CNNs incorporate 3 kinds of
layers: convolutional (responsible for recognizing pixel-level
features), pooling (responsible for making these features
more abstract), and fully-connected (responsible for using
acquired features for prediction). In a CNN, each successive
layer learns a more complex feature representation. Earlier
layers focus on simple features such as colors and edges,
while later layers aim to recognize specific objects. We re-
fer the reader to prior reports [80, 94, 103] for more details.

Second, retrospective video analytics applications typi-
cally use CNNs to perform object-centric queries, e.g., to
locate, characterize, and label different types of objects in
frames. Indeed, the output of a CNN is a set of bounding
boxes that localize all identified objects in a given frame,
with each box being accompanied by a probability distri-
bution characterizing its potential labels (or types). Such
object-centric queries subsume those reported by both recent
academic literature [55, 64, 92, 94, 105] and industrial orga-
nizations that run video analytics platforms [36, 80, 87, 111,
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116, 140]. Concretely, in this paper, we consider the follow-
ing query types (and accuracy metrics):

• binary classification: return a binary decision as to
whether a specific object or type of object appears in each
frame. Accuracy is measured as the fraction of frames
tagged with the correct binary value.

• counting: return the number of objects of a given type that
appear in each frame. Per-frame accuracy is set to the per-
cent difference between the returned and correct counts.

• bounding box detection: return the coordinates for the
bounding boxes that encapsulate each instance of a spe-
cific object or object type. Per-frame accuracy is measured
as the mAP score [67], which considers the overlap (IOU)
of each returned bounding box with the correct one.

The heterogeneity in use cases also brings important dif-
ferences between manifestations of retrospective video an-
alytics applications. Most notably, applications often apply
specialized CNNs that cater to their specific target environ-
ments, object(s) of interest, required accuracy, task complex-
ity, and available computational resources [75, 80, 94, 113].
Recent analyses of production video analytics workloads
have shown that applications carry out such specialization by
(1) selecting an existing reference model architecture from
a popular family (e.g., ResNet, YOLO) and (2) training that
model using custom and/or proprietary datasets that yield de-
sirable weights for the target use case [116].

2.2 Existing Acceleration Approaches

Query-time strategies. Systems such as NoScope [94] and
Tahoma [42] only operate once a user issues a query. To
accelerate response generation, they first train cascades of
cheaper binary classification CNNs that are specialized to
the user-provided CNN, object of interest, and target video.
The specific cascade to use is selected with the goal of meet-
ing the accuracy target while minimizing computation and
data loading costs. If confidence is lacking with regards to
meeting the accuracy target, the user’s CNN is incrementally
run on frames until sufficient confidence is achieved.

Ahead-of-time (preprocessing) strategies. Other systems
provide speedups by performing some computation ahead of
time, i.e., before a query is issued; for ease of exposition, we
refer to such computations as preprocessing in the rest of the
paper. For example, Focus [80] speeds up binary classifica-
tion queries by building an approximate, high-recall index of
object occurrences using a specialized and compressed CNN
that roughly matches the full CNN on the target video. Ob-
jects are then clustered based on the features extracted by the
compressed model such that, during query execution, the full
CNN only runs on the centroid of each cluster, with labels
being propagated to all other objects in the same cluster.

BlazeIt [93] and TASTI [95] accelerate aggregate versions
of certain query types, e.g., total counts across all frames.
Preprocessing for both systems involves generating sampled

results using the full CNN. TASTI uses the sampled results
to train a cheap embedding CNN that runs on all frames and
clusters those that are similar from the model’s perspective.
During query execution, the full CNN is run only on select
frames in each cluster, with the results propagated to the rest.
In contrast, BlazeIt uses the sampled results to train spe-
cialized CNNs that act as control variates for the remaining
frames: the specialized CNNs run on all frames, and the re-
sults are correlated with sampled results from the full CNN
to provide guarantees in statistical confidence. OTIF [48] fol-
lows a similar strategy, but uses proxy models (trained using
the sampled results) to extract tracks about model-specific
objects that are later used to accelerate tracking queries.

Videozilla [81] aims to extend such indexing optimiza-
tions across multiple video streams. More specifically, it
identifies and exploits semantic similarities across streams
that are based on the features extracted by the full CNN.
2.3 The Problem: Model-Specific Preprocessing
As confirmed by prior work [80, 93, 95] and our results
in §6.3, preprocessing (intuitively) reduces the amount of
computation required during query execution, and is crucial
to enabling fast responses. However, all existing solutions
suffer from the same fundamental issue: they deeply inte-
grate a specific CNN into their preprocessing computations
(e.g., to generate sampled results for training the compressed
models used to build indices or group similarly-perceived
frames), and assume that all future queries will use that
same exact CNN. While such an approach was compatible
with prior platforms that exposed only predetermined results
from platform-selected CNN(s), it is no longer feasible with
the bring-your-own-model interfaces that are now common-
place on commercial platforms. To make matters worse, con-
sider that queries can be made at any point in the future and
the space of potential CNNs is immense and rapidly evolv-
ing [102, 107, 114, 149], with variations in architecture (e.g.,
# of layers) or weights (e.g., different training datasets). In
fact, building an index for even today’s reference models
would quickly present intractable resource challenges at the
scale of retrospective video datasets: there exist tens of pop-
ular model families, each with multiple architecture options,
e.g., the ResNet family alone has 8 architectures.

To quantify the issues when this assumption is violated,
we ran experiments asking: how would accuracy be affected
if the CNN provided by users during query execution (i.e.,
query CNN) was different than the CNN used during pre-
processing (i.e., preprocessing CNN)? We consider the three
query types above, videos and objects described in §6.1, and
a wide range of CNNs: Faster RCNN, YOLOv3, and SSD,
each trained on two datasets (COCO and VOC Pascal).

For each possible pair of preprocessing and query CNNs,
we ran both CNNs on the video to obtain a list of object
bounding boxes per frame. In line with Focus’ observation
that classification results from two CNNs may not identically
match but should intersect for the top-k results [80], we ig-
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(b) Counting.
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(c) Bounding box detection.
Figure 1: Query accuracies when different CNNs are used for preprocessing (bar types) and query execution (X axes). Bars show
results for the median video, and error bars span the 25-75th percentiles. Models are listed as ‘architecture (training dataset)’.

nore the classifications from each CNN. Instead, we consider
all bounding boxes from the preprocessing CNN that have an
IOU of ≥ 0.5 with some box generated by the query CNN;
results were largely unchanged for other IOU thresholds.
This presents the best scenario (accuracy-wise) for existing
preprocessing strategies. Finally, we compute query results
separately using only the remaining preprocessing CNN’s
boxes or all of the query CNN’s boxes, and compare them.

Figure 1 shows that discrepancies between preprocessing
and query CNNs can lead to significant accuracy degrada-
tions, with the errors growing as query precision increases.
For example, median degradations were 0-32% for binary
classifications, but jump to 8-84% and 46-94% for count-
ing and detections. Note that degradations for binary clas-
sification and counting are by definition due to the prepro-
cessing CNN entirely missing objects relative to the query
CNN. Parsed differently, median degradations across query
types were 0-84%, 2-94%, and 1-90% when the preprocess-
ing and query CNNs diverged in terms of only architecture,
only weights, or both. Figure 2 shows that these degradations
persist even for variants in the same family of CNNs.

Takeaway. Ultimately, when run on the general interfaces
of today’s commercial video analytics platforms where users
can provide CNNs, all existing optimizations would sacrifice
at least one key platform goal:

• reliable accuracy: running preprocessing optimizations as
is (using platform-determined CNNs) would yield unpre-
dictable and substantial (up to 94%) accuracy hits;

• minimal wasted work: performing preprocessing for all
potential user CNNs is not only unrealistic given the sheer
number of possibilities, but would also result in substan-
tial wasted work since queries may never be issued;

• low-latency responses: optimizing only once a query is is-
sued will yield higher than necessary response times.

3 OVERVIEW OF BOGGART

This section describes the overall workflow that Boggart uses
to simultaneously meet all three platform goals for general,
user-provided CNNs (Figure 3). §4 and §5 detail its prepro-
cessing and query execution phases, and the project reposi-
tory includes end-to-end visualizations of its operation [9].

Preprocessing. The main goal of Boggart’s preprocessing
phase is to perform cheap computations over a video dataset
such that the outputs (an index) can accelerate query exe-
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Figure 2: Accuracies when CNNs for preprocessing (bar types)
and query execution (X axis) are FasterRCNN+COCO with dif-
ferent ResNet backbones. Results are for counting queries; bars
list medians with error bars for 25-75th percentiles.

cution for diverse user CNNs, without sacrificing accuracy.
Crucially, to avoid the pitfalls of prior work (§2.3), Bog-
gart’s preprocessing does not incorporate any knowledge of
the specific CNN(s) that will be used during query execution.
Instead, our insight is that traditional computer vision (CV)
algorithms [88,100,124,127] are well-suited for such prepro-
cessing, as they extract information purely about video data,
rather than how a specific model or query would parse that
data. Using generic CV algorithms enables Boggart to gen-
erate a single index per video, rather than per video/query/-
model tuple. Further, those CV algorithms are computation-
ally cheaper than (even compressed) CNNs, and rely on
CPUs (not GPUs), keeping monetary costs low (§6.3). Both
aspects drastically reduce the potential for wasted work.

However, in contrast to their intended use cases, for our
purposes, CV algorithms must be conservatively tuned to en-
sure that accuracy during query execution is not sacrificed.
Namely, Boggart’s index must comprehensively include all
information that may influence or be incorporated in a query
result (across CNNs), regardless of how coarse or imprecise
that information is. Whereas coarse or imprecise results can
be corrected or filtered out during query execution, missing
information would result in unpredictable accuracy drops.

Accordingly, Boggart carefully uses a combination of mo-
tion extraction and low-level feature tracking techniques to
identify all potential objects as areas of motion (or blobs)
relative to a background estimate, and record their trajecto-
ries across frames by tracking each blob’s defining pixels (or
keypoints). For the former task, only high-confidence pixels
are marked as being part of the background, ensuring that
even minor motion is treated as a potential object; note that
static objects are definitively discovered during query execu-
tion via CNN sampling on the frames across which the ob-
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Figure 3: Overview of Boggart.

jects are static. For the latter task, any uncertainty in trajec-
tory continuity (e.g., tracking ambiguities) is handled by sim-
ply starting a new trajectory; this ensures that results are not
mistakenly propagated across different objects during query
execution, albeit at the cost of additional inference. Overall,
we did not observe any missed moving objects in Boggart’s
indices across our broad evaluation scenarios (§6.1).

Trajectories are a fundamental shift from the clustering
strategies that prior systems use to group frames or objects
based on how they are perceived by a specific CNN (§2.2). In
contrast, trajectories are computed in a model-agnostic man-
ner, but still provide a mechanism through which to prop-
agate CNN results across frames during query execution –
the primary source of speedups. Such generality does, how-
ever, come at a cost. Whereas prior efforts cluster on frames
or object classes, Boggart’s trajectories group frames on a
per-object basis. This discrepancy lets Boggart defer the de-
termination of how a user’s CNN perceives each object to
query execution, but it limits potential propagation, i.e., Bog-
gart propagates the result for an object across the frames in
which it appears, while prior approaches can propagate re-
sults across appearances of different objects. Note that this
discrepancy does not apply to detection queries that require
precise object locations (not just labels) to be propagated.

A natural question is: why not cluster objects on the fea-
tures extracted by traditional CV algorithms to enable more
result propagation? The issue is that, if performed without
knowledge of the user-provided CNN, such clustering could
lead to unsafe result propagation. More specifically, objects
that are similar on some set of features but are perceived dif-
ferently by the user’s CNN could end up in the same cluster.
Query Execution. Once a user registers a query (providing a
CNN, accuracy target, and video to consider), Boggart’s goal
is to generate a full set of per-frame results as quickly as pos-
sible, while reliably meeting the target accuracy. This trans-
lates to using the index from preprocessing (i.e., blobs and
trajectories) to run the CNN on a small sample of frames, and
efficiently propagate those results to the remaining frames.

The main challenge is that, owing to their general-purpose
nature (relative to different models/queries) and closeness to
noisy image signals, the CV algorithms used during prepro-
cessing typically produce results that fail to precisely align
with those from a user’s CNN [55, 105]. Consequently, in

being comprehensive, Boggart’s index is coarse and impre-
cise relative to the target results from a user’s CNN, e.g.,
with misaligned bounding boxes or extraneous objects that
are not of interest to the query. Worse, the degree of impre-
cision is specific to the user CNN, and can lead to cascading
errors (and accuracy drops) as results are propagated along
Boggart’s trajectories. All prior efforts avoid these issues by
tuning indices to specific CNNs at the cost of generality.

To bound accuracy degradations (and reliably meet the
specified target) while avoiding substantial inference, Bog-
gart introduces a new query execution approach with two
main components. First, to quickly and judiciously select
the frames to run CNN inference on, our key observation is
that errors from index imprecision and result propagation are
largely dictated by model-agnostic features about the video,
e.g., scene dynamics or trajectory lengths. Accordingly, Bog-
gart clusters chunks of video in the dataset based on those
features, and runs the user’s CNN only on cluster centroids
to determine the best frame selection strategy per cluster for
the query at hand, i.e., the lowest frequency of CNN infer-
ence that meets the user-specified target accuracy. We note
that, since clustering is based on model-agnostic features, it
can be performed during preprocessing; CNN inference on
centroids, however, only occurs once a user registers a query.

Second, to further limit inference overheads, Boggart in-
troduces a new set of result propagation techniques that are
specific to each query type and bolster propagation distances
in spite of imprecisions in the index. For instance, for bound-
ing box detections, Boggart leverages our empirical observa-
tion that the relative position between an object’s keypoints
(from preprocessing) and its bounding box edges remain sta-
ble over time. Building on this, Boggart propagates an ob-
ject’s CNN-produced bounding box to subsequent frames in
its trajectory by efficiently searching for the coordinates that
maximally preserve these spatial relationships.

Query model and assumptions. Boggart currently supports
the large body of object-centric queries whose results are re-
ported at the granularity of individual objects (e.g., label-
ing or locating them) and whose CNNs are run on a per-
frame basis. Thus, currently handled queries include classi-
fications, counting, and detections, as well as queries that
build atop those primitives such as tracking and activity
recognition. Such queries dominate the workloads reported
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by commercial platforms [36,80,87,116,140], and subsume
those supported by prior work (§2.2). We note that Boggart’s
approach is general enough to also accelerate less common,
finer-grained queries, e.g., semantic segmentation [109]. For
such queries, the keypoints (and their matches across frames)
recorded in Boggart’s index can be used to propagate groups
of pixel labels; we leave implementing this to future work.

Boggart does not make any assumptions about or require
any knowledge of the object type(s) that a query targets. In-
stead, as described above, Boggart relies on generic back-
ground estimation and motion extraction to identify poten-
tial objects. The intuition is that a moving object of any kind
will involve (spatially correlated) moving pixels that can be
identified purely based on the scene. Boggart leaves it to the
user’s CNN to determine whether those potential objects are
of interest during query execution. We stress-test Boggart’s
robustness to different object types in §6.4.

Boggart’s preprocessing operates on videos from static
cameras that capture a single scene. Boggart currently does
not support preprocessing for videos with changing back-
grounds, e.g., CGI-generated films or videos from moving
cameras. We note, however, that the CV community has ac-
tively been extending the core techniques that Boggart builds
atop to deliver improved robustness in the face of moving
cameras [65, 128, 135, 142]. We leave an exploration of inte-
grating these efforts into Boggart to future work.
Reliance on Heuristics. Despite its focus on reliably meet-
ing accuracy targets, Boggart’s operation does involve mul-
tiple heuristics, i.e., tracking algorithms (§4), preset video
chunk sizes (§4), thresholds for blob extraction (§4), and
clustering parameters (§5.2). The upcoming sections and re-
sults in §6.4 elaborate on Boggart’s sensitivity to each pa-
rameter. More generally, Boggart’s approach to ensure suffi-
cient accuracy is shared: each heuristic is conservatively con-
figured to err on capturing too much data (resulting in unnec-
essary processing) rather than missing important data, i.e.,
prioritizing accuracy over efficiency. Examples include re-
turning blobs for unlikely (but possible) objects, splitting tra-
jectories upon uncertainty in object tracking, etc. §6 shows
that this approach enables Boggart to consistently and effi-
ciently deliver accurate query responses for diverse camera
feeds, queries, models, objects, and accuracy targets.

4 BOGGART’S PREPROCESSING
Boggart’s target output from preprocessing is a set of blobs
and their trajectories. To efficiently extract this information
and enable parallel processing over the dataset, Boggart op-
erates independently on video chunks (i.e., groups of con-
tiguous frames); the default chunk size is 1 min (profiled
in §6.4), and trajectories are bound to individual chunks to
eliminate any cross-chunk state sharing. The rest of this sec-
tion describes the analysis that Boggart performs per chunk.

Background estimation. Extracting blobs inherently re-
quires a point of reference against which to discern areas of

motion. Thus, Boggart’s first task is to generate an estimate
of the background scene for the current chunk. However,
existing background estimation approaches [46, 101] are ill-
suited for Boggart as they are primarily concerned with gen-
erating a single, coherent background image despite scene
dynamics (e.g., motion) that complicate perfect foreground-
background separation. In contrast, Boggart’s focus is on
navigating the following tradeoff between accuracy and ef-
ficiency, not coherence. On one hand, placing truly back-
ground pixels in the foreground will lead to spurious trajecto-
ries (and query execution inefficiencies). On the other hand,
incorrectly placing a temporarily static object in the back-
ground can result in accuracy degradations. Indeed, unlike
entirely static objects that will surely be detected via CNN
sampling and propagated to all frames in a chunk (during
query execution), temporarily static objects may be missed
and should only be propagated to select frames.

Boggart addresses the above tradeoff in a manner that fa-
vors accuracy. More specifically, Boggart only marks content
as pertaining to the background scene when it has high con-
fidence; all other content is conservatively marked as part of
the foreground and is resolved during query execution. To re-
alize this approach, Boggart eschews recent background esti-
mation approaches in favor of a custom, lightweight strategy.

In its most basic form, background estimation involves
recording the distribution of values assigned to each pixel
(or region) across all frames in the chunk, and then marking
the most frequently occurring value(s) (i.e., the peaks in the
probability density function) as the background [124, 127].
This works well in scenarios where there is a clear peak in the
distribution that accounts for most of the values, e.g., if ob-
jects do not pass through the pixel or do so with continuous
motion, or if an object is entirely static and can thus be safely
marked as the background. However, complications arise in
settings with multiple peaks. For instance, consider a pixel
with two peaks. Any combination of peaks could pertain to
the background: a tree could sway back and forth (both), a
single car could temporarily stop at a traffic light (one), or
multiple cars could serially stop and go at the light (none).

To distinguish between these multi-modal cases and iden-
tify peaks that definitely pertain to the background for a
chunk, Boggart extends (into the next chunk) the duration
over which the distribution of pixel values is computed. The
idea is that motion amongst background components should
persist with more video, while cases with temporarily static
objects should steadily transform into uni-modal distribu-
tions favoring either the background scene or the object (if it
remains static). To distinguish between the object and back-
ground in the latter case, Boggart further extends the distri-
bution of pixel values to incorporate video from the previous
chunk. If the same peak continues to rise, it must pertain to
the background since we know that the object was not static
throughout the entire chunk. Otherwise, Boggart conserva-
tively assigns an empty background for that pixel.
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Figure 4: Example screenshots from the Auburn video (Table 1). CNN (YOLOv3+COCO) detections are shown in white, while each
of Boggart’s trajectories (and their constituent blobs) is shown in a different color.

Blob Extraction. Using the background estimate, Boggart
takes a second pass through the chunk in order to extract ar-
eas of motion (blobs) on each frame. More specifically, Bog-
gart segments each frame into a binary image whereby each
pixel is annotated with a marker specifying whether it is in
the foreground or background. Our implementation deems
a pixel whose value falls within 5% of its counterpart(s) in
the background estimate as a background pixel, but we find
our results to be largely insensitive to this parameter. Given
the noise in low-level pixel values [105], Boggart further re-
fines the binary image using a series of morphological oper-
ations [115], e.g., to convert outliers in regions that are pre-
dominantly either background or foreground. Lastly, Bog-
gart derives blobs by identifying components of connected
foreground pixels [71], and assigning a bounding box using
the top left and bottom right coordinates of each component.
Computing Trajectories. Boggart’s final preprocessing task
is to convert the set of per-frame blobs into trajectories that
track each blob across the video chunk. At first glance, it may
appear that sophisticated multi-object trackers (e.g., Kalman
Filters) [50, 91, 134, 138] could directly perform this task.
However, most existing trackers rely on pristine object de-
tections as input. Blobs do not meet this criteria, and instead
are far coarser and imprecise (Figure 4). At any time, a single
blob may contain multiple objects, e.g., two people walking
together. Blobs may split or merge as their constituent ob-
jects move and intersect. Lastly, the dimensions of a given
object’s blob bounding boxes can drastically fluctuate across
frames based on interactions with the estimated background.

To handle these issues, we turn to tracking algorithms that
incorporate low-level feature keypoints (SIFT [110] in par-
ticular) [88, 89], or pixels of potential interest in an image,
e.g., the corners that may pertain to a car windshield. Asso-
ciated with each keypoint is a descriptor that incorporates in-
formation about its surrounding region, and thus enables the
keypoint (and its associated content) to be matched across
images. Boggart conservatively applies this functionality to
generate correspondences between blobs across frames.

For each pair of consecutive frames, Boggart pairs the
constituent keypoints of each blob. This may yield any form
of an N → N correspondence depending on the underlying
tracking event, e.g., blobs entering/leaving a scene, fusion or
splitting of blobs. For instance, if the keypoints in a blob on
frame fi match with keypoints in N different blobs on frame

fi+1, there is a 1 → N correspondence. To generate trajec-
tories, Boggart makes a series of forwards and backwards
scans through the chunk. For each correspondence that is not
1 → 1, Boggart propagates that information backwards to ac-
count for the observed merging or splitting. For example, for
a 1 → N correspondence between frames fi and fi+1, Bog-
gart would split fi’s blob into N components using the rela-
tive positions of the matched keypoints on fi+1 as a guide.
Index Storage. Preprocessing outputs are stored in Mon-
goDB [1]; overheads are profiled in §6.4. Matched keypoints
are stored with the corresponding frame IDs: row = [<((x,y)-
coordinates, frame #)>]. Blob coordinates (and their trajec-
tory IDs) are stored per frame to facilitate the matching of
CNN results and blobs on sampled frames during query exe-
cution (§5.1): row = [<((x,y)-coordinates of top left corner,
(x,y)-coordinates of bottom right corner, trajectory ID)>].

5 FAST, ACCURATE QUERY EXECUTION
During query execution, Boggart’s sole goal is to judiciously
use the user-provided CNN and the index from preprocess-
ing to quickly generate a complete set of results that meet
the specified accuracy target. Doing so involves answering
two questions: (1) what sampled (or representative) frames
should the CNN be run on such that we can sufficiently adapt
to the registered query (i.e., CNN, query type, and accuracy
target) and bound errors from index imprecisions?, and (2)
how can we use preprocessing outputs to accurately propa-
gate sampled CNN results across frames for different query
types? For ease of exposition, we describe (2) first, assuming
CNN results on representative frames are already collected.
5.1 Propagating CNN Results
Regardless of the query type, Boggart’s first task is to pair
the CNN’s bounding box detections on representative frames
with the blobs on those same frames; this, in turn, associates
detections with trajectories, and enables cross-frame result
propagation. To do this, we pair each detection bounding box
with the blob that exhibits the maximum, non-zero intersec-
tion. Trajectories that are not assigned to any detection are
deemed spurious and are discarded. Further, detections with
no matching blobs are marked as ‘entirely static objects’ and
are handled after all other result propagation (described be-
low). Note that, with this approach and in spite of the trajec-
tory corrections from §4, multiple detections could be asso-
ciated to a single blob, i.e., when objects move together and
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Figure 5: Accuracy (mAP) degradations when CNN bounding
boxes are propagated by computing the blob-to-detection coor-
dinate transformation on a representative frame, and applying
it to all other blobs in the trajectory. Line represents median
detections, with ribbons spanning 25-75th percentiles.

never separate. Using these associations, Boggart propagates
CNN results via techniques specific to the target query type.
Binary classification and counting. To support both query
types, each trajectory is labeled with an object count accord-
ing to the number of detections associated with it on repre-
sentative frames. If a trajectory passes through multiple rep-
resentative frames, Boggart partitions the trajectory into seg-
ments, and assigns each segment a count based on the associ-
ations from the closest representative frame. Lastly, Boggart
sums the counts across the trajectories that pass through each
frame, and returns either the raw count (for counting), or a
boolean indicating if count > 0 (for binary classification).
Bounding box detections. Whereas binary classification
and count queries simply require propagating coarse infor-
mation about object presence, bounding box queries require
precise positional information to be shared across frames.
However, as noted in §4, blobs and trajectories are inher-
ently imprecise and fail to perfectly align with detections. A
natural approach to addressing such discrepancies is to com-
pute coordinate transformations between paired detections
and blobs on representative frames, and apply those trans-
formations to the remainder of each blob’s trajectory; equiv-
alently, one could compute transformations for a blob across
its own trajectory, and apply them to add detections to non-
representative frames. Unfortunately, Figure 5 shows that de-
tection accuracy rapidly degrades with this approach, e.g.,
median degradations are 30% when propagating a box over
30 frames. The reason is that blobs and their paired detec-
tions move/resize differently across frames, resulting in me-
dian errors of 84% between the Euclidean distances of blob-
blob and detection-detection coordinate transformations.

To fill the void of stable propagation mechanisms, Bog-
gart leverages our finding that the relative positions between
an object’s constituent keypoints (i.e., those extracted and
tracked during preprocessing) and its detection bounding box
edges remain largely unchanged over short durations; we
refer to these relative positions as anchor ratios since they
‘anchor’ an object’s content to a relative position within the
bounding box. This stability is illustrated in Figure 6, and is
intuitive: objects tend to remain rigid over short time scales,
implying that the points they are composed of move in much
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Figure 6: Percent difference in anchor ratios for each object’s
keypoints across its trajectory. Lines show medians, with rib-
bons spanning 25-75th percentiles.

the same way as the entire object does (including as the ob-
ject scales in size). Building on this, Boggart propagates de-
tections by using matching keypoints along the trajectories to
which they have been associated, and efficiently solving an
optimization problem in search of bounding box coordinates
that maximally preserve the anchor ratios for each keypoint.

More formally, for each detection on each representative
frame, Boggart considers the set of keypoints K that fall in
the intersection with the associated blob. Each keypoint k in
K has coordinates (xk,yk). Further, let the coordinates of the
detection bounding box be (x1,y1,x2,y2), where (x1,y1) and
(x2,y2) refer to the top left and bottom right corners. The
anchor ratios (axk,ayk) for keypoint k are computed as:

(axk,ayk) =
( x2 − xk

x2 − x1
,

y2 − yk

y2 − y1

)
(1)

For each subsequent non-representative frame (until the next
representative frame) that includes the same trajectory, Bog-
gart finds the set of keypoints that match with those in K;
denote the set of matching keypoints as K′, where each k′

in K′ matches with keypoint k in K. Finally, to place the
bounding box on the subsequent frame, Boggart solves for
the corresponding coordinates (x1,y1,x2,y2) by minimizing
the following function to maximally preserve anchor ratios:

K′

∑
k′

[(x2 − xk′

x2 − x1
−axk

)2
+
(y2 − yk′

y2 − y1
−ayk

)2
]

(2)

Note that this optimization (which takes 1 ms for the me-
dian detection) can be performed in parallel across frames
and across detections on the same frame. Further, Boggart
initializes each search with the coordinates of the corre-
sponding detection box on the representative frame, thereby
reducing the number of steps to reach a minima.

Propagating entirely static objects. Thus far, we have only
discussed how to propagate detection bounding boxes that
map to a blob/trajectory, i.e., moving objects. However, re-
call from §4 that certain objects which are entirely static will
be folded into the background. These objects are discovered
by the CNN on representative frames, but they will not be
paired with any blob. Instead, Boggart broadcasts these ob-
jects to nearby frames (until the next representative frame) in
a query-specific manner: such objects add to the per-frame
counts used for classification and count queries, and their
boxes are statically added into frames for detection queries.
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Figure 7: Accuracy (mAP) degradations grow as Boggart prop-
agates detection bounding boxes over longer durations. Results
consider all object trajectories in the median video. Line repre-
sents medians, with ribbons spanning 25-75th percentiles.

5.2 Selecting Representative Frames
To use the result propagation techniques from §5.1, we must
determine the set of sampled, representative frames to collect
CNN results on. Because CNN execution is the largest con-
tributor to query execution delays (§6.4), we aim to select the
smallest set of representative frames such that Boggart can
sufficiently discern the relationship between its index and the
CNN results, and generate a complete set of accurate results.

A natural strategy for selecting representative frames is to
pick the smallest set of frames such that every trajectory ap-
pears at least once. In theory, executing the CNN on this set
of frames should be sufficient to generate a result (e.g., object
label, bounding box) for each trajectory, and propagate that
result to all of the trajectory’s frames. However, this straight-
forward approach falls short for two reasons:

1. CNNs can be inconsistent and occasionally produce dif-
ferent results for the same object across frames, e.g., a
car in frame i may be ignored in frame i+ 1 [97, 98].
In line with prior analyses, we mostly observe this be-
havior for small or distant objects, e.g., YOLOv3 mAP
scores are 18% and 42% for the small and large objects
in the COCO dataset [120]. The consequence is that, if
such an inconsistent result appears on a representative
frame, Boggart would propagate it to all other frames in
the trajectory, thereby spreading the error.

2. Even for consistent CNN results, propagation errors in-
herently grow with longer trajectories (i.e., as a given
result is propagated to more frames). For instance, me-
dian accuracies are 90% and 30% when Boggart propa-
gates bounding boxes over 10 and 50 frames (Figure 7).

These issues are more pronounced in busy/dynamic scenes
with significant object occlusions/overlap [79, 132]. More-
over, the implication of both is that solely ensuring that the
set of representative frames covers each trajectory is insuffi-
cient and can result in unacceptable accuracy degradations.
To address this, Boggart introduces an additional constraint
to the selection of representative frames: any blob in a trajec-
tory must be within max distance frames of a representative
frame that contains the same trajectory. This, in turn, bounds
both the duration over which inconsistent CNN results can be
propagated, as well as the magnitude of propagation errors.

Tying back to our original goal, we seek the largest
max distance (and thus, fewest representative frames) that

allows Boggart to meet the accuracy target. However, the
appropriate max distance depends on how the above issues
manifest with the current query, CNN, and video. Digging
deeper, we require an understanding of how Boggart’s prop-
agation techniques (for the query type at hand) and the user’s
CNN interact with each frame and trajectory, i.e., how accu-
rate are Boggart’s propagated results compared to the CNN’s
results. Though important for ensuring sufficient accuracy,
collecting this data (particularly CNN results) for each frame
during query execution would forego Boggart’s speedups.

To achieve both accuracy and efficiency, Boggart clusters
video chunks based on properties of the video and its in-
dex that characterize the aforementioned issues. The idea is
that the chunks in each resulting cluster should exhibit sim-
ilar interactions with the CNN and Boggart’s result prop-
agation, and thus should require similar max distance val-
ues. Accordingly, Boggart could determine the appropriate
max distance for all chunks in a cluster by running the CNN
and result propagation only on the cluster’s centroid chunk.

To realize this approach, for each chunk, Boggart extracts
distributions of the following features: object sizes (i.e., pixel
area per blob), trajectory lengths (i.e., number of frames),
and busyness (i.e., number of blobs per frame and trajectory
intersections). These match our observations above: CNN
inconsistencies are most abundant in frames with small ob-
jects, the potential for propagation errors is largest with long
trajectories, and both issues are exacerbated in busy scenes.

With these features, Boggart clusters chunks using the K-
means algorithm. We find that setting the number of target
clusters to ensure that the centroids cover 2% of video strikes
the best balance between CNN overheads and robustness to
diverse and rapidly-changing video chunks; we profile this
parameter in §6.4. Note that since clustering is based on
model-agnostic features (from the extracted trajectories), it
can be performed during preprocessing. Then, during query-
execution, for each resulting cluster, Boggart runs the CNN
on all frames in the centroid chunk. Using the collected re-
sults, Boggart runs its result propagation for a range of pos-
sible max distance values, and computes an achieved accu-
racy for each one relative to the ground truth CNN results.
More precisely, for each max distance, Boggart selects the
set of representative frames by greedily adding frames un-
til our criteria is met, i.e., all blobs are within max distance
of the closest representative frame containing the same tra-
jectory. From there, Boggart selects the largest max distance
that meets the specified accuracy goal, and applies it to pick
representative frames for all other chunks in the same cluster.

Figure 8 highlights the effectiveness of Boggart’s cluster-
ing strategy in terms of (quickly) adapting to different query
types, accuracy targets, objects of interest, and CNNs. As
shown in Figure 8(top), the median discrepancy between
each chunk’s ideal max distance value and that of the cor-
responding cluster centroid is only 0-8 frames; this jumps
to 45-898 frames when comparing chunks with the centroid
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Figure 8: Effectiveness of Boggart’s clustering with different
CNNs, (object types), and [accuracy targets]. Results are for
the median video, and compare the ideal max distance value for
each chunk with those of the centroids in its cluster and the
nearest neighboring cluster. The top graph measures the dis-
crepancies in per-chunk max distance (bars list medians, with
error bars for 25-75th percentile); the bottom graph evaluates
the corresponding hits on average accuracy (for detections).

of the closest neighboring cluster. Figure 8(bottom) illus-
trates the importance of shrinking these discrepancies. More
specifically, applying each centroid’s ideal max distance to
all chunks in the corresponding cluster (i.e., Boggart’s ap-
proach) yields average accuracies that are consistently above
the targets. The same is not true when using the ideal
max distance values from the nearest neighboring cluster.

In summary, Boggart meets accuracy targets through
co-analysis of the video content and specified query, i.e.,
object of interest, model, and query type. Boggart per-
forms query/model-specific profiling of representative video
chunks (where representative is defined by video content/-
dynamics) to identify the frame inference strategy that most
efficiently meets the accuracy target, and then executes this
strategy for the remaining video chunks within each cluster.
6 EVALUATION
We evaluated Boggart on a wide range of queries, CNNs,
accuracy targets, and videos. Our key findings are:

• Boggart consistently meets accuracy targets while running
the CNN on only 3-54% of frames, highlighting its com-
prehensive (model-agnostic) index and effective adapta-
tion during query execution.

• Despite its goal of generality, Boggart’s response times
are 19-97% lower than NoScope’s. Compared to Focus
(which requires a priori knowledge of the CNN that will
be used during query execution), Boggart’s response times
are 33% and 52% lower on counting and detection queries,
and only 5% higher on classifications.

• Boggart’s preprocessing (and index construction) runs
58% faster than Focus’, while also generalizing to differ-
ent CNNs/queries and requiring only CPUs (not GPUs).

• Boggart’s preprocessing and query execution tasks speed
up nearly linearly with increasing compute resources.

Camera location Resolution

Auburn, AL (University crosswalk + intersection) [12] 1920×1080
Atlantic City, NJ (Boardwalk) [24] 1920×1080

Jackson Hole, WY (Crosswalk + intersection) [17] 1920×1080
Lausanne, CH (Street + sidewalk) [18] 1280×720

Calgary, CA (Street + sidewalk) [2] 1280×720
South Hampton, NY (Shopping village) [15] 1920×1080

Oxford, UK (Street + sidewalk) [21] 1920×1080
South Hampton, NY (Traffic intersection) [25] 1920×1080

Table 1: Summary of our main video dataset.

6.1 Methodology
Videos. Table 1 summarizes the primary video sources used
to evaluate Boggart. Video content across the cameras ex-
hibits diversity in setting, resolution, and camera orientation
(relative to the scene). From each camera, we scraped 12
hours of continuous video (at 30 fps) in order to capture vary-
ing levels of lighting and object densities (i.e., busyness). We
consider additional videos and scene types in §6.4.

Queries. We consider the three query types (and their corre-
sponding accuracy definitions) described in §2, i.e., binary
classification, counting, and bounding box detection. For
each type, we ran the query across our entire video dataset,
and considered two objects of interest, people and cars, that
cover drastically different size, motion, and rigidity prop-
erties; §6.4 presents results for additional object types. We
evaluated Boggart with three accuracy targets – 80%, 90%,
and 95% – and report accuracies as averages for each video.
Accuracies are computed relative to running the model di-
rectly on all frames; as in prior systems and commercial plat-
forms [41, 64, 80, 87, 105], Boggart does not aim to improve
the accuracy of the provided model, and instead targets the
same per-frame results at lower resource costs and delays.

CNN models. We consider three popular architectures: (1)
SSD with a ResNet-50 backbone, (2) Faster RCNN with a
ResNet-50 backbone, and (3) YOLOv3 with a Darknet53
backbone. For each, we used one version trained on the
COCO dataset, and another trained on VOC Pascal. Trends
for any results shown on a subset of CNNs (due to space
constraints) hold for all considered models.

Hardware. Experiments used a server with an NVIDIA
GTX 1080 GPU (8 GB RAM) and 18-core Intel Xeon 5220
CPU (2.20 GHz; 125 GB RAM), running Ubuntu 18.04.3.

Metrics. In addition to accuracy, we evaluate query execu-
tion performance of all considered systems (Boggart, Fo-
cus [80], and NoScope [94]) in terms of the number of GPU-
hours required to generate results. We report GPU-hours for
two reasons: (1) CNN execution (on GPUs) accounts for al-
most all response generation delays with all three systems,
and (2) it is directly applicable to all of the systems, e.g., it
incorporates NoScope’s specialized CNNs. For preprocess-
ing, we report both GPU- and CPU-hours since Boggart only
requires the latter. As in prior work [80, 94], we exclude the
video decoding costs shared by all considered systems.
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Figure 9: Boggart’s query execution performance across CNNs, query types, and accuracy targets; results are aggregated across
object types. Bars summarize the distributions of per-video average result accuracy (top) and percentage of GPU-hours required to
generate results relative to running the CNN on all frames (bottom). Bars list medians with error bars spanning 25-75th percentiles.

Object Type → People Cars
Query Type ↓ Acc. % GPU-hrs Acc. % GPU-hrs

Binary Classif. 92% 6% 98% 3%
Counting 90% 11% 90% 7%

Bounding Box 91% 27% 90% 16%

Table 2: Average accuracy and percentage of GPU-hours (rela-
tive to the naive baseline) for different query types and objects
of interest. Results list median per-video values across all CNNs.

6.2 Query Execution Speedups
Figure 9 evaluates Boggart’s query response times relative
to a naive baseline that runs the CNN on all frames. Boggart
always used the same, model-agnostic index per video.

There are three points to take away from Figure 9. First,
across all of the conditions, Boggart consistently meets the
specified accuracy targets. Second, the percentage of GPU-
hours required to meet each accuracy target with Boggart
grows as we move from coarse classification and counting
queries to finer-grained bounding box detections. For exam-
ple, with a target accuracy of 90%, the median percentage of
GPU-hours across all models was 3-6%, 4-11%, and 8-28%
for the three query types, respectively. Third, the percentage
of GPU-hours also grows as the target accuracy increases
for each query type. For instance, for counting queries, the
percentage (across all CNNs) was 3-5% when the target ac-
curacy was 80%; this jumps to 12-30% when the target accu-
racy grows to 95%. The reason is intuitive: higher accuracy
targets imply that Boggart must more tightly bound the dura-
tion over which results are propagated (to limit propagation
errors) by running the CNN on more frames.

Different object types. Table 2 reports the results from Fig-
ure 9 separately per object type. As shown, the high-level
trends from above persist for each. However, for a given
query type, the percentage of required GPU-hours is consis-
tently lower when considering cars versus people. The rea-
son is twofold. First, inconsistencies in CNN results are more
prevalent for people since they appear as smaller objects in
our scenes (§5.2). Second, cars are inherently more rigid than
people, and thus deliver more stability in the anchor ratios
that Boggart relies on for bounding box propagation (§5.1);
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Figure 10: Average accuracy (line) and percentage of GPU
hours (relative to the naive baseline) for different video sam-
pling rates. Results are listed for the median video, and consider
YOLOv3+COCO and a 90% accuracy target.

consequently, propagation errors for bounding box queries
grow more quickly with people. Boggart handles both issues
by running the CNN on more representative frames.
Downsampled video. Users may issue queries on sampled
versions of each video [80]. We evaluated Boggart with three
different sample rates: {30, 15, 1} fps. Although the num-
ber of considered frames drops, Figure 10 shows that Bog-
gart’s query execution speedups persist when operating over
downsampled videos. For instance, with 1-fps video, Bog-
gart requires only 25-49% of the GPU-hours that the naive
baseline would need across all query types. Figure 10 also
shows that Boggart’s ability to consistently meet accuracy
targets holds across sampling rates. We find that Boggart can
hit accuracy targets without resorting to running the CNN on
all frames because object keypoints – the primitive that Bog-
gart tracks across frames during both trajectory construction
(preprocessing) and detection propagation (query execution)
– typically persist across frames even at these sample rates.
For instance, Boggart matches 85% of the median object’s
keypoints across the 29-frame gap induced by the 1-fps rate.
6.3 Comparison to State-of-the-Art
We compared Boggart with two recent retrospective video
analytics systems: (1) NoScope [94], which only employs
optimizations during query execution, and (2) Focus [80],
which performs model-specific preprocessing by assuming a
priori knowledge of user CNNs. §2.2 details each system.

For these experiments, we set the user-provided CNN to
be YOLOv3+COCO, and the accuracy target to be 90%. Our
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Figure 11: Comparing Boggart, Focus [80], and NoScope [94].
Results use YOLOv3+COCO and a target accuracy of 90%.

Focus implementation used Tiny YOLO [120] as the spe-
cialized/compressed model (i.e., we ran Focus as if it knew
the user CNN a priori), while NoScope used all of its open-
source models. Following the training methodology used in
both papers, we train the specialized/compressed models on
1-fps versions of the first half (i.e., 6 hours) of each video in
our dataset, and run queries on the second half of each video.

Query Execution. Figure 11a compares the query response
times of all three systems. As shown, Focus requires 5%
fewer median GPU-hours than Boggart for binary classifica-
tion queries. The main reason is that Focus’ model-specific
preprocessing (i.e., clustering of objects) enables more result
propagation than Boggart’s general, model-agnostic trajecto-
ries, i.e., Focus can propagate labels across objects, whereas
Boggart can propagate labels only along a given object’s tra-
jectory (§3). Median propagation distances for results from
the full CNN are 58 and 44 frames with Focus and Boggart.

Summing Focus’ classifications to generate per-frame
counts was insufficient for our 90% target. Thus, for count-
ing queries, we performed favorable sampling until Focus
hit 90% in each video: we greedily select a set of contiguous
frames with constant count errors, run the CNN on a single
frame, and correct errors on the remaining ones in the set.
Even with such favorable sampling, Boggart required 33%
fewer GPU-hours than Focus for counting queries.

Bounding box detections paint a starker contrast, with
Boggart needing 52% fewer GPU-hours than Focus. Unlike
with classification labels, Focus cannot propagate bounding
boxes across frames. Instead, to accelerate these queries, Fo-
cus relies on binary classification, and runs the full CNN on
all frames with an object of interest (to obtain their bound-
ing boxes); for our videos, this translates to running the full
CNN on 63-100% of frames. In contrast, Boggart propagates
bounding boxes along each trajectory (median propagation
distance of 23 frames) and reduces CNN tasks accordingly.
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Figure 12: Boggart’s performance with increasing compute re-
sources. Resource factors are multiples of the 18-core CPU and
single GPU listed in §6.1. Results consider YOLOv3+COCO, a
90% accuracy target, and the median video.

Compared to NoScope, Boggart’s query execution tasks
consume 19-97% fewer GPU-hours across query types. Bog-
gart’s speedups are largely due to three limitations with No-
Scope. First, NoScope does not perform preprocessing, and
instead must train and run inference with its specialized and
compressed CNNs during query execution. Second, results
are not propagated across frames. Third, bounding box de-
tections are sped up only via binary classification; note that
NoScope performs binary classification on each frame (not
object, like Focus), so we cannot simply sum the classifi-
cation results to answer a counting query, and instead must
execute counting queries as bounding box queries.

Preprocessing. Figure 11b shows that Boggart’s preprocess-
ing tasks take 58% fewer computation hours than Focus’.
The discrepancy is from the training and inference costs that
Focus incurs by using a specialized/compressed model. Note
that all of Boggart’s preprocessing is CPU-based, while Fo-
cus’ costs are dominated (79%) by GPU operations. Further,
Boggart’s preprocessing runs once per video to support all
future CNNs. To avoid accuracy drops (§2.3), Focus would
have to run preprocessing for each CNN it wishes to support,
leading to higher costs and potential for wasted work.

6.4 Profiling Boggart

Dissecting Boggart’s performance. Boggart’s preprocess-
ing delays are dominated (83% on the median video) by the
extraction of SIFT keypoints across frames; background es-
timation, trajectory construction, and clustering together ac-
count for only 17% of the time. Query execution profiles are
similar, with CNN inference on centroid chunks and repre-
sentative frames contributing 7% and 91% of runtime; result
propagation (mostly for detections) takes the remaining 2%.

Resource scaling. Figure 12 shows that Boggart’s prepro-
cessing and query execution performance scale nearly lin-
early with increasing CPU and GPU resources, respectively.
The reason is that feature extraction and CNN inference, the
tasks that dominate delays in the two phases, inherently op-
erate on a per-frame basis and can thus naturally be paral-
lelized across frames. Note that these results only consider
parallel processing within each chunk; Boggart can also par-
allelize across chunks since trajectories are bound to single
chunks, i.e., there is no cross-chunk state sharing (§5).

Storage costs. Boggart’s preprocessing generates, on aver-
age, 306 MB of data per 1 hour of video. For context, (1) the
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average video in our dataset consumes 1 GB when encoded
with H.264, and (2) Focus’ preprocessing generates 70 MB
of data for the same video. Recall that NoScope does not in-
volve video preprocessing, and thus does not incur storage
costs for indices. Note that 98% of Boggart’s storage over-
heads are for keypoints used to propagate bounding boxes;
blobs and trajectories consume only 2%.
Sensitivity to parameters. Boggart includes parameters for
video chunk size (default: 1 min) and target number of clus-
ters (default: centroids cover 2% of video). On average, we
find that Boggart’s performance is largely insensitive to both:
varying chunk sizes from 0.2-10 min and the videos covered
by centroids from 0.5-5% altered Boggart’s performance by
less than 5% (note that accuracy never dropped below the
targets). However, the effects of each parameter are more
pronounced on short amounts of video and are dependent
on the content being considered. More specifically, smaller
chunk sizes reduce the potential result propagation, but also
shrink cluster centroids and increase the potential for paral-
lel processing. Similarly, more clusters implies fewer subop-
timalities in the selection of representative frames, but also
additional centroids on which to run the CNN.
Generalizability. To further evaluate Boggart’s ability to
generalize, we ran experiments with three additional videos
(3 hours each) and new object types specific to those scenes:
birds in nature [19], boats in a canal [30], and people, cups,
chairs, and tables in a restaurant [6]. For these experiments,
we ran Boggart in the same way as above, i.e., it is not tuned
in any way to the video or objects of interest. We also ran ex-
periments considering different object types (trucks and bi-
cycles) in the traffic videos from Table 1; these experiments
used the same indices as in our main evaluation. All results
exhibit similar trends as above, with Boggart always meet-
ing accuracy targets (80%, 90%, 95%) and running CNNs
on only 11.7-34.2%, 11.7-53.4%, and 12.6-56.7% of frames
for binary classification, counting, and detection.

7 ADDITIONAL RELATED WORK
Live video analytics. Multiple systems accelerate queries
on live video, with optimizations along the following axes:
(1) profiling pipeline knobs to identify cheaper (but accu-
rate) configurations [87, 140], (2) integrating on-camera or
edge server resources for partial inference, frame filtering,
or reusing results from prior frames [43,54,58,63,66,73,74,
105,129,136,141,148], (3) content/model-aware encoding to
reduce data transfers [64, 133], and (4) spatiotemporal coor-
dination for efficient multi-camera queries [86, 111]. These
systems target an entirely different computational model
(stream processing vs. “after-the-fact” querying) and thus
face a different set of goals, optimization knobs, and con-
straints, e.g., by not having the entire dataset up front, live
analytics can only propagate results to later frames.
Accelerating GPU tasks. One line of work optimizes DNNs
for accelerated inference via distillation [78], quantiza-
tion [60, 84, 144], or pruning [51, 108]. Another direction

targets faster inference for a model, either through better
scheduling of GPU resources across inference tasks [85,123,
126], or hardware acceleration [38,68,90,117]. These works
are complementary to Boggart, which focuses on reducing
the number of frames on which inference must be performed.
Video Object Detection. In addition to those in §4, Boggart
builds on a line of work in the CV community that leverages
the spatiotemporal aspect of video to accelerate detection
and classification tasks. These techniques swap inference on
sampled frames with optical flow networks that extend re-
sults from earlier frames [49, 56, 57, 59, 62, 72, 76, 98, 112,
130,131,145–147], and are thus similar in spirit to Boggart’s
result propagation strategy. However, unlike Boggart, these
approaches are model-specific, in that the networks used for
propagation must be trained according to the specific CNN
(e.g., its feature extractor) used in the target query.
Video storage and indexing. Many systems balance video
storage and lookup costs for specific query types [121, 139,
143] or CNNs [40, 96, 119, 137]. Boggart is complementary
to these works in that its focus is on performing generaliz-
able preprocessing and accelerating response generation af-
ter video frames are loaded into memory.
8 CONCLUSION

This paper described Boggart, a system for retrospective
video analytics that supports the general “bring your own
model” interfaces that are now commonplace in commer-
cial platforms. To meet the core accuracy, speed, and effi-
ciency goals of those platforms, Boggart holistically rethinks
the query execution process, introducing cheap techniques to
generate comprehensive (but imprecise) indices during pre-
processing, and later use those indices to limit costly infer-
ence while bounding accuracy drops from imprecisions. Our
results show that such generality can come at low cost, as
Boggart outperforms prior, model-specific approaches.

Ethics. The focus of this work is on making the ethical pro-
cessing of videos (public or private, according to the law)
more efficient. We do not advocate for the processing of
video for illicit purposes, unlawful tracking, etc. Moreover,
Boggart is developed to improve the resource efficiency of
existing retrospective video analytics platforms in a man-
ner that does not change the interfaces they expose, i.e., the
videos, models/queries, and customers they handle remain
unchanged. In sum, Boggart does not alter the set of infor-
mation exposed to applications – the videos that an applica-
tion can query and the queries that the application can run
on those videos are unchanged, and Boggart’s internal state
(e.g., preprocessing results) is not exposed.
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Abstract
Packet loss degrades the quality of experience (QoE) of video-
conferencing. The standard approach to recovering lost pack-
ets for long-distance communication where retransmission
takes too long is forward error correction (FEC). Conven-
tional approaches for FEC for real-time applications are inef-
ficient at protecting against bursts of losses. Yet such bursts
frequently arise in practice and can be better tamed with a new
class of theoretical FEC schemes, called “streaming codes,”
that require significantly less redundancy to recover bursts.
However, existing streaming codes do not address the needs
of videoconferencing, and their potential to improve the QoE
for videoconferencing is largely untested. Tambur is a new
streaming-codes-based approach to videoconferencing that
overcomes the aforementioned limitations. We first evaluate
Tambur in simulation over a large corpus of traces from Mi-
crosoft Teams. Tambur reduces the frequency of decoding
failures for video frames by 26% and the bandwidth used
for redundancy by 35% compared to the baseline. We imple-
ment Tambur in C++, integrate it with a videoconferencing
application, and evaluate end-to-end QoE metrics over an em-
ulated network showcasing substantial benefits for several key
metrics. For example, Tambur reduces the frequency and cu-
mulative duration of freezes by 26% and 29%, respectively.

1 Introduction

The quality of videoconferencing calls dictates the effec-
tiveness of remote meetings [17] which are now ubiquitous.
Videoconferencing calls can be one-on-one [27] or multi-
party [39]. Our work focuses on one-on-one calls. Video
quality depends on several key performance indicators, such
as freeze, bandwidth, packet loss, and latency [14, 28, 41].

Recovering lost packets is crucial for providing high-
quality videoconferencing [33, 48]. Losing even a single
packet may prevent rendering a video frame. It may also
prohibit rendering multiple future frames (i.e., causing the
video to freeze) due to inter-frame dependencies of com-
pressed video. Due to this, it is common for videoconferenc-
ing applications to handle packet losses at the application
level. The two broad viable solutions are retransmissions and
forward error correction (FEC). Both approaches transmit
redundant data. Consequently, there is a trade-off between
bandwidth allocated for redundancy and transmitting original
data. Furthermore, videoconferencing applications must re-
cover lost packets within a strict latency—preferably less than

150 ms [33]—to meet the real-time playback requirement.
Retransmission involves minimal redundant data since it

resends only the lost packets. Hence, it is preferred whenever
possible [64]. However, retransmission is suitable only for
scenarios with short round trip times due to the strict real-time
latency requirement of videoconferencing applications. For
all other cases, videoconferencing applications rely on FEC
to recover lost packets within an acceptable latency.

Block codes are the most common form of FEC employed
in production systems today. Under a block code, k “data
packets” are used to create r redundant packets—called “par-
ity packets.” When some of these (k + r) packets are lost,
the k data packets can still be recovered. There are r extra
parity packets, so the bandwidth overhead is (r/k)×100%.
One main objective in designing FEC schemes is to minimize
the bandwidth overhead. Common examples of block codes
include Reed-Solomon (RS) block codes [55] and fountain
(i.e., rateless) codes [40]. Many of the codes, e.g., RS codes,
are optimal for random losses in which packets are lost inde-
pendently. For instance, in the above example, if RS codes are
used, any k packets suffice for recovery. Hence, block codes
are popular for production videoconferencing applications.
For example, Microsoft Teams uses RS codes.

Videoconferencing applications send data from compressed
video frames over multiple packets. We refer to losing several
packets over one or more consecutive frames as a “burst” loss.
Burst losses can occur for various reasons, including persis-
tent Wi-Fi interference and network congestion (when applica-
tions overflow router buffers and cause correlated losses [29]).
Our analysis of packet traces from thousands of video calls
from Teams (§3.3) shows that real-world losses faced by
videoconferencing applications are indeed bursty.

Block codes are highly inefficient in their bandwidth con-
sumption when recovering from burst losses under real-time
latency requirements. In contrast, a relatively new theoretical
FEC framework, known as “streaming codes” [5,42,43], han-
dle burst losses along with strict latency constraints efficiently.
At a high level, streaming codes recover packets lost in a burst
sequentially by their respective playback deadlines, whereas
block codes recover all the lost packets simultaneously by
the earliest playback deadline. Using block codes for loss
recovery wastes later parity packets sent before the deadline
of the final lost packet. Most prior work on streaming codes
is theoretical [5, 20, 22, 26, 35, 36, 42, 43, 59–61], studying
bounds and code constructions. A few existing works [6, 25]
explore the practical applicability of streaming codes but only
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for VoIP (i.e., audio, but not video).
Given the dual importance of bandwidth and loss recovery,

streaming codes are appealing to videoconferencing applica-
tions. However, there are two main challenges. First, there
are gaps between existing streaming codes and videocon-
ferencing applications. Most practical variants of streaming
codes [6, 25] are limited to settings in which the sizes of
the input data are a fixed constant over time. In contrast, in
videoconferencing, the sizes of compressed video frames are
variable. The only streaming codes that accommodate such
variability [59–61] pessimistically assume that a frame is en-
tirely lost or received because the framework involves sending
each frame in a single packet. This is seldom true in videocon-
ferencing applications. Existing streaming codes also require
that every burst is followed by a guard space where all pack-
ets are received. But this assumption often does not hold in
practice (as we show in §3.2). Also, existing streaming codes
set the amount of redundancy with a parameter of a theoretical
channel model that is unknown in practice. Second, streaming
codes’ effectiveness for improving the QoE for real-world
videoconferencing applications is untested on real-world data.

This work addresses the aforementioned challenges. We
present Tambur, a new communication scheme for bandwidth-
efficient loss recovery for videoconferencing.1 Tambur com-
prises two components. First, a new streaming code that builds
upon a prior theoretical framework [61] while overcoming
its limitations with respect to real-world videoconferencing
applications. Specifically, Tambur allows for specifying a
bandwidth overhead for each frame. Furthermore, for any
given bandwidth overhead, Tambur creates data packets and
parity packets in a manner that (a) is not overly pessimistic
by facilitating recovery from bursts where only some packets
are lost per frame and (b) is robust to losses in the guard
space. Second, the streaming code is integrated with a ma-
chine learning (ML) model to take a predictive decision on
the bandwidth allocated to streaming codes. Specifically, a
lightweight approach is employed, which uses only a simple
model and a single bit of additional feedback.

We analyze packet traces collected from thousands of video
calls from Teams and present three key observations in §3: (a)
Bursts of packet losses frequently arise. (b) Losses are often,
but not always, followed by a guard space of several frames
with no losses. (c) Codes employed in production (RS codes)
use a significant bandwidth overhead to recover lost packets
in real time, depleting the bandwidth for the original data.

We first evaluate Tambur in simulation over a large cor-
pus of traces from Teams (§5.2). We compare Tambur with
Teams’s FEC (“Block-Within,” a block code within a frame;
§5.1) and show that Tambur recovers 26.5% more frames with
35.1% less bandwidth overhead.

We also implement and integrate Tambur, several base-
lines (Block-Within and “Block-Multi,” a block code across

1Named to convey Taming burst losses.
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Figure 1: Tambur reduces the ratio of frozen frames to total
frames per-video by 78% and 26% compared to Block-Within
and Block-Multi, respectively, at a lower bandwidth overhead.

multiple frames) and several variants of Tambur (“Tambur-
full-BW,” which matches the bandwidth overhead of Block-
Within and “Tambur-0.9,” which reduces the bandwidth over-
head more at the cost of recovering fewer frames) with a
videoconferencing benchmark platform that we developed.
We then evaluate the schemes over an emulated network to
assess the impact on the QoE (§5.4). Tambur, Tambur-full-
BW, and Tambur-0.9 reduce the average frequency of video
freezes by 26%, 29%, and 17%, respectively, compared with
the better of Block-Within and Block-Multi. Fig. 1 shows
that these benefits hold across many percentiles. These bene-
fits highlight that Tambur improves the QoE, as it has been
shown [44,53,66] that video freezes have a detrimental effect
on user engagement.

In summary, our main contributions are to:
• Analyze thousands of packet loss logs for video calls

taken from a large commercial videoconferencing appli-
cation, and characterize their suitability for using stream-
ing codes. To the best of our knowledge, this is the first
work to evaluate the potential of streaming codes using
large-scale, real-world traces.

• Present Tambur, which bridges the gap between the the-
ory behind streaming codes and videoconferencing ap-
plications by (a) designing a new streaming code that is
well-suited to videoconferencing and (b) integrating it
with a lightweight ML model to take a predictive deci-
sion on the bandwidth allocated to streaming codes.

• Implement a new benchmark platform to enable research
on videoconferencing with an easy-to-use interface to
integrate and assess new FEC schemes. In addition, im-
plement Tambur, Block-Within, and Block-Multi in C++
and incorporate them into the benchmark platform using
the interface.

• Evaluate Tambur over a large corpus of production traces
through simulation, and show that it simultaneously re-
duces the frequency of non-recoverable frames and band-
width overhead by 26.5% and 35.1%, respectively.

• Evaluate Tambur over emulated networks and show sig-
nificant improvements over key metrics pertaining to
end-to-end QoE (e.g., reducing the frequency of freezes
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Figure 2: Two approaches for employing block codes: (a)
within each frame and (b) across multiple frames.

by 26% and the cumulative duration of freezes by 29%).

Overall, to the best of our knowledge, this work is the first
to establish that streaming codes can improve key metrics
relating to the QoE for videoconferencing. This work also
showcases the potential of a new form of FEC, streaming
codes along with learning-based bandwidth allocation, for
bandwidth-efficient loss recovery in videoconferencing. This
work poses no ethical issues.

2 Background and motivation

2.1 Conventional FEC and its challenges in
videoconferencing

Block codes. One of the most commonly used FECs is the
so-called “block codes.” The idea of block codes is to en-
code k data packets, ⟨D[1], . . . ,D[k]⟩ to r parity packets into
⟨D[1], . . . ,D[k],P[1], . . . ,P[r]⟩, so that the k data packets can
be recovered using a subset of the (k+ r) packets. When any
k of the (k+ r) packets suffice for recovery, the block code
is termed “maximally distance separable (MDS).” One of the
best known examples of MDS codes is the Reed-Solomon
(RS) block codes [55]. Other examples of block codes include
fountain (i.e., rateless) codes [40], or two-dimensional block
codes [67].

Traditionally, FEC applies to packets, but videoconferenc-
ing involves transmitting multiple packets for each video
frame. One natural solution is to apply a block code to the
data packets within each frame (Fig. 2a). The parity packets
are sent immediately after the final data packet of a frame. A
second approach is to apply a block code across the data pack-
ets of multiple frames (Fig. 2b) by sending all parity packets
after the final data packet of the last frame in the block. Our
analysis of the production packet loss traces (§3) from Teams
shows that the packet losses are bursty. Both approaches have
significant limitations for burst losses.
Limitations of block codes for videoconferencing. When
packet losses occur as bursts, the within-frame approach
wastes the redundancy sent in frames immediately follow-
ing a burst because it is useless for recovering the lost frames.

Although the multi-frame approach overcomes this problem,
it has two main drawbacks. First, the latency of recovering
losses is high due to waiting for the parity packets, which are
sent after the final frame in the block, to recover any packets.
The length of the block code must be short lest the latency
exceeds the real time deadline to play a frame, leading to an
increased bandwidth overhead and reduced robustness to burst
losses. Second, packets sent in rapid succession may be lost
if a router buffer is full. When a full router buffer coincides
with the final frame of a block, no lost packets are recovered.

The bandwidth consumed by parity packets of FEC can
be substantially higher than retransmission, even for modest
packet loss rates. Unlike retransmission, which only resends
lost packets, even an “optimal” FEC scheme does not know
which packets will be lost. Hence, it must send far more parity
packets than lost packets. For example, to prevent a video
freeze, at least one parity packet must be sent every ≈ 150ms
to cover the scenario of losing a data packet. However, this
parity packet is not used if there are no losses.

2.2 Streaming codes
A class of codes, known as “streaming codes” [5, 42, 43, 59–
61], specifically addresses burst losses and sequential com-
munication between a sender and a receiver. At a high level,
streaming codes avoid the limitations of within-frame and
multi-frame by (a) sending parity packets with each frame
and (b) using all parity packets received by the playback dead-
line of the final frame of a burst for recovering losses. We
describe the theoretical framework of streaming codes in de-
tail, provide an illustrative example, and then discuss how
it is a promising option for videoconferencing applications
impeded by a large gap between the framework and practice.

The streaming codes framework consists of the following.
(1) A sender that generates data packets sequentially at regular
intervals and transmits packets sequentially to a receiver. (2)
An adversarial packet loss channel that introduces burst losses
of length b followed by guard spaces of packet receptions.
(3) A requirement that the receiver recovers lost data packets
within a specified time. The data packet that arrives at the time
index i must be recovered by time index (i+ τ). We call the
parameter τ the “latency deadline.” After a burst, the guard
space must be at least τ packets (but longer guard spaces are
not needed since bursts are to be recovered within τ packets).

Sequential encoding. The sequential nature of encoding in
streaming codes is well suited for videoconferencing, wherein
a sequence of compressed frames are to be transmitted pe-
riodically (e.g., one every 33.3 ms for a video showing 30
frames per second). We will denote the symbols sent for the
ith video frame as D[i], where each symbol can be thought
of as a vector of bits.2 These symbols are distributed over

2More formally, a symbol is an element of a mathematical entity called a
finite field, and all operations are performed over finite fields using modular
arithmetic. For simplicity, readers can just assume the usual arithmetic.
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Figure 3: Recovering b = 2 lost frames starting in frame i
within a latency deadline of τ = 3 using a streaming code. For
each frame in the burst, all parity symbols sent τ packets later
recover its lost symbols.

one or more packets to be sent to the receiver. In addition,
some parity symbols, denoted as P[i], are transmitted in one
or more packets. These parity symbols are a function (linear
combinations) of the data symbols of the past few frames.

Sequential recovery. Under the streaming codes model, the
latency deadline parameter τ determines the delay in recov-
ering a lost packet: if D[ j] is lost, it must be recovered using
symbols from parity packets until P[ j+ τ]. Each video frame
must be recovered within a strict latency to be rendered in real
time. The latency deadline parameter τ is set according to the
frame rate and one-way delay to induce a suitable maximum
latency to recover lost frames. For example, if the maximum
tolerable latency is 150 ms (a standard value for real-time
video communication [33]), the one-way propagation delay is
50 ms, and a frame is encoded every 33.3 ms (i.e., at 30 fps),
τ could be set as 3 (= (150−50)/33.3).

An example of sequential loss recovery of a burst of length
2 starting in frame i within a latency deadline of τ = 3 us-
ing existing streaming codes (e.g., [5, 42, 43]) is shown in
Fig. 3. Each frame comprises the same amount of data. First,
the parity symbols of the packet sent immediately after the
burst recovers one-third of the missing data symbols of each
lost frame (i.e., D2[i] and D2[i+ 1]).Second, the remaining
lost data symbols of frames i and (i+ 1) (i.e., (D0[i],D1[i])
and (D0[i+1],D1[i+1]), respectively) are recovered with the
parity symbols sent in frames (i+3) and (i+4), respectively.

Streaming codes recover a burst loss by sequentially recov-
ering each frame in the burst within its deadline. For a burst
loss that encompasses b consecutive frames {i, . . . , i+b−1},
a data packet D[ j] in the burst is recovered using the parity
symbols of P[i+ b], . . . ,P[ j + τ]. This sequential nature of
the recovery of streaming codes allows them to use all parity
symbols that are received within the deadline. For example,
P[ j+ τ] is used to recover D[ j] after the latency deadline of
D[i] for i < j. In contrast, block codes recover all lost packets
together. Hence, the recovery occurs by the first lost frame’s
deadline (i.e., by the time the symbols of P[i+τ] are received),

wasting the parity symbols sent subsequently. This key dif-
ference enables streaming codes to attain significantly lower
bandwidth overhead; the longer the burst, the greater the ben-
efits of streaming codes. However, it also requires a guard
space of at least τ frames after the burst lest some frame not
be recovered with the latency deadline.

2.3 Challenges of using streaming codes for
videoconferencing

There are two main challenges in using streaming codes for
videoconferencing. First, significant gaps between the theoret-
ical models and practical systems render existing streaming
codes incompatible with videoconferencing applications. Sec-
ond, streaming codes’s effectiveness for videoconferencing is
untested on large-scale real-world traces. Hence, the poten-
tial of streaming codes improving QoE of videoconferencing
applications is yet unknown. These challenges are discussed
in more detail below.

Gaps between the existing model and videoconferenc-
ing applications. The existing practical work on streaming
codes [6,25], like the theoretical work they build upon [5,42],
is limited to settings where the amount of data to be transmit-
ted at each time instant is a fixed constant. However, videocon-
ferencing involves sending compressed video frames whose
sizes vary. Only a few streaming code constructions [59–61]
can handle this variability. However, as discussed in §2.2, ex-
isting streaming codes, including those in [59–61], consider
an adversarial loss model that imposes bursts of length b.
When applied for videoconferencing, the parameter b trans-
lates into the number of consecutive frames for which all
packets are lost. However, videoconferencing applications
frequently send multiple packets per frame, and often only
some of these packets are lost, as we show in greater detail in
§3 for packet loss traces from production. Existing streaming
codes are overly pessimistic because they can recover from
losing all packets for multiple consecutive frames. This re-
quirement imposes a significant bandwidth penalty, negating
the potential bandwidth savings of streaming codes. Stream-
ing codes are also vulnerable to recovery failures if there are
any losses in the guard space after a burst. But, in practice,
many bursts are not followed by such guard spaces (see §3.2).

Applicability of streaming codes in the wild. The benefits
of streaming codes for VoIP applications have been studied
using simulated losses under theoretical loss models, such as
the Gilbert-Elliott channel [23] and over traces [6,25], wherein
each frame is sent in one packet and all frames/packets are
of a fixed constant size. However, these results do not apply
to videoconferencing applications, which send (a) multiple
packets for each frame and (b) varying amounts of data per
frame. Streaming codes perform best when each burst occurs
across multiple frames and is followed by a guard space of
several frames without losses. A natural question is whether
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such losses arise in videoconferencing and if they can be
exploited via streaming codes. To the best of our knowledge,
no study of large-scale real-world packet losses establishes
the applicability of streaming codes in the wild. Furthermore,
establishing that streaming codes are viable to improve the
QoE hinges on improving several metrics relating to the QoE.
Yet an analysis of streaming codes’ impact on such metrics is
similarly lacking in the existing literature. Finally, the effect of
inter-frame dependencies on the benefits of streaming codes
has yet to be assessed, even though inter-frame dependencies
are prevalent in videoconferencing.

3 Packet loss in the wild

Logs (specifically, packet loss traces) from Microsoft Teams
were collected from a random sample of calls over two weeks.
One week’s traces were held out as a test set for the evaluation.

Teams uses FEC only after a packet loss occurs, which is
fairly standard in the industry [64] to avoid wasting bandwidth
for the many calls that do not experience any loss. We limit
our study to traces with at least two instances of loss since our
focus is on improving scenarios after FEC is activated (i.e.,
FEC is turned on after the first loss and then used to recover
the second). Our analysis involves approximately 9700 traces,
which constitute 16% of all the traces. Studying these traces
sheds light on the tail performance, which is crucial for real-
world commercial applications. Each trace corresponds to one
call and contains the size, sequence number, and send/receive
timestamps for each received packet, as well as whether it is
a parity packet or data packet; lost packets are identified via
missing sequence numbers. Due to the application’s data col-
lection method, the traces are limited to the final one minute
of the call. Although the logs are for packets, we approximate
frame-level information by combining the logs with Teams’s
packetization logic and have corroborated with the Teams
engineers that this approximation is good.

3.1 FEC metrics
Teams employs an RS block code within each frame and
varies the bandwidth overhead based on infrequent feedback
from the receiver on packet losses. We will denote the FEC
scheme used by the application simply as “Block-Within.”

We evaluate three metrics over the traces. First, the percent
of video frames using FEC for each videoconferencing call
(Fig. 4a). The 25th, 50th, and 75th percentile for the percent
of video frames over each trace using FEC are 13%, 48.8%,
and 70% of calls respectively, indicating that FEC is applied
to a significant portion of the frames. Second, the percent of
decoding failures for video frames over all frames for each
videoconferencing call (Fig. 4b). The 25th, 50th, and 75th
percentile for the percent of decoding failures of frames are
0.6%, 1.8%, and 6.1% of calls. Note that the decoding failures
should be kept below around 1% to provide high QoE [33].
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Figure 4: CDFs over the traces from Teams of (a) how often
FEC is used to encode frames to protect against packet loss,
(b) how often the lost packets are not decoded, and (c) the
bandwidth overhead of parity packets.

As such, decoding failures are prevalent enough to tangibly
negatively impact the QoE, prompting the need for a more
effective FEC mechanism. Third, the bandwidth overhead
for each call (Fig. 4c). The 25th, 50th, and 75th percentile
for the bandwidth overhead are 4.2%, 24%, and 45% of calls.
Thus, reducing the bandwidth overhead will free a significant
portion of the bandwidth for these calls.

3.2 Network quality

We analyze the packet losses to assess streaming codes’ suit-
ability for real-world videoconferencing applications. To the
best of our knowledge, this is the first work to analyze large-
scale real-world packet loss traces from this perspective. We
analyze three key metrics of losses in Fig. 5. (1) The packet
loss rate for each trace (Fig. 5a). (2) The distribution of lengths
of bursts of packets measured over all of the calls (Fig. 5b).
(3) The distribution of the lengths of bursts of frames (i.e., the
number of consecutive frames with at least one packet lost)
measured over all of the calls (Fig. 5c). This metric indicates
streaming codes’ suitability, as they are most effective when
bursts of lost packets encompass multiple frames (see § 2.2).

The mean percent of packets lost over the traces is 7%. It
is higher than the packet loss in the FCC report [15] since we
focus on the traces where FEC is employed. If the other traces
from Teams are also considered, the mean packet loss over all
traces is 1.7%, which is comparable to the FCC measurement.
In earlier studies of end-to-end Internet packet loss, loss rates
tended to vary over time and between ISPs and access net-
work technology [8, 18, 24, 54], with ISP queue management
policies impacting the loss patterns seen by applications. As
discussed in [24], in home broadband networks, loss rates
are often less than 1% for long periods, with infrequent pe-
riods of very bursty packet loss. Similar patterns are seen in
mobile networks, where loss rates tend to increase during
handovers [8], and much longer packet loss bursts are seen.
Our traces from Teams, described in this section, show similar
behavior, with a large number showing very low loss rates,
with a long-tail of traces showing extremely bursty packet
loss. Specifically, 38.1% of the instances of packet loss in-

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    957



0 20 40 60 80
Packet loss rate (%)

0

0.25

0.5

0.75

1.0

C
D

F

(a) Packet loss

1 2 3 4 5−9 10+
Length of packet burst

0

20

40

60

P
er

ce
nt

 o
f 

bu
rs

ts

(b) Packet bursts

1 2 3 4 5−9 10+
Length of frame burst

0

20

40

60

P
er

ce
nt

 o
f 

bu
rs

ts

(c) Frame bursts

Figure 5: Packet loss is prominent (e.g., Fig 5a shows 1−10%
packet loss for most traces) and often occurs as bursts across
consecutive packets (Fig 5b) or frames (Fig 5c).

volve at least two consecutive packets being lost (Fig. 5b), and
38.4% of instances of packet loss encompass more than one
video frame. Such loss patterns can be efficiently recovered
by streaming codes (§3.3).

There is also a trade-off between the bandwidth overhead
(i.e., the bandwidth used for parity packets) and the proba-
bility of decoding failure. The bandwidth overhead cannot
be prohibitively high lest there be insufficient bandwidth for
the original data. Consequently, the frequency of decoding
failures for frames is non-negligible despite using FEC.

3.3 Potential of streaming codes

Recall from §2.3 that streaming codes are most effective when
(a) packet loss occurs as a burst across multiple consecutive
frames and (b) the burst loss is followed by a guard space
of multiple consecutive frames with no losses. We formalize
two metrics to capture these conditions. We then show that
the packet losses in the traces exhibit these features.

Measuring bursts. The bandwidth overhead needed to de-
code a burst depends on the fraction of the packets being lost
when losses occur across multiple frames. We introduce a
new metric to formalize this notion.

Definition 1 (Multi-frame burstiness) Suppose a burst oc-
curs across two or more frames, i through j, over which s
packets are sent. If l of the s packets are lost, the multi-frame
burstiness is defined as l/s.

For example, suppose Tambur sends packets
(D0[i],D1[i],D2[i]) and (D0[i + 1],D1[i + 1]) over frames i
and (i+1), respectively. Suppose D1[i],D2[i], and D0[i+1]
are lost. Then the multi-frame burstiness is 3/5. The
multi-frame burstiness is always positive since at least one
packet is lost for each frame in the burst. The maximum
value of 1 occurs when all packets are lost for all frames
in the burst. High values correspond to situations of a high
percentage of the packets being lost for multiple consecutive
frames. The value of the multi-frame burstiness directly
relates to the minimum bandwidth overhead needed for any
code to decode lossy frames in real time.
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Figure 6: The CDFs over the traces of the (a) the multi-frame
burstiness (for traces with at least one burst over 2+ frames),
and (b) the guard space sufficiency.

Measuring guard spaces. Streaming codes can reduce band-
width overhead for scenarios where a burst of packet losses
is followed by a guard space of at least τ frames that expe-
rience reliable transmission, where τ is the latency deadline
parameter (§2). We now introduce a new metric to measure
the extent to which the guard spaces exhibit this property.

Definition 2 (Guard space sufficiency) The τ-guard space
sufficiency is the fraction of instances in which one or more
frames with packet loss are followed by at least τ consecutive
frames which experience lossless transmission.

The value of the guard space sufficiency varies from 0 to 1. It
is negatively related to the bandwidth overhead needed when
using streaming codes. High values for the guard space suffi-
ciency indicate that the bandwidth overhead can be reduced.

Suitability of streaming codes. The multi-frame burstiness
and 3-guard space sufficiency is evaluated over the traces in
Fig. 6.3 In Fig. 6a, the value of the multi-frame burstiness is
shown to vary over the range 0 to 1, with values at the 25th,
50th, and 75th percentiles of 0.32, 0.5, and 0.67 respectively.
This indicates that the bandwidth overhead needed when using
streaming codes varies over the traces, as expected. For higher
values, more bandwidth must be allocated to redundancy to
decode the losses. For lower values, it is possible to make do
with less bandwidth used for redundancy. The guard space
sufficiency is evaluated over the traces in Fig. 6b, and its
values at the 25th, 50th, and 75th percentiles are 0.73, 1.0,
and 1.0 respectively. These values imply that streaming codes
are often suitable. For example, for the traces with a value of
1.0, every single time a burst occurs across multiple frames,
streaming codes could have been used to decode the losses
with the optimal amount of bandwidth overhead. Yet, the low
values indicate insufficient guard spaces for using existing
streaming codes to reduce the bandwidth overhead, as they
are vulnerable to losses in the guard space.

3Recall from § 2.2 that τ = 3 applies for a realistic choice of parameters,
in which case a guard space of length 3 is beneficial for loss recovery with
streaming codes.
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3.4 Key findings
Bursts of packet losses followed by guard spaces arise fre-
quently and are conducive to streaming codes. However, this
is not always the case. Bursts are sometimes followed by
short guard spaces or involve significant packet loss, in which
case the bandwidth overhead cannot be reduced via streaming
codes. Hence, integrating streaming codes into real-world
applications requires (a) predicting whether the bandwidth
overhead can be reduced without incurring decoding fail-
ures, (b) leveraging partial losses in a frame (i.e., losses of
only some packets per frame rather than all packets) and (c)
adding robustness to losses in the guard space.

4 Tambur

We present Tambur, which exploits the potential discussed
in §3.3 and addresses the challenges discussed in §2.3 by
(1) using an ML model to take predictive decisions on the
bandwidth overhead, and (2) designing a new streaming code
suitable for videoconferencing given any setting for the band-
width overhead.4 First, an ML model makes a predictive de-
cision on the number of parity symbols to allocate for each
frame. This helps to set the bandwidth overhead to match the
network conditions. Second, the parity symbols are defined to
provide (a) sequential recovery of bursts over multiple frames
while exploiting partial losses, (b) recovery of occasional
losses within a single frame immediately, and (c) robustness
to a small amount of loss in the guard space after a burst.
Third, a new methodology is employed to distribute each
frame’s data and parity symbols over multiple packets. The
design of the parity symbols and their distribution across pack-
ets constitute Tambur’s streaming code. During loss recovery,
Tambur uses the received packets from the frames involved
in a burst (i.e., partial losses), which allows for a lower band-
width overhead than is possible for existing streaming codes
that ignore such packets.

Fig. 7 shows how Tambur fits into the stack of a videocon-
ferencing application. The streaming encoder encodes data
from compressed frames into data packets and parity pack-
ets. A Bandwidth Overhead Predictor periodically selects
bandwidth overhead for each frame using a predictive (ML)
model based on the losses observed at the decoder and sends
the value to the encoder. The streaming decoder uses parity
packets to recover lost data packets. We will now describe
these components in detail.

4.1 Tambur’s streaming code
We present the code in two parts: encoding and decoding.
Encoding. We illustrate how Tambur encodes the ith frame.
Fig. 8 shows an example of encoding for τ = 3. The data

4The new streaming code builds upon recently developed theoretical
streaming codes [60, 61] while overcoming the limitations discussed in §2.3.
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Figure 7: Overview of Tambur. The components in green are
specific to Tambur.
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Figure 8: Encoding for τ = 3. Tambur splits frame i evenly
into (V [i],U [i]) and sends them over data packets. Also, Tam-
bur sends parity packets for recovering V [i−3], . . . ,V [i],U [i]
and U [i−3] and reserves space for parity symbols of frame
(i+3).

symbols of this frame, D[i], are sent in data packets, and the
parity symbols, P[i], are sent in parity packets. The sizes
of the packets are maximized subject to (a) not exceeding
an MTU (for example, 1500 bytes in our experiments) to
be equal. The previous value of the Bandwidth Overhead
Predictor determines how many parity symbols are allocated
for frame i. These parity symbols will be sent τ frames later
(see “reserved space” in Fig. 8). The number of parity symbols
sent for frame i was determined by the size of frame (i− τ).

Next, we describe how parity symbols are formed. The
symbols of P[i] are linear combinations of the symbols of
the (τ + 1) frames, {D[i], . . . ,D[i − τ]}. To define the par-
ity symbols, it helps to view the data symbols of the asso-
ciated (τ+1) frames as being divided evenly into two parts as
D[ j] = (V [ j],U [ j]), for j ∈ {i, . . . , i− τ}. Fig. 8 shows these
components in blue and green, respectively.

The symbols of P[i] are carefully designed linear combi-
nations of the symbols of V [i], . . . ,V [i− τ],U [i], and U [i− τ].
Specifically, P[i] is sum of three quantities: P[i] := P1[i] +
P2[i] +P3[i]. The symbols of P1[i] are linear combinations
of the symbols of V [i− τ], . . . ,V [i−1]. The symbols of P2[i]
are linear combinations of the symbols of U [i− τ]. The sym-
bols of P3[i] are linear combinations of the symbols of U [i]
and V [i]. All linear combinations are carefully chosen to be
linearly independent linear equations.5

Decoding. We describe the decoding process in two parts:

5It suffices to take linear equations from three different Cauchy matrices.
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Figure 9: Decoding a burst across 2 frames within τ = 3
frames delay using Tambur’s streaming code. Data symbols
labeled 1, 2, and 3 are decoded using the parity packets with
the same label.

(1) occasional packet losses and (2) burst of packet losses.
Let all frames before the loss be decoded. First, suppose that
packet loss is rare, and the size of P[i] exceeds the number of
symbols lost for frame i. Then P[i] suffices to decode the ith
frame (specifically, by solving a system of linear equations).

Second, consider a burst of packet losses across two con-
secutive frames for τ = 3, as is shown in Fig. 9. Packet losses
(red-dashed border) span frames i and (i+1). For each frame
i, the blue, green, and brown parts represent U [i], V [i], and P[i],
respectively. First, V [i] and V [i+1] are both decoded using
P[i+2], which consists of independent linear combinations
of (a) the symbols of V [i] and V [i+1], and (b) the (received)
symbols of V [i−1], U [i−1], U [i+2], and V [i+2]. Second,
for j ∈ {i, i+1}, U [ j] is decoded using P[ j+3], which con-
sists of independent linear combinations of (a) the symbols of
U [ j], and (b) the (available) symbols of V [ j−3], . . . ,V [ j], and
U [ j]. The key to this methodology is that U [i+1] is not recov-
ered by the latency deadline of D[i] (i.e., (i+3)). This enables
using extra parity symbols (i.e., P[i+4]) to recover U [i+1]
while still decoding each data packet within τ = 3 frames.
Appendix A presents the general case. If decoding fails, the
receiver queries the sender to generate a new keyframe (i.e., a
self-sufficient frame) to handle inter-frame dependencies.

There are three key differences from existing streaming
codes for videoconferencing: (1) The data symbols and parity
symbols of a frame are sent over multiple packets instead of
a single packet. (2) Each frame’s parity packets are designed
such that they are useful in recovering its lost data packets (in
addition to being useful in recovering previously sent frames).
(3) The code is flexible enough to allow per-frame bandwidth
overhead to be set using the Bandwidth Overhead Predictor.

4.2 Bandwidth overhead predictor
At a high level, Tambur makes use of a predictive model to
determine the bandwidth overhead employed by its streaming
code (i.e., the amount of “reserved space” in Fig. 8). This
predictive model takes as input a feature vector computed by
the receiver periodically (e.g., every two seconds), dubbed
a loss-pattern report. The predictive model’s output is then
sent to the sender to set the bandwidth overhead for each
frame for Tambur’s streaming code until the next loss-pattern
report is received. For example, a bandwidth overhead of 50%
means that if frame i comprises 1000 bytes, 500 bytes of
parity symbols are allocated.

Loss-pattern report. Let P be the bitmap of packet losses
since the last loss-pattern report, where 1 denotes a loss and
0 is a reception. Let F be a bitmap over all frames since the
last loss-pattern report of whether at least one of the frame’s
packets was lost. The loss-pattern report consists of the fol-
lowing 13 quantities, all of which can be computed in linear
time with a single sequential pass over F and P.

• Multi-frame burstiness and guard space sufficiency (§3).
• Fraction of losses for P and F .
• Mean number of consecutive losses for P and F .
• Mean length of guard spaces for P and F .
• Burst density [12] and gap density [12] for P and F6.
• A score employed by Teams to choose its bandwidth over-

head, which is based on the observed fraction of packet
losses and lengths of bursts.

Bandwidth overhead prediction via weighted classifica-
tion. Tambur uses an ML model to determine the bandwidth
overhead allocated per frame based on the recent loss condi-
tions. As discussed above in § 4.1, Tambur’s streaming code
enables such an approach by allowing fine-grained tuning of
the bandwidth overhead. To keep the model simple, we select
two options for the bandwidth overhead. This approach easily
generalizes to more than two values for bandwidth overhead
by using a multiclass classifier to enable tuning the bandwidth
overhead used by Tambur. In our implementation, we use a
small neural network (discussed further in §4.3), although any
methodology could be substituted.7

The ML model is trained with different weights for the
two classes based on prioritization of bandwidth savings ver-
sus minimizing decoding failures. Essentially, the higher the
weight for the class corresponding to the higher bandwidth
overhead, the greater the frequency of decoding frames, but
the lower the reduction in bandwidth overhead. Videoconfer-
encing service operators can use these weights as a knob to
prioritize reducing decoding failures or bandwidth overhead.

Neural network details. Binary classification is conducted
using a small fully connected neural network with one hid-
den layer. The input is the values of the 13 metrics for the

6The parameter gMin [12] is set to be 1 and τ for P and F respectively.
7We found ML models to outperform heuristics empirically.
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previous 3 loss-pattern reports. The cross-entropy loss is ap-
plied, and by default the weights for mistakenly reducing the
bandwidth overhead (i.e., causing a decoding failure) and not
reducing the bandwidth overhead by half (i.e., failing to save
bandwidth) are 0.999 and 0.001, respectively. We tested vari-
ous number of hidden neurons (e.g., 100, 1000, and 10000)
and selected 1000 as the smallest option to reach the point of
diminishing returns. The model is implemented and trained
in PyTorch offline using the traces based on the optimal de-
cision for reducing the bandwidth overhead without causing
decoding failures. During inference, it is instantiated in C++.

4.3 Implementation

We implemented Tambur in C++ as part of a new independent
library called Tambur that any videoconferencing application
can use.8 At the sender, Tambur takes successive compressed
frames as input and outputs data packets and parity packets. At
the receiver, Tambur decodes lost packets by solving a system
of linear equations using the symbols of the received packets.
When packets are lost, we combine properties of streaming
codes with an open-source min-cut/max-flow algorithm [11]
to determine which data symbols can be decoded using which
parity symbols in negligible time (see Appendix B). Data is
then decoded by solving the smallest full-rank systems of
linear equations.

We use a small header to provide frame-level information
needed for decoding. This includes sequence numbers for
packets and frames and relative positions of a packet within
a frame and amongst parity packets. The streaming decoder
also needs the size of the lost frame in order to decode it (even
when all packets corresponding to the frame are lost); hence,
we encode the sequence of frame sizes using a streaming code
and send one parity symbol of this code in each packet.

The library provides an interface for rapidly prototyping
new FEC schemes. We used this interface to implement the
baselines from §1 (i.e., Block-Within and Block-Multi).

The core arithmetic of linear encoding and solving a sys-
tem of linear equations for decoding is done using Jerasure
2.0 [52], an open-source library in C/C++ with modules for
key operations of erasure coding. Jerasure 2.0 is built on
top of the GF-Complete library [51], which uses Intel SIMD
instructions to perform Galois Field arithmetic quickly. Tam-
bur involves encoding data into “coding blocks” of 256 bytes,
each of which uses the same linear equations. Extending Tam-
bur to use hardware offload to encode and decode frames is a
potential avenue of future work.

Integration with videoconferencing. To validate Tambur’s
effectiveness in the real world, we integrate it with Ringmas-
ter9, a newvideoconferencing platform that emulates one-on-
one video calls for benchmarking FEC schemes. Ringmaster

8https://github.com/Thesys-lab/tambur
9https://github.com/microsoft/ringmaster

is implemented in ∼4000 lines of C++. Its video sender reads
raw frames from an input Y4M video file on disk at a precise
frame rate (e.g., 30 fps) and compresses them with the VP9
encoder in the libvpx [1] library using similar codec con-
figuration as in WebRTC [2]. A user-provided FEC scheme
provides parity data for the encoded frames, which is sent over
UDP after packetization to the video receiver. Upon receiving
the frames, the video receiver applies the FEC decoder and
VP9 decoder sequentially to decode and render the original
video frames. In addition, Ringmaster allows for requesting
new keyframes, e.g., when the receiver fails to recover a video
frame due to excessive loss of packets and thus requests the
sender to encode a new keyframe so as to resume the video.
At the end of the automated call, QoE metrics are computed
by aggregating logs from both endpoints, which record the
timestamps when each frame is encoded or decoded, along
with its frame ID, size, FEC bandwidth overhead, etc.

Ringmaster provides clean and modular interfaces that we
use to integrate it into Tambur. Combining Ringmaster with
Tambur enables benchmarks of FEC schemes’performance
featuring QoE metrics, e.g., video freezes, per-frame de-
lay, rendered frame rate, for FEC schemes implemented via
Tambur’s interface. Furthermore, Ringmaster also allows re-
searchers to isolate the impact of FEC and disable modules
that interfere with FEC, such as bandwidth estimation [13]
and packet retransmission.

5 Evaluation

To assess whether Tambur can improve the QoE, we ask:
• Can Tambur provide significant benefits for metrics relat-

ing to FEC on real-world losses?
• Do the benefits of Tambur lead to a higher QoE?

5.1 Experimental methodology and highlights

Videoconferencing application parameters. In our experi-
ments, we aim for a maximum tolerable latency of 150 ms to
meet industry recommendations [33], which is a fairly stan-
dard value for interactive video. The frame rate is taken to
be 30 fps, which is a typical value in videoconferencing. The
inter-frame arrival time for 30 fps is 33.3ms. Allowing for a
one-way frame delay of 50 ms leaves room for a decoding
delay of around 100ms. Thus, the parameter τ can be at most
3 (frames) for the end-to-end latency (i.e., 33.3τ+50) to be at
most ≈ 150 ms. The two options for the bandwidth overhead
of Tambur are to match or use half of the bandwidth over-
head of the baseline coding scheme, Block-Within, which is
introduced next.

Coding schemes. We evaluate six coding schemes. (1) Block-
Within (Fig. 2a), which applies RS codes within a frame.
This scheme is employed in production by Teams. (2) Block-
Multi (Fig. 2b) which applies RS codes across (τ+ 1) = 4
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frames. RS codes are optimal block codes, and hence the
above two baselines outperform other block codes such as
fountain or rateless codes in recovering losses and band-
width overhead. (3) Tambur-full-BW, which is a variant
of Tambur that matches Block-Within’s bandwidth overhead.
(4) Tambur-0.9, which is Tambur with the neural network
trained to prioritize bandwidth savings more by decreasing the
weight of misclassification from 0.999 to 0.9 in the loss func-
tion. Thus, Tambur-0.9 prioritizes reducing the bandwidth
overhead more than Tambur. (5) Tambur-low-BW, which
is a variant of Tambur that uses 50% of the bandwidth over-
head of Block-Within. (6) Oracle, which optimally selects
between Tambur-full-BW, Tambur-low-BW, or Block-Within.
Each time the sender obtains feedback from the receiver, the
Oracle selects the scheme with the smallest bandwidth over-
head among the scheme(s) that recover the most frames. This
choice never causes a non-recoverable loss. Consequently,
the Oracle always recovers at least as many frames as Block-
Within, Tambur, and Tambur-full-BW. The bandwidth over-
head of Block-Within and Block-Multi is never reduced to en-
sure a fair comparison of Tambur’s loss recovery capabilities
and because both baselines already perform worse than Tam-
bur despite using the full bandwidth overhead. Like Tambur,
Block-Within and Block-Multi send feedback to the sender
once FEC decoding has failed to trigger a new keyframe as a
fallback mechanism to handle inter-frame dependencies.

Metrics. We evaluate the following metrics: (1) Percent
of non-recoverable frames, which is the percentage of com-
pressed frames that are not recovered. (2) Bandwidth over-
head for FEC. (3) Percent of non-rendered frames, which is
the percent of frames that are not played by the receiver—
this includes non-recovered frames and recovered frames that
depend on non-recovered frames. (4) Latency, which is the
duration between a frame being created and rendered. (5) Fre-
quency of freezes, which is the number of times the receiver’s
video is frozen. (6) Duration of freezes, which is the cumu-
lative length of time where the receiver’s video is frozen.10

We calculate these metrics only for the frames where FEC is
applied (i.e., where FEC affects the quality). We compute one
value per call (e.g., median duration of freezes, bandwidth
overhead, etc.) and then consider the percentiles over these
values. For latency, we consider all frames over all calls.

QoE is difficult to measure precisely with so-called “QoE
models” [68] because it depends on video-specific properties
(e.g., in sports, video quality during gameplay matters more
than during timeouts). But several works [7, 21, 37] have
shown that key metrics for QoE (e.g., frequency of freezes,
duration of freezes, bandwidth, etc.) impact the mean opinion
score—the gold standard measure of QoE. These metrics also
affect user interactions (e.g., users watch more video when
there are fewer freezes). In fact, [19] showed that cumulative

10We use the definition of freezes and duration of freezes from the most
recent (unofficial) draft of identifiers for WebRTC’s statistics [10].

freeze duration is crucial for QoE, as well as the importance
of bitrate and frequency of video freezes for live video.

Offline evaluation. We evaluate the performance of Block-
Within, Tambur, Tambur-full-BW, Tambur-0.9, Tambur-low-
BW, and Oracle over the test set of traces from Teams de-
scribed in §3, which was held out from the previous analyses.
The packet logs provide the performance of Block-Within. We
make two safe assumptions to evaluate the remaining schemes
over the traces: (a) modifying the payload of a packet, but
not its size, would not change whether it is lost or received;
(b) reducing the size of a packet’s payloads would not incur
any new packet losses. Each data packet is sent identically as
in the trace, the payloads for the parity packets are changed,
the sizes of the parity packets are sometimes reduced, and
the bitmap of packet losses from the trace is used. To satisfy
the assumptions, we must force Tambur to send the number
of parity symbols allocated for each frame within the frame
(rather than delayed by τ frames), which we expect to degrade
Tambur’s performance. This enforcement alters the number
of parity packets sent under Tambur but not how their sym-
bols are defined. Block-Multi is excluded because it sends all
parity packets after the final data packet of the final frame of
the block, so its performance cannot be fairly simulated using
the production traces.

Online evaluation. We evaluate prototype implementations
of Block-Within, Block-Multi, Tambur, Tambur-full-BW, and
Tambur-0.9 integrated with Ringmaster (the videoconferenc-
ing benchmark platform described in §4.3) via network emu-
lation using Mahimahi [46] while simulating a Gilbert-Elliott
(GE) [23] loss model over a dataset of 80 videos. Specifi-
cally, we evaluate 20 video calls from [16,47] at four constant
bitrates each (namely, 500,1000,1500, and 2000 kbps) to iso-
late the effect of FEC. The bandwidth overhead is set to 50%
for Block-Within (likewise, for Block-Multi and Tambur-full-
BW).11 The GE loss model is a standard loss model which
is a Markov model with two states: “good” and “bad,” each
with an associated probability of packet loss. For a fair and
realistic comparison, different coding schemes must experi-
ence the same distribution of burst losses at the frame level
even though they send differing numbers of packets per frame.
Therefore, we consider transitions between the states occur-
ring once at the start of every frame (i.e., once every 33.3 ms)
rather than a transition between states every packet, which is
commonly used in the literature when only one packet is sent
per frame. Packets within each frame are lost independently
with the same probability. The modified GE channel can be
viewed as a buffer overflowing for a short period, as can arise
from on/off characteristics of traffic [49]. Appendix C details
how we set the parameters of the GE model based on the
losses from the traces.

Result highlights.

11The bandwidth overhead is sometimes slightly higher for all schemes
due to rounding and ensuring at least one parity packet is sent per frame.
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Figure 10: CDFs for the percent of non-recoverable frames for
the 55th through 95th percentiles and the bandwidth overhead
for the offline evaluation.

• In offline evaluation, Tambur reduces the frequency of
non-recoverable frames by 26.5% while using 35.1% less
bandwidth overhead.

• In online evaluation, Tambur reduces frequency of non-
rendered frames, frequency of freezes, and duration of
freezes by 28%, 26%, and 29%, respectively compared
to Block-Multi, and by 73%, 78%, and 77% compared to
those of Block-Within. Block-Multi has a significantly
higher latency than Block-Within (see Fig. 13b).

• Modest memory overhead and median encoding and de-
coding times of 575 KB, 1.7ms, and 3.4ms, respectively.

5.2 Offline evaluation

We assess only the frequency of non-recoverable frames and
the bandwidth overhead for offline traces because the remain-
ing metrics are unavailable. Fig. 10a shows the CDF of the
percent of non-recoverable frames from 55th to 95th per-
centiles over the traces. These percentiles correspond roughly
to the 92nd to 99th percentile over all traces. The Oracle re-
duces the total number of non-recoverable frames by 44.2%
compared to Block-Within and reflects an upper bound on
performance. Tambur-full-BW reduces the frequency of non-
recoverable frames by 33% compared to Block-Within, indi-
cating the potential improvements of using streaming codes.
In contrast, Tambur-low-BW increases the frequency of non-
recoverable frames by 34.7% compared to Block-Within, indi-
cating the need for more sophisticated methods to reduce the
bandwidth overhead without incurring a significant penalty
in non-recoverable frames. By using a predictive model to
determine the bandwidth overhead, Tambur reduces the band-
width overhead by 35% while simultaneously reducing the
number of non-recoverable frames by 26.5% compared to
Block-Within (Fig. 10b). §5.3 summarizes the spectrum of
bandwidth savings versus recovering frames for Tambur based
on tuning the associated weight parameter.
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Figure 11: Sensitivity analysis of the weights for the classes
used in the predictive model for the frequency of non-
recoverable frames and bandwidth overhead over all of the
frames where FEC is used in the traces.

5.3 Sensitivity analysis

There is an inherent trade-off in performance between the
non-recoverable frames and bandwidth overhead metrics. The
ML model for Tambur is trained using a loss function with
a weight of 0.999 on avoiding recovery failures and the re-
maining weight (i.e., 0.001) on saving bandwidth overhead
(§4.3). Fig. 11 shows the impact of this parameter on the
frame recovery performance of Tambur with the weight set
to 0.9 (i.e., Tambur-0.9) and to 0.5. The improvement in
non-recoverable frames for the two schemes are respectively
21.9% and 1.7%. The reduction in the bandwidth overhead is
respectively 40.3% and 45.2%. By contrast, recall that Tam-
bur leads to a 26.5% improvement in non-recoverable frames
and reduces the bandwidth overhead by 35.1%. Reducing the
value of the parameter reduces the frequency of recovering
frames and increases the reduction in the bandwidth overhead.
Videoconferencing service operators can use these weights as
a knob to prioritize one metric over another.

5.4 Online evaluation

Next, we establish Tambur’s potential to improve the QoE. To
facilitate an easy comparison with the offline evaluation, we
show the frequency of non-recoverable losses and the band-
width overhead (as in §5.2) in Fig. 12. On average, Tambur
reduces the number of non-recoverable frames by 69% com-
pared to Block-Within and 34% compared to Block-Multi.
Tambur-0.9 reduces the number of non-recoverable frames by
65% compared to Block-Within and 26% compared to Block-
Multi despite Block-Multi’s much higher latency (Fig. 13b).
The results differ slightly from the offline evaluation at the
lower percentiles because of setting the parameters of the
channel based on average loss statistics over all the traces.
This significantly reduced the frequency of calls with low loss
rates where any coding scheme suffices to recover nearly all
frames (i.e., sophisticated FEC schemes are unnecessary).

Tambur—which is conservative in risking recovery failures
to save bandwidth—reduces the bandwidth overhead by 3%

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    963



0 2 4 6 8
Non-recoverable frames per trace (%)

0.0

0.2

0.4

0.6

0.8

1.0

C
D

F

Block-Multi
Block-Within

Tambur-0.9
Tambur
Tambur-full-BW

Better

(a) Non-recoverable frames

25 30 35 40 45 50
Bandwidth overhead per trace (%)

0.0

0.2

0.4

0.6

0.8

1.0

C
D

F

Block-Multi
Block-Within

Tambur-0.9
Tambur
Tambur-full-BW

Better

(b) Bandwidth overhead

Figure 12: CDFs for the percent of non-recoverable frames
and the bandwidth overhead for the online evaluation.

on average of the calls. In contrast, Tambur-0.9 reduces the
bandwidth overhead by an average of over 8%. These results
reflect both schemes reducing the bandwidth overhead sig-
nificantly on some calls but only negligibly on many others,
which is expected given the loss rates of most calls. Tambur-
0.9’s bandwidth savings are especially pronounced at the
lower percentiles (e.g., 31% at the 10th percentile and 15% at
the 20th percentile). Tambur-0.9 provides a win-win by both
recovering more frames and saving bandwidth despite the
online evaluation reflecting out-of-sample performance for its
neural network, which was trained offline over the production
traces. The results further validate the trade-off between the
bandwidth overhead and recovering frames discussed in §5.3.

Next, we examine the percent of non-rendered frames in
Fig. 13a; recall that fewer frames are rendered than recovered
due to inter-frame dependencies. Tambur reduces the fre-
quency of failing to render frames compared to Block-Multi
and Block-Within by an average of 28% and 73%, respec-
tively. Tambur does worse than Block-Multi at the tail, but this
only occurs after all schemes have a failure rate above 23%.
Thus, all schemes should employ more redundancy. Tambur-
0.9 decreases the frequency of failing to render frames by
an average of 70% and 20% compared to Block-Within and
Block-Multi, respectively. Tambur-0.9 modestly increases the
frequency by 1% at the 75th percentile compared to Block-
Multi. Overall, the rate of rendering frames can be improved
while simultaneously reducing the bandwidth overhead for
most calls. The results are the first to establish the benefits of
streaming codes when there are inter-frame dependencies.

Fig. 13b shows that the end-to-end latency is within
the upper limit of approximately 150ms for all schemes.
Block-Within’s latency is slightly lower due to a shorter en-
code/decode time and always recovering rendered frames
using the parity of the same frame (see Fig. 15 and Fig. 16
in Appendix D); Tambur decodes 87% of frames without ex-
tra frames versus 88% for Block-Within, so the extra latency
from the waiting for extra frames should really be compared to
Block-Within failing to decode at all. We argue that Tambur’s
small cost (e.g., an extra 1.7ms to encode and 3.4ms to decode
at the median) is worthwhile due to substantial improvements
across the remaining QoE metrics. We also note that our im-
plementation of Tambur’s streaming code is not yet optimized
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Figure 13: Tambur renders significantly more frames than
Block-Multi and with lower latency. Tambur’s modestly
higher latency than Block-Within is more than offset by the
improvement in rendering frames.12

for fast encoding/decoding; hence, we believe it can be signif-
icantly faster. Our goal is to establish that Tambur’s streaming
code is practical enough for videoconferencing applications.

Recall from Fig. 1 that Tambur reduces the frequency of
freezes by 78% and 26% compared to Block-Within and
Block-Multi, respectively, and Tambur-0.9 reduces the fre-
quency of freezes by 75% and 17% compared to the two
respective baselines. Fig. 14a shows that Tambur and Tambur-
0.9 each reduce the median duration of freezes compared to
Block-Multi by 30ms on average. Tambur and Tambur-0.9
each have a 90ms longer median duration of freezes than
theBlock-Within because Block-Within has over 300% more
freezes than Tambur does. Many of the extra freezes are short,
reducing Block-Within’s median value to below Tambur’s.

Tambur-0.9 reduces the cumulative duration of freezes by
an average of 69% compared to Block-Within. The cumula-
tive duration of freezes is 17% lower for Block-Multi than
for Tambur-0.9 despite Tambur-0.9 having on average 11%
shorter median durations of freezes and 17% fewer freezes.
While the combined effect of the frequency and duration of
freezes on the QoE for Block-Multi and Tambur-0.9 are simi-
lar, recall that Tambur-0.9 also improves the bandwidth over-
head and renders more frames for most traces. As such, we
expect Tambur-0.9 to provide an overall higher QoE. Tambur
has an average of 77% and 28% shorter cumulative durations
of freezes than Block-Within and Block-Multi, respectively,
which is a clear win. Tambur, Tambur-0.9, and Tambur-full-
BW exhibit higher cumulative durations of freezes at the tail
than Block-Multi. We argue that this matters less because the
tail QoE is already bad, indicating that all schemes needed
more bandwidth overhead. Appendix E explains how this
phenomenon is an artifact of the implementation and includes
our proposed a solution.

The benefits across QoE metrics of Tambur, Tambur-full-
BW, and Tambur-0.9 suggest a markedly improved QoE com-
pared to Block-Within and Block-Multi. Without using ML
to reduce the bandwidth overhead, Tambur-full-BW offers a
substantial improvement over the two baselines. Tambur and

12We omit the 90th percentile since over 10% of frames are not rendered.
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Figure 14: Tambur has a higher median duration of freezes
than Block-Within but a significantly smaller cumulative du-
ration of freezes because Tambur has 78% fewer freezes than
Block-Within (Fig. 1). Tambur has a lower cumulative and
median duration of freezes than Block-Multi.

Tambur-0.9 progressively trade off improvements in loss re-
covery with bandwidth overhead. Overall, the results illustrate
a Pareto frontier of the benefits of streaming codes across the
QoE metrics that could be studied further in future work.

6 Related work

FEC for videoconferencing. From the early days of VoIP
and Internet-based audio and videoconferencing, FEC has
played a key role in recovering lost packets (e.g., [50]). As
standards for real-time media and conferencing developed,
RTP payload formats for various FEC schemes were defined
(e.g., [62]). Later, the FECFRAME working group of the
IETF [58] documented traditional FEC schemes such as parity
codes [9] and RS codes [57], as well as LDPC [56] and Raptor
codes [65]. As the WebRTC project developed based on these
standards, it also incorporated the use of FEC to protect media
streams [32, 64]. All these codes are block codes. As such,
RS codes (i.e., the main baselines against which Tambur was
evaluated) have the best loss recovery capabilities of any of
them, including fountain [40] and raptor codes [63]. FEC has
also been used for rate adaptation. For example, a proposed
rate adaptation algorithm for WebRTC, known as FBRA [45],
uses extra FEC packets to probe for additional bandwidth,
with the benefit that some of the packet losses due to self-
induced congestion can be recovered by the FEC.

Streaming codes. In addition to the prior work discussed in
§2 and §4, streaming codes have also been studied under vari-
ous other theoretical models, such as multiplexing with two
different decoding delays [4] and multiple burst losses [38].
However, these settings are not directly relevant to our focus
on videoconferencing applications.

Alternatives to FEC. Prior work has explored avoiding lossy
paths using overlay networks (e.g., Via [34] and J-QoS [31]).
While these can be effective in some circumstances, there are
two drawbacks to relying only on such approaches. Firstly,
these assume that a suitable alternative path exists (i.e., that
the lossy portion of the path is on a transit network that can

be avoided, rather than on the user’s home network or last-
mile to the ISP, and that there is available interconnectivity
with the provider’s overlay network); in the current era of
hybrid work, enterprises cannot completely eliminate loss
through traditional QoS approaches. Secondly, when overlay
networks are a feasible solution, there needs to be a careful
analysis of when to apply this approach since there is a high
financial cost to relaying traffic and fixed capacity on provider
networks. Another alternative to FEC is using retransmission
to recover losses (e.g., [30]), provided the end-to-end latency
is tolerable. However, when there is both high latency and
loss (e.g., in cases of acute congestion), retransmission is not
always feasible [3]. Tambur provides a flexible end-to-end
solution within the application that adapts to any path and is
orthogonal to these other approaches.

7 Conclusion

This work introduces Tambur—a new communication scheme
for bandwidth-efficient loss recovery for videoconferencing
comprising two components. First, a new streaming code
that bridges the gap between theoretical streaming codes
and videoconferencing applications, which takes as input any
given bandwidth overhead. Second, a learning-based predic-
tive model to set the bandwidth overhead. Tambur simultane-
ously reduces the frequency of non-recoverable frames and
the bandwidth overhead by 26.5% and 35.1%, respectively,
in our evaluation over large-scale real-world traces from a
commercial videoconferencing application. We also design
the first videoconferencing framework for implementing and
evaluating FEC schemes. The framework enables easy eval-
uation of the QoE benefits of new communication schemes
by providing a simple interface to incorporate (a) new FEC
schemes and (b) new learning-based predictive models. Using
the framework, we evaluate Tambur and show improvements
in QoE metrics, including 26% fewer freezes and 28% fewer
non-rendered frames. The benefits establish streaming codes
as a viable solution to recovering lost packets for videoconfer-
encing applications. The results thus also show the promise
of streaming codes for other live-streaming applications such
as cloud gaming.
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Appendices

A Recovering a burst with Tambur’s stream-
ing code

Consider a burst of length b starting in frames i and delay
constraint τ. Suppose all frames before the burst have been
decoded. First, the received symbols of P[i], . . . ,P[i+b−1]
as well as P[i+ b], . . . ,P[i+ τ] are used to decode the lost
symbols of V [i], . . . ,V [i+ b− 1]. Second, each U [ j] for j ∈
{i, . . . , i+b} is decoded using P[ j+τ]. In both steps, decoding
follows from solving a system of linear equations.

B Tambur’s streaming code’s flow network

The graph of the flow network at a high level represents
each P[i] that may be used in decoding with a node with
an edge into nodes corresponding to each of U [i], U [i −
τ],V [i], . . . ,V [i − τ], where one unit of flow represents de-
coding one symbol. The flow network is small (i.e., at most
(5τ+3) vertices and (2τ2 +11τ+5) edges for τ = 3). There-
fore, the time to solve it is negligible compared to solving the
system of linear equations.

C Parameters of the GE channel

To set the parameters of the GE channel for the offline evalu-
ation, we first identify settings that match several aggregate
statistics of the production traces as follows. The probability
of transitioning from the bad state to the good state (respec-
tively, vice versa) is the mean over traces of one divided by the
mean length of bursts (respectively, guard spaces) in frames.
The probability of loss in the bad state equals the mean over
traces of the multi-frame burstiness. The probability of loss
in the good state is then set so that the expected loss rate
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Figure 15: The encoding and decoding times are modest.

matches the mean loss rate over traces given the other three
parameters. To ensure our results hold for varying network
conditions, we then draw the values for each of the four param-
eters uniformly at random from intervals around these values
(rounded to increments of 0.05) as follows. The probability
of transitioning from the good state to the bad state and vice
versa are distributed as Uniform(0, 0.05) and Uniform(.75,
.9), respectively. The probability of loss in the good and bad
states are distributed as Uniform(0, 0.05) and Uniform(0.05,
1), respectively.13

D Encoding and decoding overheads

We compare the encoding and decoding time for Tambur with
that of Block-Within, which is the fastest of all the baselines
(Fig. 15). As seen in Fig. 15, the time to encode and decode is
comparable to Block-Within and is only a small fraction of the
end-to-end latency budget of 150 ms. The median times for
encoding are 1.7ms and .6ms for Tambur and Block-Within,
respectively, whereas decoding takes 3.4ms and .7ms for Tam-
bur and Block-Within, respectively. Because Tambur operates
over multiple frames of varying sizes, encoding and decod-
ing times are slightly longer and more variable. Our imple-
mentation of Tambur requires a fixed amount of memory of
approximately 575 KB during encoding and decoding.

But times for encoding and decoding are just a small com-
ponent of the end-to-end latency. The 50ms one-way delay
and the number of extra frames used in decoding (see Fig. 16)
have more pronounced effects. Recall that each additional
frame used in adds approximately 33 ms to the end-to-end
latency, so using fewer extra frames is faster. Tambur does
not decode within the same frame only 1% more frequently
than Block-Within, which cannot use extra frames in decod-
ing. Tambur uses extra frames to decode only 8% of the time.
Block-Multi decodes 24%, 23%, 23%, and 23% of frames
with 0,1,2, and 3 extra frames, respectively. Each extra frame
adds ≈ 33 ms to the end-to-end latency.

13The results were similar when we varied the ranges.
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Figure 16: Tambur recovers nearly as many frames as Block-
Within using no extra frames and also recovers more over-
all. Block-Multi recovers an approximately equal number of
frames using 0, 1, 2, and 3 extra frames.

E Tail duration of freezes

Recall from Fig. 14b that Tambur, Tambur-0.9, and Tambur-
full-BW have higher tail durations of freezes than Block-
Multi. The reason for the poor performance is threefold. First,
Tambur, Tambur-0.9, and Tambur-full-BW fail to render more
frames at the tail, as was discussed in §5.2. Second, the sender
generates a keyframe (often ending a freeze) once it learns
of recovery failures. Because Block-Within can only recover
a frame using the parity packets within the same frame, a
keyframe is requested 3 frames sooner (i.e., ≈ 100 ms faster)
than when Tambur (or Tambur-0.9) is used. Many of the 78%
of freezes under the Block-Within where Tambur does not
freeze are therefore short and shift the entire distribution of
cumulative duration of freezes for Block-Within, including
the tail; if we added 0ms freezes for Tambur (or Tambur-0.9)
for these instances, their distributions would likewise shift.
Third, encoding across multiple frames can make it harder
to recover a keyframe triggered by a freeze of several lost
frames. This phenomenon does not impact Block-Within and
affects Block-Multi less than any of Tambur, Tambur-0.9,
and Tambur-full-BW (e.g., does not affect on Block-Multi
whenever the keyframe is in the first position within the block
of (τ+1) = 4 frames). The phenomenon also contributes to
a difference in the frequency of recovered frames (Fig. 12a)
and rendered frames (Fig. 13a). There is a natural solution
that is outside of the scope of this work. When the sender
triggers a new keyframe due to a loss, it should stop taking
linear combinations of frames from before the new keyframe.
Doing so will strictly (a) increase the frequency of displaying
frames and (b) decrease the mean and median duration of
freezes. It will benefit Tambur, Tambur-0.9, and Tambur-full-
BW the most, but it will also improve Block-Multi to a lesser
extent.

F Analysis of recovering bursts

Next, we evaluate Tambur’s capabilities for recovering bursts
of packets across multiple frames; to do so fairly, we must fix
the bandwidth overhead, so “Tambur” refers to Tambur-full-
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Figure 17: Given the same bandwidth budget as Block-Within,
Tambur is more likely to recover all or zero frames from a
burst loss over production traces.
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Within/Block-Multi, Tambur provides greater improvement
for longer bursts over an emulated network.

BW for the remainder of §F. Fig. 17 shows the distribution
of the number of packets recovered for each burst length (in
frames) for the offline evaluation. In Fig. 17, the distribution
of the number of packets recovered for each burst length (in
frames) is shown. Bursts encompassing 2, 3, and 4 frames
constitute 23%, 7%, and 3.3% of all lossy events, respectively.
For these losses, Tambur recovers all lossy frames 66.8%,
103%, and 97.3% more frequently than Block-Within. For
the longer (less frequent) bursts of lengths 3 and 4, when the
bandwidth overhead is insufficient, Tambur fails to recover
any frames 65.9% and 87% more frequently than the Block-
Within. This follows from the Block-Within being more likely
to recover some (but not all) of the frames when there is insuf-
ficient bandwidth overhead to recover all losses. In contrast,
when the bandwidth overhead is insufficient to recover a burst
in its entirety, streaming codes are likely to fail to recover all
of the frames. However, note that the overall performance of
Tambur is still better than the Block-Within: Tambur recovers
21.8%, 12.4%, and 2.3% more frames than the Block-Within
for bursts of 2,3, and 4 frames, respectively. Tambur also out-
performs Block-Within in recovering losses limited to a single
frame, as parity packets sent with later frames can be used in
recovery. In short, Tambur performs significantly better for
bursts across up to 3 frames than Block-Within and offers
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more modest gains for bursts across 4 frames.
We also evaluate Tambur’s effectiveness at recovering

bursts in the online evaluation. Because the loss of a sin-
gle packet of a frame means that the frame is “lost” under our
definition of a burst, longer bursts usually only involve being
in the bad state for one, two, or sometimes three frames. We
consider the mean number of frames recovered among a burst
encompassing 1, 2, 3, 4, or greater than 4 frames in Fig. 18.
Tambur reduces the frequency of non-recoverable frames by
70.5%, 68.0%, and 65.8% compared to Block-Within over
bursts of 2, 3, and 4 frames respectively. Tambur reduces the
frequency of non-recoverable frames by 35.8%, 40.3%, and
47.4% compared to Block-Multi over bursts of 2, 3, and 4,
respectively.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    971





Gemel: Model Merging for Memory-Efficient, Real-Time Video Analytics at the Edge

Arthi Padmanabhan⋆§ Neil Agarwal⋆¶ Anand Iyer† Ganesh Ananthanarayanan†

Yuanchao Shu‡ Nikolaos Karianakis† Guoqing Harry Xu§ Ravi Netravali¶

§UCLA †Microsoft Research ‡Zhejiang University ¶Princeton University

Abstract
Video analytics pipelines have steadily shifted to edge de-
ployments to reduce bandwidth overheads and privacy vio-
lations, but in doing so, face an ever-growing resource ten-
sion. Most notably, edge-box GPUs lack the memory needed
to concurrently house the growing number of (increasingly
complex) models for real-time inference. Unfortunately, ex-
isting solutions that rely on time/space sharing of GPU re-
sources are insufficient as the required swapping delays re-
sult in unacceptable frame drops and accuracy loss. We
present model merging, a new memory management tech-
nique that exploits architectural similarities between edge
vision models by judiciously sharing their layers (includ-
ing weights) to reduce workload memory costs and swap-
ping delays. Our system, Gemel, efficiently integrates merg-
ing into existing pipelines by (1) leveraging several guid-
ing observations about per-model memory usage and inter-
layer dependencies to quickly identify fruitful and accuracy-
preserving merging configurations, and (2) altering edge in-
ference schedules to maximize merging benefits. Experi-
ments across diverse workloads reveal that Gemel reduces
memory usage by up to 60.7%, and improves overall accu-
racy by 8-39% relative to time or space sharing alone.

1 Introduction
Fueled by the proliferation of camera deployments and sig-
nificant advances in deep neural networks (DNNs) for vision
processing (e.g., classification, detection) [19,28,46,69,74],
live video analytics have rapidly grown in popularity [25,35,
60,71,113]. Major cities and organizations around the world
now employ thousands of cameras to monitor intersections,
homes, retail spaces, factories, and more [1, 5, 6, 10]. The
generated video feeds are continuously and automatically
queried using DNNs to power long-running applications for
autonomous driving, footfall tracking, traffic coordination,
business analytics, and surveillance [2, 11–13, 34].

In order to deliver highly-accurate query responses in real
time, video analytics deployments have steadily migrated
to the edge [25, 78, 107]. More specifically, pipelines rou-
tinely incorporate on-premise edge servers (e.g., Microsoft
Azure Stack Edge [4], Amazon Outposts [3]) that run in
hyper-proximity to cameras (in contrast to traditional edge
servers [32, 37, 79, 104]), and possess on-board GPUs to aid
video processing. These edge boxes are used to complement
(or even replace [21,29]) distant cloud servers by locally per-
forming as many inference tasks on live video streams as

⋆ These authors contributed equally to this work.
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possible [29, 53, 71, 117]. Generating responses directly on
edge boxes reduces transfer delays for shipping data-dense
video over wireless links [44, 73, 117] while also bringing
resilience to outbound edge-network link failures [7,80] and
compliance with regional data privacy restrictions [77, 85].

To reap the above benefits, video analytics deployments
must operate under the limited computation resources of-
fered by edge boxes. On the one hand, due to cost, power,
and space constraints, edge boxes typically possess weaker
GPUs than their cloud counterparts [4, 21, 95]. On the other
hand, analytics deployments face rapidly increasing work-
loads due to the following trends: (1) more camera feeds
to analyze [21, 53, 55], (2) more models to run due to in-
creased popularity and shifts to bring-your-own-model plat-
forms [16, 24, 38, 54], and (3) increased model complexity,
primarily through growing numbers of layers and parame-
ters (Figure 1) [15, 56, 57, 108]. Taken together, the result is
an ever-worsening resource picture for edge video analytics.
Problems. Although GPU computation resources are holis-
tically constrained on edge boxes, this paper focuses on GPU
memory restrictions, which have become a primary bottle-
neck in edge video analytics for three main reasons. First,
GPU memory is costly due to its high-bandwidth nature [83,
86, 93], and is thus unlikely to keep pace with the ever-
growing memory needs of DNNs (Figure 1). Second, we em-
pirically find that existing memory management techniques
that time/space-share GPU resources [26, 39, 50, 56, 94, 110]
are insufficient for edge video analytics, resulting in skipped
processing on 19-84% of frames, and corresponding accu-
racy drops up to 43% (§3). The underlying reason is that
the costs of loading vision DNNs into GPU memory (i.e.,
swapping) are prohibitive and often exceed the correspond-
ing inference times, leading to sub-frame-rate (< 30 fps) pro-
cessing and dropped frames due to SLA violations [94,114].
Such accuracy drops are unacceptable for important vision
tasks, especially given that each generation of vision DNNs
brings only 2-10% of accuracy boosts – that after painstaking
tuning [22, 52, 64, 98]. Third, compared to computation bot-
tlenecks [29,39,40,60,71], GPU memory restrictions during
inference have been far less explored in video analytics.
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Contributions. We tackle this memory challenge by mak-
ing two main contributions described below. The design and
evaluation of our solution are based on a wide range of pop-
ular vision DNNs, tasks, videos, and resource settings that
reflect workloads observed in both our own multi-city pilot
video analytics deployment and in prior studies (§2).

Our first contribution is model merging, a fundamentally
new approach to tackling GPU memory bottlenecks in edge
video analytics that is complementary to time/space-sharing
strategies (§4). With merging, we aim to share architec-
turally identical layers across the models in a workload such
that only one copy of each shared layer (i.e., one set of
weights) must be loaded into GPU memory for all models
that include it. In doing so, merging reduces both the number
of swaps required to run a workload (by reducing the overall
memory footprint) and the cost of each swap (by lowering
the amount of new data to load into GPU memory).

Our merging approach is motivated by our (surprising)
finding that vision DNNs share substantial numbers of lay-
ers that are architecturally (i.e., excluding weights) identical
(§4.1). Such commonalities arise not only between identi-
cal models (100% sharing), but also across model variants
in the same (up to 84.6%) and in different (up to 96.3%)
families. The reason is that, despite their (potentially) differ-
ent goals, vision DNNs ultimately employ traditional com-
puter vision (CV) operations (e.g., convolutions) [22, 64],
operate on unified input formats (e.g., raw frames), and per-
form object-centric tasks (e.g., detection, classification) that
rely on common features such as edges, corners, and mo-
tion [27, 31, 65, 66, 88, 106, 118, 119].

Our analysis reveals that exploiting these architectural
commonalities via merging has the potential to substantially
lower memory usage (17.9-86.4%) and boost accuracy (by
up to 50%) in practice. However, achieving those benefits
is complicated by the fact that edge vision models typically
use different weights for common layers due to training non-
linearities [62, 63] and variance in target tasks, objects, and
videos; and yet, merging requires using unified weights for
each shared layer. Digging deeper, we observe that there
exists an inverse relationship between the number of shared
layers and achieved accuracy during retraining. Intuitively,
this is because for shared layers to use unified weights, other
layers must adjust their weights accordingly during retrain-
ing; the more layers shared, the harder it is for (the fewer)
other layers to find weights to accommodate such constraints
and successfully learn the target functions [23, 70]. Worse,
determining the right layers to merge is further complicated
by the fact that (1) it is difficult to predict precisely how
many layers will be shareable before accuracy violations oc-
cur, and (2) each instance of retraining is costly.

Our second contribution is Gemel, an end-to-end system
that practically incorporates model merging into edge video
analytics by automatically finding and exploiting merg-
ing opportunities across user-registered vision DNNs (§5).

Gemel tackles the above challenges by leveraging two key
observations: (1) vision DNNs routinely exhibit power-law
distributions whereby a small percentage of layers, often to-
wards the end of a model, account for most of the model’s
memory usage, and (2) merging decisions are agnostic to
inter-layer dependencies, and accordingly, a layer’s merge-
ability does not improve if other layers are also shared.

Building on these observations, Gemel follows an incre-
mental merging process whereby it attempts to share one
additional layer during each iteration, and selects new lay-
ers in a memory-forward manner, i.e., prioritizing the (few)
memory-heavy layers. In essence, this approach aims to reap
most of the potential memory savings as quickly, and with
as few shared layers, as possible. Gemel further accelerates
the merging process by taking an adaptive approach to re-
training that detects and leverages signs of early successes
and failures. At the end of each successful iteration, Gemel
ships the resulting merged models to the appropriate edge
servers, and carefully alters the time/space-sharing scheduler
– a merging-aware variant of Nexus [94] in our implemen-
tation – to maximize merging benefits, i.e., by organizing
merged models to reduce the number of swaps, and the de-
lay for each one. Importantly, Gemel verifies that merging
configurations meet accuracy targets prior to deployment at
the edge, and also periodically tracks data drift.

Results. We evaluated Gemel on a wide range of work-
loads and edge settings (§2, §6.3). Overall, Gemel re-
duces memory requirements by up to 60.7%, which is 5.9-
52.3% more than stem-sharing approaches that are funda-
mentally restricted to sharing contiguous layers from the
start of models (Mainstream [59]), and within 9.3-29.0%
of the theoretical maximum savings (that disregard layer
weights). These memory savings lead to 13-44% fewer
skipped frames and overall accuracy improvements of 8-
39% compared to space/time-sharing GPU schedulers alone
(Nexus [94]). Source code and datasets for Gemel are avail-
able at https://github.com/artpad6/gemel nsdi23.

2 Methodology & Pilot Study
We begin by describing the workloads used in this paper.
They were largely derived from our experience in deploy-
ing a pilot video analytics system in collaboration with two
major US cities (one per coast), for road traffic monitoring.

Models and tasks. In line with other video analytics frame-
works [16,24,38,54], users in our deployment provided pre-
trained models when registering queries to run on different
video feeds. Due to the complexity of model development,
we observe that users opt to leverage existing (popular) ar-
chitectures geared for their target task (e.g., YOLOv3 for ob-
ject detection), and train those models for specific object(s)
of interest and datasets (e.g., detecting vehicles at Main St.)
to generate a unique set of weights. Despite being allowed,
custom architectures were never provided in our deployment.
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Accordingly, we selected the 7 most popular families
of models across our pilot deployment and recent litera-
ture [21,26,49,50,53,59–61,71,109]: YOLO, Faster RCNN,
ResNet, VGG, SSD, Inception, and Mobilenet. From each
family, we selected up to 4 model variants (if available)
that exhibit different degrees of complexity and compres-
sion. For instance, from YOLO, we consider {YOLOv3,
Tiny YOLOv3}; similarly, we consider ResNet{18, 50, 101,
152}. The selected models focus on two tasks – object classi-
fication and detection – and for each, we train different ver-
sions for all combinations of the following objects: people
and vehicles (e.g., cars, trucks, motorbikes). Classification
and detection accuracy are measured using F1 and mAP [36].
Videos. Our dataset consists of video streams from 12 cam-
eras in our pilot deployment that span two metropolitan ar-
eas. From each region, we consider cameras at adjacent in-
tersections, and those spaced farther apart within the same
metropolitan area; this enables us to consider different edge
box placements, i.e., at a traffic intersection vs. further up-
stream to service a slightly larger geographic location. From
each stream, we scraped 120 minutes of video that cover 24-
hour periods from four times of the year.
Edge boxes. Our review of on-premise edge boxes focused
on 5 commercial offerings: Microsoft Azure Stack Edge [4],
Amazon Outposts [3], Sony REA [97], NVIDIA Jetson [8],
and Hailo Edge-AI-box [43]. These servers each possess on-
board GPUs and offer 2-16 GB of total GPU memory. Since
edge inferences do not typically span multiple GPUs, we fo-
cus on model merging and inference scheduling per GPU.
This does not restrict Gemel to single-GPU settings; rather,
it means that our merging and scheduling techniques are ap-
plied separately to the DNNs in each GPU, with the assump-
tion that each merged model runs on only one GPU.
Workload construction. Recent works highlight that 10s of
videos are usually routed to each edge box [13, 53], which
runs upwards of 10 queries (or DNNs) on each feed [16,21].
Our experience was similar: it was typical to direct the max
possible number of feeds to an edge box, with the goal of
minimizing the number of edge boxes required to process the
workload. To cover this space, and since we focus on per-
GPU inference optimization, we generated an exhaustive list
of all possible workloads sized between 2-50 DNNs using
the models above. We then sorted the list in terms of the
potential (percentage) memory savings (using the methodol-
ogy from §4), and selected 15 workloads: 3 random work-
loads from the lower quartile (i.e., Low Potential (LP1-3)), 6
from the middle 50% (i.e., Medium Potential (MP1-6)), and
6 from the upper quartile (i.e., High Potential (HP1-6)). We
chose this ratio to match that from our deployment. MP and
HP workloads each constituted 30-50% of the total work-
loads since (1) users tended to employ the same few model
variants from a limited set of popular families, and (2) each
user typically used the same architecture (but not weights)
for different feeds in a region. LP workloads were less com-
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Figure 2: Per-workload memory requirements for two popular
batch sizes used in video analytics [94]. Dashed lines represent
the available GPU memory on several commercial edge boxes.

mon (<20%), and arose from different users opting for dif-
ferent model families.

Each workload was randomly assigned to one of the cities,
with the constituent models being randomly paired with the
available videos. The extended version [82] details the work-
loads, each of which exhibits heterogeneity in terms of the
families, tasks, videos, and (combinations of) target objects.
In summary, the workloads contain 3-42 queries (avg: 15)
across 3-7 video feeds (avg: 5), featuring 2-10 unique mod-
els (avg: 6) and 2-5 different objects (avg: 4). We consider
additional workloads, models, objects, and videos in §6.3.
Result presentation. End-to-end accuracy depends on the
available GPU memory. However, each workload requires a
different minimum amount of memory to run, i.e., the GPU
should be able to load/run the most memory-intensive model
in isolation for a batch size of 1. Further, the memory needed
to avoid swapping (i.e., to load all models and run one at a
time) also varies per workload; we call this no swap. To en-
sure comparability across all presented accuracy results and
to focus on memory-bottlenecked scenarios, we assign each
workload three memory settings to be evaluated on (listed in
[82]): (1) the minimum value (min), (2) 50% of the no swap
value (50%), and (3) 75% of the no swap value (75%).

3 Motivation
3.1 Memory Pressure in Edge Video Analytics

To run inference with a given model, that model’s layers and
parameters must be loaded into the GPU’s memory, with suf-
ficient space reserved to house intermediate data generated
while running, e.g., activations. The amount of data gener-
ated (and thus, memory consumed) during inference depends
on both the model architecture and the batch size used; a
higher batch size typically requires more memory.

Figure 2 shows the total amount of memory (i.e., for both
loading and running) required for each of our workloads and
two batch sizes; the listed numbers exclude the fixed mem-
ory that ML frameworks reserve for operation, e.g., 0.8 GB
for PyTorch [18]. As shown, many workloads do not directly
fit into edge box GPUs, and the number of edge boxes nec-
essary to support a given workload can quickly escalate. For
instance, even with a batch size of 1 frame, 73% of our work-
loads need more than one edge box possessing 2 GB of GPU
memory; with a batch size of 4, 60% and 27% require more
than one edge box with 8 GB and 16 GB of memory.
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Model Load Memory Run Memory (Time)

(Time) BS=1 BS=2 BS=4

YOLOv3 0.24 (49.5) 0.52 (17.0) 0.73 (24.0) 1.22 (39.9)
ResNet152 0.24 (73.3) 0.65 (24.8) 0.98 (26.3) 1.71 (26.7)
ResNet50 0.12 (27.1) 0.35 (8.4) 0.50 (8.5) 0.84 (8.5)
VGG16 0.54 (72.2) 0.74 (2.1) 0.89 (2.4) 1.18 (2.4)
Tiny YOLOv3 0.04 (6.7) 0.15 (3.0) 0.18 (5.2) 0.24 (5.2)
Faster RCNN 0.73 (117.3) 3.70 (115.4) 6.96 (210.1) 12.47 (379.4)
Inceptionv3 0.12 (11.8) 0.19 (9.1) 0.23 (9.1) 0.34 (9.1)
SSD-VGG 0.11 (16.1) 0.23 (16.5) 0.33 (25.7) 0.51 (44.6)

Table 1: Memory (GB) and time (ms) requirements for load-
ing/running inference with 3 different batch sizes (in frames).
Run memory values include load values, but exclude memory
needs of serving frameworks. Results use a Tesla P100 GPU.

Table 1 breaks this memory pressure down further by list-
ing the amount of loading and running memory required for
representative models in our workloads. When analyzed in
the context of the scale of edge video analytics workloads,
the picture is bleak, even with a batch size of 1. For exam-
ple, a 2 GB edge box can support only 1, 2, or 3 VGG16,
YOLOv3, or ResNet50 models, respectively, after account-
ing for the memory needs of the serving framework. Moving
up to 8 and 16 GB edge boxes (of course) helps, but not
enough, e.g., an 8 GB box can support 13 YOLOv3 or 2
Faster RCNN models, both of which are a drastic drop from
the 10s of models that workloads already involve (§2).

3.2 Limitations of Existing GPU Memory Management

Space and time sharing. Existing learning frameworks
recommend model allocation at the granularity of an entire
GPU [56]. Space-sharing techniques [14,17] eschew this ex-
clusivity and partition GPU memory per model. Although
space-sharing approaches are effective when a workload’s
models can fit together in GPU memory, they are insufficient
when that does not hold, which is common at the edge (§3.1)

There are two natural solutions when a workload’s models
cannot fit together in the target GPU’s memory. The first is
to place models on different GPUs [39, 94], which resource-
constrained edge settings cannot afford. The second is to
time share the models’ execution in the GPU by swapping
them in and out of GPU memory (from CPU, via a PCIe in-
terface) [26,39,50,94,110]. However, as we will show next,
time-sharing techniques are bottlenecked by frequent model
swapping, which severely limits their utility. More recently,
SwapAdvisor [50] and Antman [110] proposed swapping at
finer granularities, e.g., individual or a few layers. However,
even these approaches are limited in our case because a hand-
ful of layers in vision DNNs typically account for most mem-
ory usage (§5.2); edge boxes often lack the GPU memory to
concurrently house even these expensive singular layers.

We evaluated time-sharing strategies in our setting by con-
sidering a hybrid version that packs models into GPU mem-
ory, and executes as many models as possible while ensur-
ing that swapping costs for the next model to run are hid-
den. Concretely, we extend Nexus [94] to incorporate such
pipelining. Our variant first organizes models in round-robin
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Figure 3: Achieved accuracy with time/space-sharing alone
(i.e., using our Nexus variant) for different memory availability
(following the definitions in §2). Bars list results for the median
workload in each class, with error bars spanning min to max.

order (as Nexus does), and profiles the workload offline
to determine the best global list of per-model batch sizes
that maximizes the minimum achieved per-model through-
put while adhering to an SLA (i.e., a per-frame processing
deadline). Using those batch sizes, the scheduler traverses
the round robin order with the goal of minimizing GPU idle
time: when loading the next model, if there does not exist
sufficient memory to load both parameters and intermedi-
ates, the most recently run model (i.e., the one whose next
use is in the most distant future) is evicted to make space.

Figure 3 shows the accuracy of the Nexus variant on our
workloads with an SLA of 100 ms; we saw similar trends
for other common SLAs in video analytics [94]. As shown,
accuracy drops are substantial, growing up to 43% relative
to a setting when there exists sufficient memory to house all
models at once. The root cause is the disproportionately high
loading times of vision DNNs that must be incurred when
swapping. As shown in Table 1, per-model loading delays
are 0.98-34.4× larger than the corresponding inference times
(for batch size 1). When facing the strict SLAs of video ana-
lytics, these loading costs result in the inability to keep pace
with incoming frame rates, and thus, dropped (unprocessed)
frames; the Nexus variant skipped 19-84% of frames.
Predicting workload characteristics. Another approach is
to selectively preload models based on predictions of the tar-
get workload [115], e.g., deprioritizing inference on streams
at night due to lack of activity. However, in edge video an-
alytics, spatial correlation between streams results in model
demands being highly correlated [55, 60, 71, 76].
Compression and quantization. These techniques gener-
ate lighter model variants that impose lower memory (and
compute) footprints and deliver lower inference times. Some
families offer off-the-shelf compressed variants (e.g., Tiny
YOLOv3), and techniques such as neural architecture search
can be used to develop cheaper variants that are amenable to
deployment constraints [40]. Regardless, in reducing model
complexity, these cheaper model variants typically sacrifice
accuracy and are more susceptible to drift, relative to their
more heavy-weight counterparts [21,100]; consequently, de-
termining the feasibility of using such models in a given set-
ting requires careful tuning and analysis by domain experts.

We consider compression and quantization as orthogonal
to merging for two reasons. First, in common workloads that
involve a mix of models and tasks (§2), it may not be possi-
ble to compress all of the models while delivering sufficient
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Figure 4: Percentage of architecturally identical layers across
different model pairs. See Figure 20 for an extended version.

accuracy. However, even a handful of non-compressed mod-
els can exhaust the available GPU memory (§3.1). Second,
compressed models exhibit sharing opportunities: our work-
loads include compressed and non-compressed models (§2),
and our results show that Gemel is effective for both (§6).

4 Our Approach: Model Merging
To address the high model loading costs that plague exist-
ing memory management strategies when workloads cannot
fit together in a GPU’s memory (§3.2), we propose model
merging. Merging is complementary to time/space sharing
of GPU memory, and its goal is straightforward: share lay-
ers across models such that only one copy of each shared
layer (i.e., layer definition and weights) must be loaded into
GPU memory and can be used during inference for all of
the models that include it. The benefits are two-fold: (1) re-
duce the overall memory footprint of a workload, thereby en-
abling edge boxes to house more models in parallel and per-
form fewer swaps (or equivalently, lower the number of edge
boxes needed to run the workload), and (2) accelerate any re-
maining swaps by reducing the amount of extra memory that
the next model to load requires. Note that merging does not
involve sharing intermediates (i.e., layer outputs) for a com-
mon layer because models may run on different videos (and
thus, inputs). We next highlight the promise for merging in
edge video analytics (§4.1), and then lay out the challenges
associated with realizing merging in practice (§4.2).

4.1 Opportunities

Commonality of layers. A layer is characterized by both
its architecture and its weights. In ML frameworks (e.g., Py-
Torch, TensorFlow), the architecture is defined by first spec-
ifying a layer type (e.g., convolutional, linear, batch normal-
ization), which in turn indicates how the layer transforms
inputs, and dictates the set of defining parameters that must
be specified (e.g., convolutional: kernel, stride, etc., linear:
# of input features, bias, etc.). A layer’s weights are a ma-
trix of numbers whose dimensions match the layer structure.
To successfully share a layer across a set of models, that
layer must be architecturally identical in each model, but its
weights need not be the same across appearances.

Architectural equivalence is determined directly from the
model definition in the ML framework (i.e., no inference re-

quired): the layers must be of the same type, with identi-
cal values for type-specific properties. Using this approach,
we studied pairs of 24 different models to identify and an-
alyze layers with identical architectures; Figure 20 presents
our comprehensive results. Below, we summarize our find-
ings; Figure 4 lists results for representative model pairs.

Model pairs fall into one of three categories: (1) instances
of the same model, (2) different models in the same fam-
ily (e.g., ResNet variants), and (3) different models in dif-
ferent families. Multiple instances of the same model un-
surprisingly match on every layer; this favorable scenario is
not uncommon in edge video analytics, as several model ar-
chitectures tend to dominate the landscape [20] and a given
model can be employed on different video feeds or in search
of different objects (§2). More interestingly, we also observe
sharing opportunities across different models from the same
(up to 84.6%) and divergent (up to 96.3%) families.

Models within the same family exhibit significant sharing
opportunities as larger variants are typically extended ver-
sions of the original base model. For instance, ResNet mod-
els share ResNet blocks (groups of 2-3 convolutional lay-
ers) that are repeated at different frequencies, as well as the
first convolutional layer and final fully-connected layer. As
a result, all 41 layers of ResNet18 are shared with ResNet34
(Figure 19). Similarly, in the VGG family, models share the
exact same base architecture and add different numbers of
convolutional layers, e.g., VGG19 shares all 16 of VGG16’s
layers (13 convolutional, 3 fully-connected; Figure 5 (left)).

Sharing for models in different families comes in two
main forms: (a) ‘similar backbones’ and (b) ‘derivatives of.’
Scenario (a) includes pairs of detectors that use the same
(or similar) backbone networks for feature extraction, e.g.,
SSDs that use any VGG backbone, or FasterRCNNs that
use any ResNet backbone. (a) also includes pairs of clas-
sifiers and detectors where the classifier (or a variant) is
used as the detector’s backbone. For instance, every layer
in the ResNet50 backbone of FasterRCNN (which consti-
tutes 51% of the detector’s layers) appears in the ResNet101
classifier. Similar examples include SSD-VGG with any
VGG variant, and SSD-MobileNet with MobileNet. Sce-
nario (b) involves cases where one model family was de-
rived directly from another. For example, VGG was de-
veloped by replacing AlexNet’s large kernels with multiple
smaller ones [96]; VGG16 and AlexNet share 3 out of 16 lay-
ers, including 2 fully-connected layers at the end (Figure 5
(right)). Other examples include InceptionNetV3 [102] with
GoogLeNet [101].

In summary, 43% of all pairs of different models present
sharing opportunities. Of those with substantial (≥ 10%)
common layers, 51% have models in the same family, while
49% involve models from different families; for the latter,
76% are ‘similar backbones’ and 24% are ‘derivatives of.’

These layer similarities generally follow from the fact that
the considered models are all vision processing DNNs. That
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Figure 6: Potential memory savings when all architecturally
identical layers are shared across the models in each workload.

is, they all ingest pixel representations of raw images, and
employ a series of traditional CV operations [22, 64], e.g., a
convolutional layer is applying a learned filter to raw pixel
values in preparation for downstream processing. Moreover,
the target tasks are rooted in identifying and characterizing
objects in the scene using low-level CV features such as de-
tected edges and corners [27, 49, 65, 66, 71, 118, 119].

Prior work has capitalized on such similarities for ef-
ficient multi-task learning [30, 59, 112] and architecture
search [75, 84]. Those efforts aim to reduce computation
overheads by sharing “stems” of models, i.e., contiguous lay-
ers (and their generated intermediates) starting from the be-
ginning of the models. In contrast, we aim to exploit archi-
tectural similarities to reduce memory overheads via merg-
ing. As a result, merging only requires layer definitions and
weights to be shared, but not generated intermediate values.
This distinction is paramount because, as we will discuss
in §5.2, memory-heavy layers typically reside towards the
end of vision DNNs. Consequently, stem sharing would re-
quire almost all model layers to be shared to reap substantial
memory savings, which in turn brings unacceptable accuracy
drops (§4.2 and §6). Merging, on the other hand, can share
only those memory-heavy layers to simultaneously deliver
substantial memory savings and preserve result accuracy.
Potential memory savings and accuracy improvements.
Figure 6 shows the memory savings from sharing all of the
common layers across the models in each of our workloads;
this represents an upper bound on merging benefits as it
disregards the challenge of identifying an acceptable set of
weights per shared layer (§4.2). As shown, the memory sav-
ings are substantial: per-workload memory usage dropped
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Figure 7: Potential accuracy improvements when sharing all
architecturally identical layers. Memory availability is defined
in §2, bars list medians, and error bars span min to max.

by 17.9-86.4% relative to no merging, translating to raw sav-
ings of 0.2-9.9 GB. Importantly, these savings result in 2
and 4 new workloads fitting entirely (no swapping) on edge
boxes with 2 GB and 8 GB of GPU memory (with batch size
1). Similarly, the number of 2 GB edge boxes needed to sup-
port each workload drops from 1-9 to 1-4. We further evalu-
ated the resulting impact on end-to-end accuracy by compar-
ing the performance of the Nexus variant from §3.2 when run
on workloads with and without (maximal) merging. Models
in both cases were ordered in the same way, to maximize
the benefits of merging (§5.4). As shown in Figure 7, merg-
ing can boost accuracy by up to 50% across our workloads.
These benefits are a direct result of lower swapping costs,
and the resulting ability to run on 29-61% more frames.

4.2 Challenges

Merging layers for memory reductions requires using shared
weights across the models in which those layers appear.
However, those shared weights must not result in accuracy
violations for any of the models, despite their potentially
different architectures/tasks, target objects/videos, etc.; such
accuracy drops would forego merging benefits from faster
swapping. Concretely, there are two core challenges in prac-
tically exploiting the architectural commonalities from §4.1.

Challenge 1: sharing vs. accuracy tension. To max-
imize memory savings, merging seeks to share as many
architecturally identical layers as possible across a work-
load’s models. However, we observe that accuracy degra-
dations steadily grow as the number of shared layers in-
creases. Figure 8 illustrates this trend by sharing different
numbers of identical layers across representative pairs of
models that vary on the aforementioned properties, e.g., tar-
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Figure 8: Accuracy after 5 hours of retraining when sharing
additional architecturally-identical layers for different model
pairs (starting from their origins). Tasks cover detection (Faster
RCNN) and classification (ResNet50), and two objects: people,
vehicles. Results list the lower per-model accuracies per pair.

get task. These results were obtained when we increase the
number of shared layers by moving from start to end in the
considered models, but similar trends are observed for other
selection strategies (e.g., random) and models.

The reason for this behavior is intuitive: the retraining per-
formed to assess the feasibility of a sharing configuration is
end-to-end across the considered models. During this pro-
cess, weights are being tuned for all of the layers in all of the
models, with the constraint being that the shared layers each
use a unified set of weights. Sharing more layers has three
effects: (1) more constraints are being placed on the training,
(2) it is harder to find weights for (the shrinking number of)
unshared layers that simultaneously accommodate the grow-
ing constraints, and (3) learning each model’s desired func-
tion becomes more difficult as there exist fewer overall pa-
rameters to tune [23, 70]. It is for these reasons that isolated
merging strategies such as averaging weights across copies
of each shared layer (while keeping other layers unchanged)
do not suffice; we find that sharing even single layers in this
way almost always results in unacceptable accuracy dips.

Digging deeper, the issue stems from non-convex opti-
mization of DNNs, which leads to several equally good
global minima [62, 63]. Thus, training even two identical
models on the same dataset, and for the same task/object, of-
ten results in divergent weights across each layer, despite the
resultant models exhibiting similar overall functionality.
Challenge 2: retraining costs. The retraining involved
in determining whether a set of layers to share can meet
an accuracy target, and if so, the weights to use, can be
prohibitively expensive. For instance, each epoch when
jointly retraining two Faster RCNN models that detect cars at
nearby intersections (i.e., a simple scenario) took ≈35 mins,
and different combinations of layer sharing required between
1-10 epochs to converge. These delays grow as more models
are considered since training data must reflect the behavior
of all of the unmerged models that are involved, e.g., by us-
ing the original training datasets for each of those models.
Worse, it is difficult to know, a priori, which sharing config-
urations can meet accuracy targets (and which will not) in
a reasonable time frame. For example, the model pairs in
Figure 8 have largely different ‘breaking points.’ The result

Merging 

Configuration

Cloud 
Server

Unmerged 
Models

Edge 
Server

Merged 
Models

Merging 
Manager

Dataset 
Manager TrainerSampled 

Frames

Refresh?

1

Merged 
Models

1

23

4
5

Figure 9: Gemel architecture.

also fails to support the use of intuitive trends to predict the
success of sharing configurations: models targeting the same
task or object do not exhibit any discernible advantage.

5 Gemel Design
Gemel is an end-to-end system that practically integrates
model merging into edge video analytics pipelines by ad-
dressing the challenges in §4.2. We first provide an overview
of Gemel’s operation, and then describe the core observa-
tions (and resulting optimizations) that it leverages to enable
timely merging without violating accuracy requirements.

5.1 Overview

Figure 9 shows Gemel’s cloud merging and edge inference
workflows. As in existing pipelines [16,60,71], users register
inference tasks (or “queries”) at Gemel’s cloud component
by providing a DNN, and specifying the input video feed(s)
to run on as well as the required accuracy for the results.
Upon receiving new queries, Gemel bootstraps edge infer-
ence by sending unaltered versions of the registered models
to the appropriate edge box(es) 1 . When GPU memory is
insufficient to house all of those models, edge boxes run the
Nexus variant from §3.2 that pipelines inference and model
loading to maximize the min per-model throughput.

After initiating edge inference, Gemel’s cloud component
begins the merging process, during which it incrementally
searches through the space of potential merging configura-
tions across the registered models, and evaluates the efficacy
of each configuration in terms of both its potential memory
savings and its ability to meet accuracy requirements 2 .
The evaluation of each configuration involves joint retrain-
ing and validation of the models participating in merging.
Since Gemel’s goal is to ensure that the retrained models
deliver sufficient accuracy (relative to the originals) on the
target feeds, data for these tasks can be obtained in one of
two ways: users can supply the data used to train the original
models, or Gemel can automatically generate a dataset by
running the supplied model (or a high-fidelity one [60, 116])
on sampled frames from the target feed.

At the end of each merging iteration, if the considered
configuration was successfully retrained to meet the accu-
racy targets for all constituent models, Gemel shares the up-
dated merged models with the appropriate edge boxes 3 .
New merging results may result in altered edge inference
schedules to maximize merging benefits for reducing swap-
ping costs and boosting inference throughput. The iterative
merging process for the current workload then continues un-
til (1) the cloud resources dedicated to merging have been ex-
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pended, (2) no configurations that can deliver superior mem-
ory savings are left to explore, or (3) models with sharing
opportunities are either newly registered or deleted by users.

Gemel periodically assesses data drift for its merged mod-
els. As in prior systems [71, 100], edge servers periodi-
cally send sampled frames (and their inference results, if
collected) to Gemel’s cloud component 4 . These sampled
frames are used to augment the datasets considered for re-
training merged models, and to track the accuracy of recent
results generated at the edge by deployed merged models.
For the latter, Gemel runs the original user models on the
sampled videos and compares the results to those from the
merged models. If accuracy is below the target for any query,
Gemel reverts edge inference to use the corresponding origi-
nal (unmerged) models, and resumes merging and retraining,
starting with the previously deployed weights 5 .
Implementation. Gemel uses PyTorch [18] to manage cloud
merging and edge inference, and is implemented in ≈3500
LOC. More details are presented in A.1.

5.2 Guiding Observations

Two key empirical observations guide Gemel’s approach to
tackling the challenges in §4.2. We describe them in turn.
Observation 1: power-law memory distributions. We find
that vision DNNs commonly exhibit power-law distributions
in terms of memory usage, whereby a few “heavy-hitter”
layers account for most of the overall model’s memory con-
sumption. Figure 10 illustrates this, showing that for 80%
of considered models, 15% of the layers account for 60-91%
of memory usage. For example, a single layer in VGG16
is responsible for 392 MB (the entire model is 536 MB) and
corresponds to the steep slope around the x=80% mark. Sim-
ilarly, Tiny YOLOv3 has three layers (around the 38%, 45%,
and 65% marks) that together use 35 MB of its total 42 MB.

Heavy-hitter layers come in one of two forms. The first
are the convolutional layers at the end of the feature extrac-
tor that condense the numerous low-level features extracted
by prior layers (e.g., shapes, colors) into higher-level, more
abstract features (e.g., eyes, nose). The second are the subse-
quent fully-connected layer(s) that learn more robust patterns
from all possible combinations of those high-level features,
e.g., eyes, nose, and fur might each suggest a dog, but the
combination is a stronger indicator. Note that models gen-
erally include one such fully-connected layer per sub-task,
e.g., detectors have one for finding bounding boxes and one
for classifying objects. Memory-heavy fully-connected lay-
ers are spatially close to one another (within a few layers),
and are usually followed by 1-2 cheap fully-connected lay-
ers that extract predictions from the final feature vector.

The main exception is ResNet, whose models use resid-
ual layers to address accuracy saturation limitations of
prior deep models [47]. ResNet models have memory-
heavy ResNet blocks (set of convolutional layers) that repeat
at varying frequencies, thereby distributing memory more
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Figure 10: Cumulative memory consumed by each model’s lay-
ers moving from start to end of the model. §A.4 has full legend.

evenly across the models, e.g., ResNet101 and ResNet152
repeat the same ResNet block 23 and 36×, leading to grad-
ual slopes in Figure 10. DenseNet has the same pattern [51].

Figure 10 also shows that heavy-hitter layers most often
appear in the latter half of a model’s architecture (since both
forms involve condensing features from earlier layers), com-
plicating the use of stem sharing for memory savings (§4.2).
For example, Faster RCNN’s expensive fully-connected lay-
ers fall at layers 101 and 104 out of 106, and together account
for 76% of total memory. The few cases with heavy-hitters
in the middle of a model (between the 20-60% marks) are
“single-shot” detectors (SSD-VGG, SSD-Mobilenet, Tiny
YOLOv3, YOLOv3) that find bounding boxes and classify
objects at once, rather than as disparate subtasks. These
models replace the few memory-heavy fully-connected lay-
ers (for those subtasks) with many cheaper convolutional
layers; doing so extends model lengths and shifts the large
jump from memory-heavy feature extractor layers to earlier.

These observations have two implications on merging.
First, strategies can reap most potential memory benefits by
targeting the few heavy-hitter layers in models. Thus, the
tension between memory savings and accuracy is far more
favorable than that between the number of shared layers and
accuracy (Figure 8). Second, strategies should be agnostic to
the position of heavy hitters in models, and must support the
common case where heavy hitters appear towards the end.

Observation 2: independence of per-layer merging deci-
sions. In DNNs, layers are configured based on input for-
mats, target task, execution time, etc. Hence, a natural as-
sumption is that the ability to share any one layer is depen-
dent on sharing decisions for other layers, e.g., a layer may
be shareable if and only if other layers are shared. Prior work
has highlighted that inter-layer dependencies primarily arise
between neighboring layers, e.g., with transfer learning, per-
formance drops are largest when splitting neighboring lay-
ers [112]. Thus, to determine the existence of layer-wise
dependencies as it pertains to merging, we focus our analy-
sis on (potential) dependencies between neighboring layers;
we also consider other layers via random selection. Using
the 25% most memory-heavy layers for each model in our
workloads, we test whether accuracy targets are met under
different sharing configurations (described in Table 2).
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Only Alone Only Alternate Both Neither
1 Each Side 1.1% 0.0% 97.6% 1.3%
2 Each Side 3.7% 0.0% 95.0% 1.3%
Random 8.5% 0.0% 90.2% 1.3%

Table 2: Sharing a layer alone vs. alternate approaches (shar-
ing a layer with one or two neighbors on each side, or with 3
random sets of 1-10 layers). Results are % of runs that meet
accuracy targets (aggregated across 80, 90, 95%), and list cases
where the layer alone met but an alternate did not, an alternate
met but the layer alone did not, both met, and neither met.

As shown, we never observe a case where a layer is unable
to meet an accuracy target on its own, but it is able to meet
the accuracy target when some other layers are also shared
(shaded row in Table 2). This is consistent with our finding
that sharing more layers leads to larger accuracy degrada-
tions (Figure 8) since additional constraints are placed on
the weights for those layers, and fewer (unconstrained) non-
shared layers exist to help satisfy the constraints. The impli-
cation is that layers can be considered independently during
merging without harming their potential merging success.
Takeaway. Collectively, these observations motivate an in-
cremental merging process (detailed in §5.3) that attempts
to share one new layer at a time, and prioritizes heavy-
hitter layers that consume the most memory (and are thus the
most fruitful to share). In this manner, memory-heavy layers
are considered in the most favorable settings (i.e., with the
fewest other shared layers), and each increment only mod-
estly adds to the likelihood of not meeting accuracy targets.
Note. Despite arising across our diverse workloads, these
observations are not guarantees. Importantly, violation of
these observations only results in merging delays (inefficien-
cies), but not accuracy breaches; accuracy is explicitly vetted
prior to shipping merged models to the edge for inference.

5.3 Merging Heuristic

Gemel begins by enumerating the layers that appear in a
workload, and annotating each with a listing of which mod-
els the layer appears in (and where) and the total memory it
consumes across the workload; we refer to all appearances
of a given layer as a ‘group.’ Gemel then sorts this list in
descending order of memory consumption, e.g., a 100 MB
layer that appears in 4 models would be earlier than a 120
MB layer that appears 3 times. Thus, memory-heavy groups,
or those that would yield the largest memory savings if suc-
cessfully merged, are towards the start of the list.

Gemel then maintains a running merging configuration,
and simultaneously merges and trains layers across models
in an incremental fashion. To begin, Gemel selects the first
group from the sorted list (i.e., the one that consumes the
most memory in the workload) and attempts to share it across
all of the models in which it appears; this group is added to
the running configuration. While a subset of models could be
considered instead, Gemel aggressively opts to first try shar-
ing across all models in the group, and then to selectively
remove appearances of the layer when the resulting accuracy

is insufficient. The reason is that we did not observe any
model clustering strategies (e.g., based on task) that identi-
fied models consistently unable to share layers.

To retrain and merge the current running configuration,
Gemel selects initial weights for the newly added group from
a random model that includes that layer. We tried selecting
weights from each model (including the one with the highest
accuracy) but found no difference in the # of epochs needed
to meet accuracy. We also tried default initialization tech-
niques (e.g., Kaiming [48]), which led to lower accuracy. Re-
training continues until the merged models each meet their
accuracy targets, or a preset time budget elapses (10 epochs
by default). If retraining is successful, Gemel adds the next
group in the sorted list to the running configuration, and re-
sumes retraining from the weights at the end of the previous
iteration. The generated merged models are sent to the edge
box and incorporated into edge inference (§5.4).

If retraining is not successful at the end of an iteration,
Gemel must decide whether to prune layers from the cur-
rent group and try again, or to discard the group altogether
and move on to the next one in the sorted list. To do this,
Gemel follows a strategy that aims to balance fast memory
savings and avoidance of unsuccessful training rounds, with
priority on the latter since failures can consume 3-10 epochs
(each up to 30 min) and provide no new memory savings.
Specifically, recall that each time a new group is considered,
the number of shared layers in the merging configuration
grows by the size of the group. To counter this ‘additive in-
crease,’ upon unsuccessful retraining, Gemel halves the cur-
rent group, eliminating half of the layer appearances. If the
resulting layer appearances consume more memory than the
next group, Gemel considers those layers; else, Gemel re-
moves the current group from the running policy, and moves
to the next one. In either case, retraining resumes from the
weights at the end of the last successful iteration. We com-
pare against alternate merging heuristics in §6.2.

Accelerating retraining. Each iteration requires Gemel to
run retraining over many epochs, and validate the results
accuracy-wise. To accelerate training and validation, Gemel
takes an adaptive approach. During validation, as per-model
accuracy values approach their targets, it is often unneces-
sary to train further on full epochs of data. Instead, Gemel
reduces the training data once the accuracy is within a pre-
defined threshold of the target. Specifically, Gemel reduces
the amount of data so it is inversely proportional to the gap in
accuracy normalized by the lift since the previous training.
Reducing data on such early success directly translates to
lower training times. Similarly, Gemel detects early failures
by looking at the validation results and removing models that
are not improving at the same pace as the others after some
time (3 epochs by default). We empirically observe that early
success and early failure detection drastically (28% on aver-
age) reduces retraining times.
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Figure 11: Accuracy improvements with Gemel compared to
time/space-sharing alone for different GPU memories (defined
in §2). Bars list median workloads, with error bars as min-max.

5.4 Edge Inference

Upon receiving a new set of merged models from Gemel’s
cloud component, an edge server quickly incorporates those
models into its inference schedule. However, to ensure that
merging benefits are maximized, the schedule is altered to
reduce the amount of data that must be loaded across the
anticipated swaps. During the offline profiling Nexus uses to
select per-model batch sizes, Gemel estimates per-workload-
iteration swapping delays based on per-model computation
costs and swapping delays (both influenced by merging).
The idea is that, when merging is used, in addition to or-
dering models to reduce the number of swaps, models that
share the most layers should be placed next to one another in
the load order. This lowers the cost of each swap by enabling
finer-grained swapping, where only those layers in the next
model that are not already in GPU memory must be loaded.

More generally, all schedulers will reap merging benefits
in the event that Gemel enables a workload to entirely fit
on an edge box (without swapping). Additional benefits de-
pend on the specific scheduler. For schedulers that employ a
statically-configured load order [81, 94], Gemel can directly
modify the schedule as described above to maximize bene-
fits. Other schedulers [39] dynamically select the load order
to optimize for a certain metric. Such schedulers typically
incorporate model loading times when estimating the effi-
cacy of different orders, and thus would naturally factor in
the effects of merging per swap. Note that merging benefits
would be considered in the context of meeting the optimiza-
tion metric(s) rather than minimizing global loading delays
(as in Gemel’s Nexus variant). Lastly, schedulers that ig-
nore load times in favor of policies such as FIFO [105] or
priority scheduling [111] will only see merging-induced re-
ductions in loading costs if merged models are (by chance)
neighbors in the order. Note that finer-grained [50, 110] and
space-sharing [9,14,17,21] schedulers follow the same prin-
ciples: shared layers should be adjacent in the load orders for
the former, while models with the most shared layers should
be placed in the same GPU partition for the latter.

6 Evaluation
We primarily evaluated Gemel across the diverse workloads
and settings from §2. Our key findings are:
• Gemel improves per-workload accuracies by 8-39% com-

pared to time/space-sharing strategies alone; these im-
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Figure 12: Gemel’s per-workload memory savings. Lines above
bars show the theoretical optimal savings from Figure 6.

provements result from Gemel processing 13-44% more
frames (while adhering to SLAs).

• Gemel lowers memory needs by 17.5-60.7% (0.2-5.1 GB);
savings are 5.9-52.3% more than Mainstream [59] (stem
sharing), and within 9.3-29.0% of an optimal that ignores
weights (and accuracy drops) when sharing layers.

• More than 70% of Gemel’s memory savings are achieved
within the first 24-210 minutes of merging+retraining due
to its incremental merging heuristic.

6.1 Overall Performance

End-to-end Accuracy Improvements. We first compare
Gemel with time/space-sharing solutions alone, i.e., the
Nexus variant running with only unmerged (original) mod-
els. Our experiments consider all workloads and resource
settings from §2, a per-frame processing SLA of 100 ms,
and an accuracy target of 95%; trends hold for other accu-
racy targets and SLAs, which we consider in §6.2.

Figure 11 presents our results, showing that Gemel im-
proves accuracy by 8.0%, 13.5%, and 39.1% for the median
LP, MP, and HP workloads, respectively, when the edge box
GPU’s memory is just enough to load and run the largest
model in each workload, i.e., the min setting. The origin of
these benefits is Gemel’s ability to reduce the time blocked
on swapping delays by 17.9-84.0%, which enables process-
ing on 13-44% more frames than without merging.

Our results highlight two other points. First, Gemel’s ben-
efits are highest for workloads that are most significantly bot-
tlenecked by memory restrictions (and thus loading costs).
For instance, workloads HP1 and LP1 exhibit largely dif-
ferent memory vs. computation profiles: loading costs are
66% of computation costs in the former, but only 15% in the
latter. Accordingly, Gemel’s accuracy wins across the avail-
able memory settings are 11-60% and 5-16% for workloads
HP1 and LP1. Second, Figure 11 shows that, as expected,
Gemel’s benefits per workload decrease as the available GPU
memory grows, e.g., accuracy improvements drop to 17.5%
and 10.2% for the median MP workload when GPU memory
grows to 50% and 75% of the total workload memory needs.
The reason is straightforward: larger GPU memory yields
fewer required swaps without merging.
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Memory Reductions. Figure 12 lists the memory reduc-
tions that Gemel delivers for each considered workload by
sharing model layers and the associated weights, i.e., pa-
rameter reductions. We note that reported values here are
based on Gemel’s final merging results and an accuracy tar-
get of 95%; we analyze the incremental nature of Gemel’s
merging heuristic in §6.2. As shown, parameter reductions
are 17.5-33.9% for LP workloads, 28.6-46.9% for MP work-
loads, and 40.9-60.7% for HP workloads; the corresponding
raw memory savings are 0.2-0.3 GB, 0.2-0.8 GB, and 0.7-5.1
GB, respectively. When analyzed in terms of overall mem-
ory usage during inference (i.e., including the parameters, in-
ference framework, and intermediate data generated during
model execution), reductions are 4.5-48.1% across the work-
loads. Wins are generally higher for workloads with larger
parameter reductions, with the exception of Workloads LP1
and LP3 (reductions of 6.3% and 4.5%) whose intermediates
are particularly large relative to the parameters.

To better contextualize the above memory savings, we
compare Gemel with two alternatives. First, we consider a
theoretical optimal (Optimal) that shares all layers that are
architecturally identical across a workload’s models, without
considering accuracy (and the need to find shared weights
for those layers). Thus, Optimal represents an upper bound
on Gemel’s potential memory savings. Second, we compare
with Mainstream [59], a recent stem-sharing approach. To
run Mainstream, we trained each model in our workloads
several times, each time starting with pre-trained weights
(based on ImageNet [90]) and freezing up to different points,
e.g., freeze up to layer 10, freeze up to layer 15, etc. We
selected the configuration for each model that kept the most
layers frozen while meeting the accuracy target (95% relative
to no freezing). Then, within each workload, we merged all
layers that were shared across the frozen layer set of the con-
stituent models (note that these layers have identical weights)
and recorded the resultant memory savings.

Figure 13 shows our results, from which we draw two con-
clusions. First, Gemel’s memory savings are within 9.3%,
15.0%, and 29.0% of Optimal for the median LP, MP, and
HP workloads. Second, Gemel’s memory reductions are 5.9-
52.3% larger than Mainstream’s across all workloads. This
is a direct consequence of Gemel’s prioritization of memory-
heavy layers that routinely appear towards the end of mod-
els (§5.2). By requiring shared stems from the start of the
models, Mainstream would have to share all layers up to the
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Figure 14: Gemel’s memory savings (left) and cloud-to-edge
bandwidth usage (right) over time during incremental merging.
Results show the median workload per class.

memory-heavy ones; we find that sharing nearly-entire mod-
els is rarely possible while meeting accuracy targets (Fig-
ure 8). The high variance in Mainstream’s results are due
to the fact that different models drop in accuracy at different
rates when more layers are frozen. Classifiers drop relatively
slowly (savings up to 70.1%), while detectors are a harder
task with faster accuracy drops (Mainstream was unable to
share many layers, with savings as low as 1.0%).

6.2 Analyzing Gemel
Incremental memory savings. Key to Gemel’s practicality
are its efficient merging heuristic and retraining optimiza-
tions that aim to reap memory savings early in the process;
indeed, this is important not only to reap accuracy-friendly
memory wins quickly, but also to quickly respond to work-
load changes. As shown in Figure 14 (left), 73% of Gemel’s
achieved memory savings for the median HP workload are
realized within the first 24 minutes of merging. Similarly,
86% and 64% of the total memory savings are achieved in
the first 42 and 210 minutes of merging for median MP and
LP workloads, respectively.
Network bandwidth usage. After each successful merg-
ing iteration, Gemel ships weights to edge servers for all
updated models. As shown in Figure 14 (right), cumula-
tive bandwidth usage during merging is 6.0-19.4 GB for
the three workloads. Importantly, bandwidth consumption
largely grows after substantial memory savings are already
reaped. For example, for the median MP workload, 86% of
memory savings are achieved in 42 minutes, while only 2.1
GB (of the total 6.0 GB) of bandwidth is used during that
time. The reason is that later merging iterations explore the
larger number of lower-memory layers. Thus, Gemel can
often deliver large memory savings even in constrained set-
tings with bandwidth caps. Note that shipping weights uses
cloud-to-edge (not precious edge-to-cloud) bandwidth.
Micro-benchmarks. We profile the time spent in each of
Gemel’s components. Training delays are configurable (Fig-
ure 14), but dominate cloud merging, with the remaining
<2% of time spent on identifying shareable layers (0.7-1.4s
per workload) and serializing/saving weights from success-
ful training (9.1-19.5s per round). The majority of time spent
at the edge steadily shifts from model loading to inference as
Gemel’s incremental merging results stream in; at the me-
dian, time spent blocked reduces from 32.8%, 48.3%, and
52.0% to 22.1%, 34.6%, and 27.9% for the LP, MP, and HP
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Figure 15: Gemel’s accuracy wins (compared to time/space-sharing alone) with varied accuracy targets, FPS, and SLAs.

workloads respectively. Applying results takes <.15s and is
not blocking.

Varying accuracy, FPS, and SLA. To evaluate the impact
of each parameter, we conducted experiments using one ran-
domly selected workload from each class. In each experi-
ment, we only vary one parameter, while keeping the other
two at the fixed values from above (95%, 30 FPS, 100 ms).

Figure 15 presents our results, which exhibit three trends.
First, Gemel’s accuracy wins over time/space-sharing alone
grow (by 1.1-7.8% for the three workloads) as accuracy tar-
gets drop (from 95% to 80%). This is because certain layers
failed to meet 95% during retraining, but did meet a lower
accuracy target. Second, Gemel’s accuracy wins drop as in-
put video frame rates (FPS) drop, e.g., from 6.2-42% across
the workloads when FPS drops from 30 fps to 5 fps. The rea-
son is that lower FPS values reduce the amount of inference
in any time window (assuming a fixed SLA), which in turn
adds tolerance to high loading delays. Third, Gemel’s ben-
efits grow as SLAs become stricter: accuracy wins for the
three workloads rise by 0.4-2.3% when SLA drops from 400
to 100 ms. This is because tighter SLAs imply more skipped
frames for a given swapping delay.

Comparison to other merging heuristics. We consider
variants that differ from Gemel in one of two ways: they
choose layers to merge in a different order or they merge a
different number of layers at a time. We describe the variants
of each type below, along with the corresponding results.
Our experiments use all workloads from §2, and we report
memory saved over time. Figure 16 shows results for two
representative workloads (HP3, MP2); the remaining work-
load results are in §A.4. In summary, no variant consistently
outperforms Gemel, and the degradations (in saved mem-
ory or merging delays) that each brings to certain workloads
(from being overly aggressive or cautious) are substantial.

Rather than merging layers in descending order of mem-
ory usage (irrespective of position) as Gemel does, the vari-
ants we consider start by merging the models’ earliest lay-
ers (Earliest), latest layers (Latest), and three random layer
orderings (Random). Across all workloads, these heuristics
all resulted in significantly lower memory savings. Among
the three, Latest performed the best (median of 13.5% of
Gemel’s savings), as memory-heavy layers often appear later
in a model (but not necessarily the end). For the same rea-
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Figure 16: Comparing variants of Gemel’s merging heuristic
on two representative workloads.

son, Earliest performed the worst (0.2% of Gemel’s savings).
Random’s performance varied dramatically (0.2% - 72.9%,
median of 5.7% of Gemel’s savings) based on whether a
memory-heavy layer was selected.

We consider two variants to Gemel’s approach of adding
one layer group at a time across all models that layer appears
in. First, TwoGroup more aggressively adds two groups at a
time. This can result in faster memory savings than Gemel
(3/15 workloads, including Figure 16 (left)), but most often
(8/15 workloads) misses accuracy targets and results in sub-
stantial slowdowns (78 min longer to max savings for the
median workload). The reason is that, on failure, TwoGroup
restarts training with 1 group, adding long delay without
memory savings, e.g., x=75-220 min in Figure 16 (right).
Second, OneModelAtATime less aggressively shares the se-
lected group’s layer iteratively across the models it appears
in. This reaches within 5% of Gemel’s memory savings in
8/15 workloads, but is often unnecessarily slow, e.g., in Fig-
ure 16 (left), Gemel successfully considers 5 models at once,
while OneModelAtATime individually adds models (some of
which fail) leading to the flat stretch from 0-91 min.

6.3 Generalization Study

We evaluate Gemel on over 850 more workloads that extend
our main ones by adding: (1) new scene types and the ob-
jects they bring (e.g., bags, hats, and people at a beach, boats
in a canal), and (2) new models, including more variants in
the same families (e.g., ResNet, VGG), and entirely new ar-
chitectures (e.g., GoogLeNet [101], DenseNet [51]). In total,
our analysis involves 17 videos (8 scene types), 13 objects,
and 16 models; the extended version [82] lists the values.
Constructing workloads. Each query in a workload is pa-
rameterized by a set of knobs: camera feed (and correspond-
ing scene type), model, and object of interest. To study the
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impact of varying each knob (or combination of knobs) on
Gemel’s merging, we construct workloads as follows. For
each set of target knobs to vary, we start with a random query
and incrementally add new queries that only vary values for
the target knobs to generate workloads with 2-5 queries each.
We did this up to 30 times each for all target knob sets (as
their values permit), excluding only (1) target knob sets that
vary the scene but not camera knob, (2) queries for an object
that never appears in a given camera feed, and (3) workloads
with no possible memory sharing opportunities.

Findings. As shown in Figure 17, Gemel’s memory sav-
ings are high for 2-query workloads (89-98% of optimal at
medians), but steadily degrade as workloads grow. This is
expected as increasing workload size is (by design, and unre-
alistically) increasing heterogeneity in this experiment. The
nature of degradation depends on the knob(s) being varied.
For all combinations of {camera, object, scene}, degrada-
tions are mild moving from 2- to 5-query workloads (0-8%),
showing Gemel’s robustness to variations on those proper-
ties. Since model is constant in these cases, degradations are
because the same set of shareable layers must support more
diverse scenarios (making it harder to find shared weights).

The Model knob (alone or with other knobs) presents a
different picture, with larger drops in median memory sav-
ings (2-33%) and broader distributions. We can decompose
this into two aspects as workload sizes increase:

• Previously-shared layers appear in the new model: the
effect on memory savings heavily depends on where the
shared layer appears in the new model; recall that layers
can appear in different positions (and thus, serve different
roles) across models (Figure 19). Cases where the new
model introduces drastically different positions for shared
layers (e.g., ResNet variants) account for the low-end of
the resultant distributions, while memory savings largely
persist when positions of shared layer(s) are similar in the
new model (e.g., merging across VGG variants).

• New layers are shareable with the new model: the extra
sharing opportunities increase potential savings, but are
more challenging to realize as they reduce the number of
non-shared layers whose weights help compensate for the
constraints from sharing (§4.2).

7 Additional Related Work
Certain systems reuse model components [91], most relat-
edly via stem sharing for compute savings [59] or sharing
operators with identical weights anywhere in models [68]; in
contrast, Gemel targets memory savings, and enables shar-
ing architecturally-identical layers anywhere in models even
if they have different weights. Layer sharing in multi-task
learning is often studied in the context of transfer learning,
where models for a task with insufficient data leverage the
dataset of a related task [30,99,103]; Gemel considers multi-
ple sets of pretrained weights for sharing, each with different
goals (e.g., detection vs. classification, different objects).

Other platforms optimize model serving either by tun-
ing video analytics-specific knobs to lower compute foot-
prints [29,35,49,55,60,61,87,109,116,117], or by identify-
ing lightweight variants of individual models that match spe-
cific hardware resources [45, 89]; Gemel focuses on mem-
ory (not compute) bottlenecks, and optimizes across models.
Some frameworks reuse results across frames [31,33,42,67,
71], reducing frame rates for inference and alleviating the
impact of model loading delays. Gemel provides benefits
at lower FPS (§6.2), and also can alleviate memory pressure
across spatially correlated feeds that exhibit limited reuse op-
portunities at the same time (§3.2).

There exist training optimizations that trade off memory
usage for computation overheads [83, 86, 93]; we eschew
such techniques given the holistic constraint on compute re-
sources that edge boxes face (§1). Finally, another body of
work develops metrics to quantify how similar models will
behave [41, 58, 72]. While Gemel does not consider model
similarity metrics in its heuristic (we quantitatively observe
that ‘model similarity’ is not reflected in layer merging po-
tential), we leave it to future work to explore the relationship
between ‘model similarity’ and ‘layer similarity’ in improv-
ing Gemel’s prediction of layer merging potential.

8 Conclusion
Model merging is a new memory management technique
that exploits architectural similarities across vision DNNs by
sharing their common layers (including parameters but not
intermediates). Gemel efficiently carries out model merg-
ing by quickly finding and retraining accuracy-preserving
layer sharing configurations, and scheduling edge inference
to maximize merging benefits (8-39% accuracy boosts).
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A Appendix
A.1 Implementation Details

Gemel’s main components are training models at the cloud
server and running the scheduler at the edge. During train-
ing, a single optimizer manages the weights across all con-
sidered models; the optimizer holds a single copy of weights
for each layer that is shared across the models. Aside
from this, Gemel’s training process mirrors classic multi-task
training [30]: it forms a collective pool of an equal num-
ber of data samples from all models and randomly selects
batches from this pool. Samples are run through their re-
spective models, each model calculates its loss individually,
and losses are summed over all models. In this way, lay-
ers that are shared are updated by the concurrent training of
multiple models within a single batch.

The Nexus-variant scheduler chooses when to load and
evict models as described in §5.4. To load a model into
GPU memory, the scheduler simply calls “.cuda()” on that
model’s PyTorch object. PyTorch automatically only loads
layer weights not already in GPU memory. However, when
evicting a model, PyTorch, by default, removes all of the
layers’ weights from GPU memory. This poses a problem if
some of those weights are needed by models still in GPU
memory (i.e., they are shared). To avoid this, the sched-
uler: (1) maintains a running list of shared layers that are
needed by models currently in GPU memory or next in line
to be loaded, and (2) when a model needs to be evicted, only
evicts weights corresponding to layers not in the list. Over-
all, Gemel is implemented in ≈3500 LOC: 500 for finding
shared layers and sharing them according to the heuristic,
2500 for dataset management and retraining, and 500 for
scheduling models at the edge.

A.2 Generalization Workload Query Knobs

Knob Values
Object Truck, Person, Bus, Boat, Shoe, Skateboard, Car, Hat, Back-

pack, Wine Glass, Traffic Light, Parking Meter, Surfboard
Camera A0, A1, A2, A3, B0, B1, B2, B3, B4, B5, B6, Restaurant,

Mall, Beach, Canal, Parking Lot, Street
Model SSD-VGG, AlexNet, YOLOv3, Tiny-YOLOv3, DenseNet,

SqueezeNet, GoogLeNet, ResNet-18, ResNet-34, ResNet-
50, ResNet-101, ResNet-152, VGG-11, VGG-13, VGG-16,
VGG-19

Scene CityA Traffic, CityB Traffic, Restaurant, Beach, Mall, Canal,
Parking Lot, Street

Table 3: Knob values considered in generalization study.

A.3 Workload Memory Settings

Workload L1 L2 L3
Min 4.50 1.45 4.50
50% 5.12 1.59 4.72
75% 5.43 1.66 4.83

Table 4: Edge box memory settings for LP workloads (in GB).

Workload M1 M2 M3 M4 M5 M6
Min 3.35 1.45 1.32 1.32 1.45 3.35
50% 4.56 1.62 1.55 1.45 1.83 3.77
75% 5.16 1.70 1.65 1.52 2.02 3.99

Table 5: Edge box memory settings for MP workloads (in GB).

Workload H1 H2 H3 H4 H5 H6
Min 3.35 4.50 4.50 1.45 4.50 4.50
50% 4.87 6.60 10.25 2.17 10.41 10.26
75% 5.63 7.66 13.13 2.53 13.36 13.14

Table 6: Edge box memory settings for HP workloads (in GB).

A.4 Additional Figures
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Figure 19: ResNet18 and ResNet34 are variants within the ResNet model family [47]. They share 41/73 layers (20 convolutional, 1
fully-connected and 20 batch normalization).
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Figure 20: Extended version of Figure 4. For each unique pair of models, we show the percentage of architecturally identical layers
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Abstract
The breakthroughs in deep learning enable unstructured data
to be represented as high-dimensional feature vectors for serv-
ing a wide range of applications. Processing vector queries
(i.e., finding the nearest neighbor vectors for an input vector)
for large unstructured datasets (with billions of items) is chal-
lenging, especially for applications with strict service level
objectives (SLOs). Existing solutions trade query accuracy for
latency, but without any guarantees, causing SLO violations.

This paper presents Auncel, a vector query engine for large
unstructured datasets that provides bounded query errors and
bounded query latencies. The core idea of Auncel is to exploit
local geometric properties of individual query vectors to build
a precise error-latency profile (ELP) for each query. This
profile enables Auncel to sample the right amount of data
to process a given query while satisfying its error or latency
requirements. Auncel is a distributed solution that can scale
out with multiple workers. We evaluate Auncel with a variety
of benchmarking datasets. The experimental results show that
Auncel outperforms state-of-the-art approximate solutions by
up to 10× on query latency with the same error bound (≤
10%). In particular, Auncel only takes 25 ms to process a
vector query on the DEEP1B dataset that contains one billion
items with four c5.metal EC2 instances.

1 Introduction
Vector query engines for unstructured datasets (e.g., images,
videos and texts) are a key building block for modern applica-
tions including recommendation [1–4], recognition [5–8] and
biological information retrieval [9–11]. This is enabled by the
breakthroughs in deep learning [12] that allow unstructured
data to be represented as high-dimensional feature vectors. A
vector query is to find the top-k nearest neighbor vectors in a
dataset for an input vector.

With the explosive growth of unstructured data [13, 14],
a central challenge for vector query processing is to satisfy
strict service level objectives (SLOs) for applications on large
unstructured datasets that contain millions and even billions
of items. For instance, a face recognition task is to match a
human face from an input image against a database of faces.
With deep convolutional neural networks [6], each face im-
age is converted into an embedding vector. Consequently, the

recognition task becomes a top-k nearest neighbor (KNN)
search problem, i.e., finding the nearest neighbor vector of
the query vector among the database vectors. The person cor-
responding to the nearest neighbor vector is the recognition
result. Performing exact KNN search (e.g., through pairwise
comparison between query vector and each stored vector)
is costly in terms of computation resources, and more im-
portantly, is hard to achieve low query latency. As a result,
approximate top-k nearest neighbor (ANN) search [15–18] is
widely used by vector query engines to tradeoff query accu-
racy for latency. The basic idea of ANN search is to sample a
subset of the dataset for finding the top-k, and the sampling
size affects the query accuracy and latency.

A key requirement for approximate query processing
is to provide performance guarantees in order to meet
SLOs [19–21]. Performance guarantees are defined in terms
of error bounds (e.g., ≤10% query error) or latency bounds
(e.g., ≤25 ms query latency). Existing systems [22–29] ex-
ploit various ANN algorithms [15–18] and system optimiza-
tions to optimize query accuracy and latency. However, these
systems do not provide any performance guarantees.

Faiss [22] and AnalyticDB-V [24] are widely-used open-
source and commercial vector query engines, respectively.
Unfortunately, they do not provide any performance (error or
latency) bounds. They build a profile to map query errors to
sampling sizes for a given dataset. It is possible to leverage the
profile to pick an appropriate sampling size to meet an error
bound. But the problem is that the profile is query-agnostic:
it ignores the characteristics of individual query vectors, and
uses a fixed sampling size for all query vectors under the
same error bound. Consequently, the sampling size is too
pessimistic—the maximum sampling size among all query
vectors has to be used to meet the error bound. This leads to
excessive redundant computation.

Learned Adaptive Early Termination (LAET) [30] is a re-
cent work that leverages machine learning to optimize vector
query processing. It trains a gradient boosting decision tree
model to predict when to stop searching for a given query
in order to reduce query latency. It focuses on average query
accuracy, and does not provide any error or latency bounds.
LAET includes a heuristic to adapt the decision tree model by
multiplying a hyperparameter to the prediction result to meet

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    995



a given error bound. But the model treats the entire structured
ANN index as a blackbox, which performs poorly on query
latency for bounded errors.

More importantly, existing systems focus on a single-node
setup and use a single worker to process each query. Dis-
tributed processing is critical for vector queries over large
unstructured datasets with billions of items. Conceivably, one
can replicate a dataset to multiple workers, and process multi-
ple queries in parallel—one query by each worker. This naive
solution has high memory footprint for billion-scale datasets
(e.g., 360 GB for DEEP1B [31] dataset). Moreover, it cannot
reduce query latency with more workers, making it hard to
achieve latency bounds for billion-scale datasets.

We present Auncel, a vector query engine for large un-
structured datasets with performance guarantees. Different
from existing systems, Auncel allows users to specify an er-
ror bound or latency bound for an input vector. The core of
Auncel is a query-aware and error-aware error-latency pro-
file (ELP) that enables Auncel to minimize the query latency
for an error bound and maximize the query accuracy for a
latency bound. Auncel is a distributed solution that can re-
duce the query latency with more workers. To the best of our
knowledge, Auncel is the first distributed vector engine that
provides bounded errors and bounded latencies.

There are two primary challenges in realizing Auncel. The
first challenge is to decide the appropriate sampling size for
an individual query vector under a particular error or latency
bound. Auncel uses a whitebox approach that exploits the
geometric properties in the high-dimensional space to explic-
itly model the relationship between sampling sizes and query
errors. This enables Auncel to build more accurate ELPs
than existing query-agnostic or blackbox approaches. Auncel
immediately terminates the search process when the error
bound can be guaranteed based on the ELP to minimize query
latency. In terms of the latency bound, Auncel exploits the na-
ture of vector query processing and uses a runtime approach
to maximize query accuracy.

The second challenge is to scale Auncel out to multiple
workers in order to reduce query latency. A natural approach
is to shard a dataset among workers and aggregate workers’
results for query processing. The nuance is to correctly set
the local error bound for each worker. Naively setting the
local error bound to be the target error bound would magnify
the global error after aggregation. Auncel applies probability
theory to calibrate the local error bound for each worker in
order to bound the global error. We theoretically prove that
Auncel is able to bound the global error with high probability.

We implement a prototype of Auncel, and extensively eval-
uate it with a variety of benchmarking datasets. The results
show that Auncel outperforms Faiss [22] by 1.3–10× and
LAET [30] by 1.4–3.6× on the single-node setup. For the
distributed setup, Auncel is able to process a vector query
under 25 ms for the DEEP1B dataset which contains one bil-
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Figure 1: IVF workflow.

lion vectors of 96 dimensions with 128 workers (using four
c5.metal EC2 instances).

In summary, we make the following contributions.
• We present Auncel, to the best of our knowledge, the first

distributed vector query engine that provides bounded query
errors and bounded query latencies.

• We propose a whitebox approach that leverages high-
dimensional geometry to build accurate ELPs, and apply
probability theory to calibrate each worker to scale out.

• We implement an Auncel prototype. The evaluation shows
that Auncel outperforms Faiss by up to 10× and LAET by
up to 3.6×, and processes a vector query within 25 ms for
billion-scale datasets with 128 workers.

2 Background and Motivation
In this section, we begin by introducing the background of
vector queries on unstructured datasets. We then describe cur-
rent solutions and their limitations to support vector queries
on large unstructured datasets, which motivates the design of
Auncel. Finally, we describe the challenge to scale out vector
query processing.

2.1 Vector Queries on Unstructured Datasets

The common practice for managing and querying unstruc-
tured datasets is to use deep neural networks (DNNs) to pro-
cess each item and represent each item as a high-dimensional
feature vector [32–34]. A vector query on an unstructured
dataset is to find the top-k vectors in the dataset that are most
similar to the query vector. The most widely-used similarity
metrics between two vectors are Euclidean distance and An-
gular distance. KNN search returns the top-k most similar
vectors (i.e., nearest neighbors), and ANN search returns the
approximate top-k nearest neighbors. KNN becomes imprac-
tical for large datasets with millions or billions of items due
to long query latency. ANN trades off accuracy for latency,
and is the de facto solution for vector query processing on
large unstructured datasets. Another reason for the wide adop-
tion of ANN is that it is unnecessary to output the exact top-k
items for many vector query processing tasks, as DNN models
themselves are not perfect when generating these vectors.

The basic idea of ANN search is to use an indexing struc-
ture to sample a subset of the dataset to find the top-k neigh-
bors. Inverted file index (IVF) [15, 25, 35] is a state-of-the-art
ANN algorithm. While IVF has many variants, it has the fol-
lowing general workflow. It trains a list of cluster centroids by
k-means clustering [36] offline. These cluster centroids form
the index of the dataset; each vector is assigned to the closest
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Figure 2: Redundant computation in Faiss.

cluster. Given a query vector, IVF first computes the distance
between each centroid and the query vector. Then it chooses
the top-n nearest centroids, and processes the corresponding
clusters of these centroids one by one. It maintains a sorted ar-
ray of size k, and updates the array after performing pairwise
distance calculation in each cluster as Figure 1. The k vectors
remained in the array at the end are returned as the query
result. The vectors in the array are called intermediate result
during the processing. In this figure, each value in the array
represents the vector’s index in the ground truth result of ex-
act search. The vectors in the top-n clusters are the sampling
vectors. n determines the sampling size, and thus controls the
tradeoff between accuracy and latency.

2.2 Bounding Performance for Vector Queries

Providing bounded performance for query processing is a key
requirement for meeting SLOs of applications [19–21]. There
are two typical types of performance bounds: error bounds
and latency bounds. The query processing engine is expected
to minimize query latency when given an error bound, and
maximize query accuracy when given a latency bound.

Limitations of existing solutions. Existing systems [22–29]
do not provide bounded performance, and leave the choice of
the sampling size to users. While it is possible to adapt the
mechanisms in existing systems to provide bounded perfor-
mance, simply doing so yields undesirable results. Faiss [22]
and AnalyticDB-V [24] build a profile by sampling some
queries to map query errors to different n values (exponential
power of two in practice to save the map building time) after
building an IVF index for a dataset. To guarantee bounded
errors, they use the n whose worst-case error is no bigger than
the bound. This pessimistic choice of n has poor performance,
because it is query-agnostic. It ignores the characteristics of
individual queries and uses a fixed n for all queries under a
given error bound. Some queries may use a smaller n (and
thus achieve better latency) without violating the error bound.

To illustrate the problem, we randomly select six query
vectors in DEEP10M [31] and assign them the same error
bound (10%). In Figure 2, the optimal bars are the minimal
values of n to reach the error bound for each query vector,
and they are calculated through grid search of parameter n for
the six queries respectively. Since Faiss uses the same value
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Figure 3: Redundant computation in LAET.

of n for all queries, the value is dominated by query-2; other
queries do not need such a large n to meet the error bound.
A larger n means searching more clusters, i.e., longer query
latency. The naive solution of using a query-agnostic fixed
value for n has a 10× gap from the optimal for some queries
in this example.

To alleviate this problem, LAET [30] leverages machine
learning to adaptively decide n among different query vectors.
However, LAET is designed to reduce latency under average
query error and is incapable to guarantee bounded error. It
trains a decision tree model with LightBGM [37] and treats
IVF index as a blackbox. The model takes the query vector,
the intermediate result and some features of the clusters as
input and outputs n for a given query. Due to the overhead of
running a machine learning model for each query, LAET can-
not use complex models and it also simplifies the model input.
For instance, it only considers a small portion of intermedi-
ate result and cluster centroids. Therefore, the model cannot
accurately predict n with blackbox fitting. To guarantee an
error bound, LAET includes a heuristic to adapt the model
by multiplying a hyperparameter to the prediction result—a
tighter bound requires a larger hyperparameter. However, ap-
plying such a hyperparameter to all queries given the same
error bound induces severely redundant computation with the
inaccurate model. This is because this inaccurate blackbox
model needs a very large hyperparameter to guarantee the er-
ror bound for all queries, but most queries only require a small
one. Consequently, the values of n generated by LAET are
also far from the optimal. Besides, tuning the hyperparameter
for different error bounds is error-agnostic.

We continue with the previous DEEP10M example to show
the problem of LAET. As shown in Figure 3, the bars of
LAET-plain are lower than those of the optimal, indicat-
ing that the plain LAET solution with blackbox fitting is
inaccurate to predict top-n and cannot provide bounded er-
rors. LAET-hyper, which is LAET with the aforementioned
heuristic, sets the hyperparameter large enough to ensure the
bounded error for all the six queries. The hyperparameter is
dominated by query-6; other queries can use a smaller hyper-
parameter, i.e., just enough to match the optimal. Therefore,
LAET has the similar problem as Faiss and AnalyticDB-V.
The inaccurate blackbox model introduces a 5× gap from the
optimal for some queries in this example.
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Figure 4: Problem when scaling error bounds.

Opportunity: Geometric structures in ANN indexes. The
key to address the problem is building an accurate, light-
weight ELP. Our core idea is to exploit the geometric struc-
ture and computation pattern of ANN indexes to establish the
relationship between sampling sizes and query errors with
high-dimensional geometry. The geometric intuition is that
a query vector needs a large value of n if the vector is lo-
cated at the boundary of clusters. Similarly, searching a small
number of clusters, i.e., a small value of n, is sufficient, if the
query vector falls close to a centroid. Thus, we can formu-
late the entire search procedure with geometric formulas, and
use whitebox approach to explicitly model the relationship
between sampling sizes and query errors.

2.3 Applying to Distributed Settings

Existing systems focus on a single-node setup and use a sin-
gle worker to process each query. Replicating the dataset
to each worker and processing multiple queries in parallel
only increases throughput. It does not help with per-query
latency, and has high memory footprint for each worker, both
of which are undesirable for billion-scale datasets. A com-
mon approach is sharding, i.e., partitioning the dataset among
multiple workers. Each worker finds the local top-k in its own
shard (i.e., a map operation), and then a leader aggregates the
local results to the global top-k (i.e., a reduce operation). This
works well for exact search (KNN), as the aggregated result is
identical to the ground truth. However, for approximate search
(ANN), the error of the aggregated result is not bounded, even
if the error of the local top-k on each worker is bounded.

To see why this is the case, consider the example in Figure 4.
The example includes three workers, the value of k is 3, and
the error bound is 35%. We show the local top-k at each
worker and the aggregated global top-k. Each value represents
the corresponding top-k vector’s index in the global ground
truth result of exact search. The results of KNN is on the left
and that of ANN is on the right. In KNN, each worker returns
the exact local top-k, and the aggregated top-k vectors are the
true top-k (i.e., the ground truth). In ANN, the error of the
local top-k at each worker is 33.3%, which satisfies the error
bound. However, after aggregating the local top-k, the error
of the global top-k is 66.7%; only one vector (with index 3)
is in the true global top-k vectors.

To address the problem, we need to calibrate the local error
bounds when finding the local top-k at each worker; we cannot
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Figure 5: Auncel architecture.

directly use the global error bound. We apply probability
theory to calibrate the local error bounds to ensure that the
global error is bounded with high probability.

3 Auncel Overview
We present Auncel, a vector query processing engine for large
unstructured datasets with performance guarantees. Auncel
exploits the geometric properties of ANN index structures to
build accurate, lightweight ELPs. Such ELPs enable Auncel
to sample just enough data to answer vector queries within
their error or latency bounds. To scale out vector query pro-
cessing for large datasets with billions of items, Auncel adopts
map-reduce style dataflow operations, and applies probability
theory to calibrate the local error bounds at each worker. Fig-
ure 5 shows the overall architecture of Auncel. We provide a
brief overview of Auncel in this section.

User interface. Auncel allows users to tradeoff between ac-
curacy and latency with user-defined performance bounds ¸.
Specially, a user can specify an error bound or a latency bound
for a query vector and a value of k (i.e., how many nearest
neighbors to return) as follows.
• Error bound ε. The user specifies an error bound ε, and

Auncel returns a result within ε error as soon as possible.
• Time bound t. The user gives a time bound t, and Auncel

returns the most accurate result within t time.

Offline. Similar to all query processing engines for unstruc-
tured datasets, Auncel first uses IVF to build an ANN index
for a given dataset offline ¶. IVF divides the vectors in the
database into a few clusters with k-means clustering. It main-
tains the centroids of each cluster; each vector in the dataset is
assigned to the closest cluster. In addition to the ANN index,
Auncel samples synthetic or example queries to build an ELP
for the dataset ·. ELP building techniques include fitting
geometric formulas and substituting some complex operators
with pre-calculated key-value pairs to reduce overhead.

Online. At runtime, vector queries are issued to Auncel for
processing. Each query includes a vector, a value of k, and
an error/time bound. To process an incoming query, Auncel
first evaluates the distance between the query vector and each
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Symbol Description

q Query vector
t Latency bound
ε Error bound
l Number of clusters
Ci The ith closest cluster to q (a hyper polyhedron)
εi Error after processing {C1...Ci}
S Set of database vectors
Si Intermediate result after processing {C1...Ci}
Sgt Ground truth result of exact search (Sgt = Sl)
j∗ |Si∩Sgt | after processing {C1...Ci}
ϕi( j) Scaling factor of the jth element in Si
λi( j) Distance between q and the jth element in Si
B(r) Sphere (Ball) with center q and radius r
Pj(m) B(λi( j))∩Cm
N j(m) Number of the vectors within

⋃m
η=1 Pj(η)

V (G) Volume of geometric body G

Table 1: Key notations in problem formulation.

centroid, and then sorts the clusters by distance in ascending
order ¹. According to the sorted clusters, Auncel performs
pairwise distance calculation between the query vector and
each stored vector cluster by cluster, and updates the sorted
array (i.e., the intermediate result) º. After processing each
cluster, Auncel uses the intermediate result and the centroids
to predict the current error based on the ELP ». If the error
or time bound can be satisfied, Auncel terminates the search
process in º, and returns the vectors in the array as the result.

4 Auncel Design
In this section, we present the design of Auncel. We first
describe the problem formulation (§4.1) and the key ideas
(§4.2). Then we show how to build error profiles (§4.3) and
latency profiles (§4.4). Finally, we describe how to apply our
solution to distributed settings (§4.5). Some key notations in
the design are listed in Table 1.

4.1 Problem Formulation

We first mathematically formulate the problem of vector query
processing on unstructured datasets. Let S = {v1,v2, ...vN} ∈
Rd , where S is an unstructured dataset, N is the number of
vectors in S, and vi is a d-dimensional vector in S. Let q ∈Rd

be a query vector. Given a value k ∈ N+ and k ≤ N, a vector
query with q is to find the top-k nearest neighbors of q in
S, according to a pairwise distance function d(q,vi). The
distance function typically computes Euclidean distance or
Angular distance between two vectors. The ground truth of
the top-k nearest neighbors Sgt is obtained when searching in
the entire dataset S. Sgt are often sorted according to d(q,v).

Sgt = argmink
v∈S d(q,v) (1)

Finding the exact top-k nearest neighbors has high query
latency for large datasets, which may violate latency SLOs
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Figure 6: Example to show key idea and workflow of Auncel.

for applications. To trade query accuracy for query latency, a
subset Sa ⊂ S can be sampled to find the approximate top-k
nearest neighbors Sr for lower latency.

Sr = argmink
v∈Sa

d(q,v). (2)

The accuracy (recall) and error of Sr are defined as follows.

Accuracy ,
|Sgt ∩Sr|

k
(3)

Error , 1−Accuracy (4)

4.2 Workflow and Key Idea

Auncel allows users to specify an error bound or a latency
bound for a query. When an error bound is given, Auncel
minimizes query latency; when a latency bound is given,
Auncel maximizes query accuracy. As we have described in
§2, the basic approach for processing a vector query with an
ANN index is to first compute the distances between the query
vector and the centroids of the clusters in the index and then
search cluster by cluster based on the ascending order of the
distances. The key idea of Auncel is to build an accurate ELP
so that after searching each cluster, Auncel can consult the
ELP to decide whether to terminate the search.

Workflow of Auncel. We use a concrete example in Figure 6
to illustrate the workflow of Auncel. In this example, the ANN
index partitions the dataset into three clusters. Each cluster
(Ci) is a polyhedron in d-dimensional space. The value of k
in top-k is 5, and the error bound is 20%. The three clusters
are sorted in ascending order by their centroids’ distances to
the query vector. Auncel searches the three clusters based on
the order one by one. The three clusters may have different
numbers of vectors due to the imbalance property of k-means.
It does not impact the error profile since Auncel terminates
the search as soon as the current error is guaranteed. However,
the imbalance property leads to inaccurate latency profile that
we will discuss later in §4.4.

After processing C1, Auncel updates the intermediate result
(a sorted array) which represents the query vector’s top-k
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Algorithm 1 Error Profile
1: ε← Error Bound, i← 1
2: while i <= l do
3: Perform search computation in cluster Ci
4: geometric properties← Si , cluster centroids
5: εi← ELP (geometric properties)
6: if εi ≤ ε then
7: break
8: i← i+1
9: Return intermediate result

nearest neighbors in C1. Each element in the sorted array is a
pair of a database vector’s index and its distance to the query
vector. For simplicity, the figure only shows the element’s
index in ground truth result. Auncel uses the intermediate
result as the input of the ELP to predict the current error, and
decides whether to terminate the search. The ground truth
vectors have top-k indexes [1, 2, 3, 4, 5] in this example,
which is obtained after searching all three clusters. As the
intermediate result after searching C1 is [1, 4, 7, 8, 9], only two
vectors in the intermediate result (the two with indexes 1 and
4) belong to the true top-k. Therefore, the current error is 60%,
which is still above the error bound 20%. Auncel continues to
search C2. The intermediate result after searching C2 contains
four vectors in the true top-k (the four with indexes 1, 3, 4
and 5), and the current error decreases to 20%, which satisfies
the error bound. Therefore, it is safe for Auncel to terminate
the search and return the sorted array as the query result.

The workflow is summarized in Algorithm 1. Predicting
the error with ELP in line 5 is the key to guarantee bounded
errors and minimize query latency. If the predicted error is
smaller than the actual error, the system terminates search too
early, and fails to meet the error bound; if the predicted error is
larger than the actual error, the system unnecessarily continues
to search more clusters, which increases query latency. Thus,
the main challenge is to build an accurate ELP to accurately
predict the current error after searching each cluster.

Key idea of Auncel. To understand how Auncel addresses
this challenge, consider the intermediate result after searching
C1. The first element in the intermediate result (1) is also
the first element in ground truth (sorted array after searching
all three clusters). But, the second element (4) is the fourth
element in ground truth, and the the third element (7) is not in
the top-k (k=5). We define the scaling factor of the jth element
in the intermediate result after processing Ci as follows, where
indexgt is the element’s index in ground truth.

ϕi( j), indexgt/ j (≥ 1) (5)

If ϕi( j) is known, then the current error of the intermediate
result after searching Ci can be calculated. Specifically, we
compute j∗ such that

j∗ = argmax j{ j ·ϕi( j)≤ k}. (6)

The elements from 1 to j∗ in the intermediate result belong
to the true top-k. j∗ is often calculated through binary search.
The current error εi after processing Ci is

εi = 1− j∗/k (7)

For any j, ϕi( j) converges to 1 when i increases to the num-
ber of clusters (l). Correspondingly, j∗ converges to k and
εi converges to 0. When searching the clusters one by one,
Auncel terminates the process immediately when εi becomes
no bigger than the error bound.

Therefore, we convert the problem of building an accurate
ELP to accurately estimating ϕi( j). We exploit the geomet-
ric properties of ANN indexes in high-dimensional space to
estimate ϕi( j). Since Auncel is designed to provide bounded
errors, it is sufficient to estimate the upper bound of scaling
factor ϕi( j), which we describe next.

4.3 Handling Error Bounds

Auncel minimizes query latency under a given error bound us-
ing scaling factors in the ith error prediction (ϕi). We perform
a detailed analysis of ϕi( j) from a geometric perspective, and
design a formula to calculate the upper bound of ϕi( j) under
the two most prevalent distance metrics.

4.3.1 Scaling Factor under Euclidean Distance

We first focus on Euclidean distance, the most widely-used
and intuitive distance metric, which measures the length of
the line segment between two anchor vectors in geometry.

We have two key insights. Our first insight is to leverage
the geometric structure of the IVF index. IVF shards the en-
tire dataset into l clusters (C) by k-means clustering, and the
clusters are sorted as C = {C1,C2...Cl}. Due to the rule of
k-means, Ci is a d-dimensional polyhedron and the boundary
between Ci and C j is the (d− 1)-dimensional mid-vertical
plane of the line segment connecting the two clusters’ cen-
troids. Thus, we can divide the entire space into several parts
based on these boundaries. Our second insight is to exploit the
local geometric properties of q which belongs to C1. The top-
k ground truth vectors gather around q and form a sphere,
B(λl(k)) with radius λl(k) and center q in d-dimensional
space. For any vector within B(λl(k)), it is a member of Sgt .
For instance, if B(λl(k)) locates within C1, it is sufficient to
search in the first cluster to get ground truth.

The combination of these two insights allows us to com-
pute ϕi( j) with high-dimensional geometry. We know that
the k ground truth vectors are distributed in sphere B(λl(k)),
and the sphere is divided into many parts by the boundaries
between C1 and other clusters. For example, we have three
clusters in total and query vector q in Figure 7. The sorted
clusters are {C1,C2,C3}, and all vectors within the sphere be-
long to Sgt . This sphere is cut into three parts—P1,P2,P3—by
the two boundaries, and Ni is the number of database vectors
in the scope of

⋃
{P1...Pi} (i = 1,2,3). In Figure 7, the num-

bers of the vectors within the shaded areas are N1 and N2,
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Figure 7: Geometric demo for calculating scaling factor.

respectively. In Figure 7(a), scaling factor ϕ1(N1) =
k

N1
since

the N1th element in S1 is the kth element in Sgt . Figure 7(b)
shows the scaling factor ϕ2(N2) =

k
N2

. To extend to general
settings, we define Pj(m) as the intersection of B(λi( j)) and
Cm after processing Ci. Consequently, N j(m) is the number
of vectors within

⋃m
η=1 Pj(η) which gives that:

ϕi( j) = N j(l)/N j(i). (8)

l is the number of clusters and i represents the current cluster.
We observe that the vectors of real-world datasets conform

to local uniform distribution, and k in most query workloads
is no bigger than 100, which means the vectors within the
scope of B(λl(k)) nearly conform to uniform distribution.
We provide a measurement in Appendix A.1 to confirm this
observation. Let den represents the local density of B(λl(k)).
We get that N j(m)≈V (

⋃m
η=1 Pj(η))×den. Hence,

ϕi( j) =V (B(λi( j)))/V (
i⋃

m=1

Pj(m)). (9)

V is the volume function. Since Pj(1) has different geometric
meaning with Pj(m) (m≥ 2) (spherical cap) and is complex
to calculate, we use the following inequation:

ϕi( j) =
1

1− V (
⋃l

m=i+1 Pj(m))

V (B(λi( j)))

≤ 1

1− ∑
l
m=i+1 V (Pj(m))

V (B(λi( j)))

≤ 1
b−a×U

. (10)

Different spherical caps (e.g., P1, P2 in Figure 7) may inter-
sect with each other. The union of all spherical caps has a
smaller volume than the sum of the volumes of all spherical
caps, which leads to the first ≤. We apply b−a×U to substi-
tute such complicated volume calculation in d-dimensional
space, where a,b are parameters to fit offline and a×U is the
geometric upper bound of the volume ratio. Appendix A.2
contains the detailed analysis of a×U , and we conclude one
of the upper bound functions is

U =
l

∑
m=i+1

arccos(xm) (0≤ xm ≤ 1). (11)

Algorithm 2 Latency Profile
1: t← Time Bound, i← 1
2: t0←CurrentTime()
3: while i≤ l do
4: Perform search computation in cluster Ci
5: tc←CurrentTime()
6: if tc− t0 ≥ t−δ then
7: break
8: i← i+1
9: Return intermediate result

where xm = dbm
λi( j) and dbm is the distance between query vector

and the boundary of C1, Cm. We do not consider the circum-
stance when xm > 1.

In Formula 11, the time complexity of calculating the upper
bound of ϕi( j) is O(l) since arccos(xm) only costs constant
time. We use binary search to calculate j∗ with Formula 6,
which concludes that the time complexity to predict εi is
O(l× log(k)) while the space complexity is O(1).

4.3.2 Scaling Factor under Angular Distance

Another widely-used vector distance metric is Angular dis-
tance, which evaluates the angle between two anchor vectors.
Its geometric meaning allows us to transform Angular dis-
tance into Euclidean distance. Specifically, we project all
database vectors onto the unit sphere in d-dimensional space
through vector normalization, while maintaining the Angu-
lar distance between any vectors. Thus, we substitute angle
with the line segment on such unit sphere, and the theoretical
analysis in §4.3.1 holds under Angular distance.

4.4 Handling Latency Bounds

Given a latency bound, Auncel maximizes query accuracy for
a query vector. Conceivably, one can build a latency profile
to capture the relationship between sampling sizes (i.e., the
number of clusters to search) and query latencies. Then Aun-
cel can consult the latency profile to get how many clusters
to search based on a given latency bound. However, building
such a profile is difficult, because the clusters have different
sizes and the order of the set of clusters to search vary between
different query vectors.

We design a runtime solution that exploits the monotonicity
property of vector query processing to handle latency bounds,
obviating the need of building a latency profile offline. Specif-
ically, vector query processing searches the clusters in the
ANN index one by one. The search is based on ascending
order of the distances between the clusters’ centroids and
the query vector. The accuracy of the intermediate result in-
creases when searching more clusters. As such, Auncel tracks
the used time when searching the clusters, and terminates
the search when the used time is close to the time bound.
This ensures that Auncel uses as much time as possible in
processing to maximize query accuracy. Algorithm 2 shows
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Figure 8: Auncel runtime with map-reduce.

the pseudocode of processing vector queries under latency
bounds. To guarantee the search terminates before the time
bound, the algorithm stops the search when the used time
is a (configurable) δ before the time bound. δ is influenced
by the first cluster after Auncel terminates the search, i.e.,
Ci if the termination condition is triggered after processing
Ci−1. The larger δ is required if Ci has more vectors and costs
more time to process. To guarantee the latency bounds in any
circumstances, δ is tuned according to the cluster with the
largest number of vectors.

4.5 Applying to Distributed Settings

We emphasize that the distributed solutions mentioned in
§2.3 either cannot reduce query latency (i.e., only improve
throughput) or leads to error amplification. To scale out, Aun-
cel uses map-reduce style processing to process vector queries
with multiple workers while preserving the error and latency
bound. Auncel divides distributed vector processing into two
phases—a map phase and a reduce phase. As shown in Fig-
ure 8, Auncel randomly and uniformly shards the dataset
into multiple partitions. Each worker owns one partition, and
builds a local ANN index and a local ELP. One of the work-
ers is elected as the leader, which controls the global query
processing.

When a vector query with an error/time bound (which we
call global bound) comes, the leader calibrates the bound to
get an error/time bound to be used by each worker (which
we call local bound). In the map phase, each worker uses its
local ANN index and ELP to process the query on its own
partition. In the reduce phase, the leader collects the local
results from the workers, and performs exact top-k search on
these collected results to produce the final result.

Calibration of error/latency bounds. As we have shown in
§2.3, the local errors can be amplified in the reduce phase
when the local results are aggregated to the final result. Di-
rectly using the global error bound as the local error bound
in the map phase would cause the final error obtained by the
reduce phase to be larger than the global error bound. To
address this problem, we design an error bound calibration
mechanism based on probability theory. The leader calibrates
the local error bound before distributing the work to the work-
ers in the map phase.

𝒌×𝒘 (𝟓×𝟐)

𝒘𝟏

𝒘𝟐

Reduce

Requestd Error = 40%

Calibrated Error = 20%

: Hit Element

: Miss Element

1 4 7 9 11

3 6 8 10 12

1 3 4 6 7

Figure 9: Error calibration of Auncel.

Figure 9 shows an example with two workers to illustrate
the calibration mechanism. The global error bound ε is 40%,
and the local error bound after calibration εc is 20%. Hit
elements are the intersection of Sr and Sgt . The map phase
is done by the workers individually, and the local error at
each worker is 20%, which meets the local error bound εc.
The reduce phase aggregates the local results and the global
error is 40%. While the global error is bigger than 20%, it
still meets the global error bound (ε = 40%). The probability
of the example in the figure is:

(5
3

)
∗
(5

5

)
/
(10

8

)
= 2

9 , where
(n

m

)
means the combination number. From classical models of
probability, it means the probability of the random event that
selects eight hit elements of all ten ground truth vectors and
three elements are situated in the first five ground truth.

Formally, we define the number of hit elements of the first n
elements in the ground truth as Hn. The worst case is Hk×w =
k×w× (1− εc), which means each worker just meets the
local error bound. The global error can be represented by
1−Hk/k. The probability of a random event Hk = i is

P(Hk = i) =

(k
i

)
×
( k×(w−1)

k×w×(1−εc)−i

)( k×w
k×w×(1−εc)

) . (12)

Thus, the probability of the random event to meet the global
error bound is calculated by:

P(Hk ≥ (k× (1− ε))) =
k

∑
i=k×(1−ε)

P(Hk = i). (13)

For instance in Figure 9, P(Hk ≥ (k× (1− ε))) = P(3) +
P(4)+P(5) = 2

9 +
5
9 +

2
9 = 1, which means the calibrated

local error bound (20%) can guarantee the global error (40%)
under any circumstances. Auncel starts calibrating εc from
ε and decreases εc by 1

k each time. We choose 1
k as the loop

decrement because the error, which is defined in Formula 3, is
a multiple of 1

k . The probability to guarantee the global error
bound ε is calculated through Formula 13. If the probability is
greater than γ (99.9% used in our prototype), Auncel stops the
calibration and distributes the εc to each worker. Therefore,
the probability of failing to guarantee the error bound is less
than 1-γ (<0.1% when γ = 99.9%), i.e., Auncel guarantees
the error bound with high probability. As for the convergence
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time of the calibration algorithm, the calculation time of For-
mula 12 is constant since the values of combinatorial numbers
are pre-calculated offline. The time complexity of Formula 13
is O(k×ε). Consequently, the convergence time of calibration
is O((k× ε)2). Since k in real query workloads is not large,
the time to calibrate the error bound is relatively small.

Calibrating the latency bound is straightforward since the
overhead of the reduce phase is negligible compared to the
map phase. We slightly enlarge δ to include the reduce over-
head as the latency calibration.

5 Implementation
We have implemented a system prototype of Auncel with
∼3000 lines of code in C++ based on Faiss. We use Faiss for
building IVF indexes and similarity search, and extend Faiss
with building and applying ELPs for performance bounds. Be-
cause Faiss does not support distributed processing, we also
implement data sharding, and map-reduce operations for dis-
tributed query processing. In theory, Auncel can be integrated
with any vector query processing engines. We choose Faiss
because it is a widely-used open-source vector query process-
ing engine, and is adopted in production like Meta/Facebook.
The code of Auncel is open-source and is publicly available
at https://github.com/pkusys/Auncel.

ELP & Distributed setting. We implement the ELP compo-
nent of Auncel with C++ Standard Library (STL) and Intel
oneMKL [38]. ELP works in the query process and is treated
as the process controller (monitor). For the distributed set-
ting, Auncel spawns a worker process for each CPU core,
and a server machine contains multiple workers. The entire
dataset is sharded among the workers, and each worker pro-
cesses queries on its own shard. Auncel randomly chooses
a machine to spawn a leader process to receive the query
and distribute the query with calibrated configurations (§4.5)
to each worker. After all workers finishing their own query
processing, the leader aggregates local results and returns the
final results to the user. Each machine contains a daemon
process that manages the local workers on the machine and
communicates with the leader using TCP sockets. For lead-
ers, Auncel handles query failures by re-executing the query.
When receiving a local result from a worker, the leader creates
a consistent backup of the result. Users are able to resume the
query with the existing backup files, which is similar with the
ideas of traditional primary-backup mechanisms [39, 40].

System optimizations. The ELP component imposes com-
putation overhead to the system because of the complex ge-
ometric operations for high-dimensional vectors. We follow
Faiss to implement Euclidean distance calculation, Angular
distance calculation and vector normalization through SIMD
instructions of oneMKL. Since SIMD is designed for vector
operations such as inner-product and element-wise addition,
it significantly reduces the computation overhead of the ELP
component. In addition, we pre-calculate key-value pairs of

Dataset Dimensions Database Query Distance
Vectors Vectors

SIFT10M [41] 128 10M 10K Euclidean
DEEP10M [31] 96 10M 10K Euclidean
DEEP1B [31] 96 1B 10K Euclidean
GIST1M [42] 960 1M 1K Euclidean

TEXT10M [31] 200 10M 10K Angular

Table 2: Datasets used in the evaluation.

some operations(e.g., arccos) offline and consult the key-value
pairs online to improve the performance of these operations.

6 Evaluation
In this section, we empirically evaluate Auncel from the fol-
lowing aspects: (i) end-to-end performance improvement over
state-of-the-art solutions; (ii) effectiveness of ELP; (iii) vali-
dation of the mathematical formulation; (iv) system overhead
of Auncel; and (v) scalability. The summary of the experi-
ments is as follows.
• Auncel outperforms LAET [30] and Faiss [22] by up to

3.6× and 10× on average query latency under the same
error bound, respectively (§6.1).

• The ELPs built by Auncel are highly accurate across a range
of datasets (§6.2).

• The mathematical formulation of Auncel fits well with real-
world datasets (§6.3).

• The runtime overhead of Auncel is within 1%, and building
an ELP offline can be done within ten minutes (§6.4).

• Auncel scales out near ideally, and only takes 25 ms to
process a query on DEEP1B with 128 workers (§6.5).

Setup. All experiments are conducted on AWS. We use two
EC2 instance types, both configured with Ubuntu 18.04 LTS.
For the single-node experiments, we use c5.4xlarge, which
is configured with 16 vCPUs (Intel Xeon Platinum 8275CL)
and 32 GB memory. For the scalability experiments, we use
c5.metal, which is configured with 96 vCPUs (Intel Xeon
Platinum 8275CL) and 192 GB memory. The reason of using
c5.metal for the scalability experiments is the experiments
aim to demonstrate the ability of Auncel to support very large
datasets and we need large memory to host DEEP1B (nearly
400 GB memory footprint).

Datasets. Table 2 summarizes the preprocessed datasets used
in our experiments. These datasets are widely-used bench-
marking datasets for vector query processing in both academic
and industry [43, 44]. Each dataset consists of database vec-
tors, query vectors and ground truth. For each query vector, the
ground truth records the indexes and distances of its top-100
neighbors. SIFT [41] is a dataset of local SIFT image descrip-
tors [45] with ten million database vectors and ten thousand
queries. DEEP [31] is a dataset of CNN [46] image embed-
dings with one billion database vectors and ten thousand
queries. The single-node experiments only use ten million
database vectors of DEEP, denoted by DEEP10M. The scala-
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Figure 10: Performance under different datasets.
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Figure 11: Performance under different error bounds.
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Figure 12: Performance under different values of k.

bility experiments use all database vectors of DEEP, denoted
by DEEP1B. GIST [42] is a dataset of global color GIST
descriptors [45] with one million database vectors and one
thousand query vectors. TEXT [31] is a cross-model [47, 48]
dataset of texts and images, where the ten million database
vectors and the ten thousand query vectors have different dis-
tributions in a shared representation space. The TEXT dataset
adopts Angular distance as the distance metric, while the other
three datasets use Euclidean distance.

Baselines. We compare Auncel to two baselines.
• Faiss [22] is a widely-used solution for processing vector

queries. It uses a fixed approach that picks the same sam-
pling size for all queries under a given error bound.

• LAET [30] is a state-of-the-art solution that uses machine
learning to adaptively determines search termination condi-
tions for individual queries.

We emphasize that Faiss and LAET do not provide perfor-
mance guarantees. To the best of our knowledge, Auncel is the
first system that provides performance guarantees for vector
query processing. In the experiments, we use the best con-
figurations (e.g., the minimal n in the map for Faiss and the
earliest search termination condition for LAET) to guarantee
that all queries meet the given error bound. This allows us to

fairly compare the query latency of Auncel, Faiss and LAET,
while all three systems satisfy the given error bounds.

Note that it is necessary for all the three systems (Auncel,
Faiss and LAET) to train their ELPs offline with some exam-
ple queries. In the experiments, unless otherwise stated, we
randomly split the query vectors into two parts of equal size,
one for training and the other for testing. Because Auncel and
LAET only perform search on the training queries once, the
ELP building times of the two systems are almost the same.
However, the grid search method of Faiss requires searching
on the training queries for different top-n (exponential power
of two in practice to save time), and the building time is tens
of times longer than that of Auncel and LAET.

Metrics. We use average end-to-end query latency,
Ave(Tsystem) as the main evaluation metric, where Tsystem rep-
resents the individual query latency of one of the three sys-
tems. In addition, we also report average slowdown of latency
and average cluster search ratio. Average slowdown of latency
is defined as Ave(Tbaseline

TAuncel
). Average cluster search ratio is de-

fined as the average ratio between the number of searched
clusters by the baseline and that by Auncel, i.e., Ave(Nbaseline

NAuncel
),

where N represents the number of searched clusters when
processing an individual query.
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Figure 13: Effectiveness of error profiles.
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Figure 14: Effectiveness of time profiles.

6.1 Overall Performance

We compare the end-to-end query latency between Auncel,
Faiss and LAET under the same error bound. Auncel outper-
forms Faiss and LAET under different datasets, different error
bounds, and different values of k.

Performance under different datasets. We compare Aun-
cel against the baselines on SIFT10M, DEEP10M, GIST1M
and TEXT10M. We use one c5.4xlarge EC2 instance. The
error bound is 10% and k in top-k is 100 (i.e., returning top-
100 nearest neighbors for a query). The results are shown in
Figure 10, which we summarize as follows.
• Auncel achieves 1.8–3.6× lower average end-to-end latency

than LAET and 1.3–4.8× lower of that than Faiss under the
same error bound. This is because Auncel adaptively and
accurately profiles the relationship between errors and sam-
pling sizes, which allows Auncel to sample fewer clusters
to generate query results.

• Compared to the gap of average latency between Auncel
and the baselines, the gap of average slowdown is larger.
This is because Auncel co-adapts individual queries and the
error bounds, while the two baselines fail to adapt queries
and error bounds at the same time.

• Auncel outperforms the two baselines by up to 9.6× in
average cluster search ratio. This means Auncel can reduce
the search cost by up to 9.6× in average while meeting
the requested error bound, due to the use of the geometric
properties when building ELPs.

• Auncel significantly outperforms Faiss and LAET on all the
four datasets, which have different characteristics of data
and different metrics of distance (Euclidean and Angular).

Performance under different error bounds. To show that
Auncel consistently outperforms the baselines when the error

bound changes, we vary the error bound from 1% to 10% and
run the top-100 workload on the SIFT10M dataset. Figure 11
shows the performance under different error bounds. Auncel
achieves 1.4–1.7× lower average end-to-end latency than
LAET and 1.8–4.8× lower of that than Faiss.

Performance under different values of k. We also vary the
value of k from 10 to 100. We fix the error bound as 10% and
run different top-k workloads on the SIFT10M dataset. From
Figure 12, we observe that Auncel outperforms LAET and
Faiss by 1.6–3.3× and 4.6–10× on average query latency,
respectively. It confirms that Auncel can handle different
values of k in top-k.

6.2 Effectiveness of ELP Techniques

In this set of experiments, we evaluate the effectiveness of the
ELP building techniques in Auncel.

Error Profiles. To evaluate our error profiling technique, we
run Auncel with the top-100 workload on the four datasets.
We vary the error bound from 10% to 70%. Figure 13 illus-
trates the maximum and 95%-tile actual errors. We also plot
the ideal straight lines (i.e., actual error equals to error bound)
in Figure 13. Note that the measured actual error is always no
bigger than the error bound, which demonstrates the ability of
Auncel to guarantee bounded errors. As we increase the error
bound, the measured actual error increases as well, indicating
that Auncel adapts to the error bound. However, the maximum
error does not increase monotonically with the error bound
on SIFT10M, DEEP10M and GIST1M. This is because the
geometric characteristics (e.g., dimension and distribution) of
query vectors vary widely across different datasets.

Time Profiles. To evaluate our time profiling technique, we
run Auncel with the top-100 workload on the four datasets and
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Figure 15: Validation of Formula 10.

report query latency of each query, with a time bound from
5 ms to 50 ms. Figure 14 shows the results of the maximum
and minimum end-to-end query latencies. The results show
that each query is terminated before the time bound.

6.3 Validation of Mathematical Formulation

This experiment validates that our theoretical model (For-
mula 10) fits well with real-world unstructured datasets. In
ELP initialization, we compute the geometric upper bound
function U and collect the corresponding real scaling factor ϕ

according to the ground truth. We sample a portion of U−ϕ

pairs, where ϕ is the maximal in a small interval, to model
the tight upper bound of ϕ. The larger interval apparently
leads to a tighter upper bound. We then use least squares to fit
Formula 10 for these U−ϕ pairs. Figure 15 shows the results
of the top-100 search workload on SIFT10M and DEEP10M.
The results confirm that Formula 10 can well capture the rela-
tionship between U and ϕ, which allows Auncel to accurately
predict the runtime errors.

6.4 System Overhead

Runtime overhead. To evaluate the runtime overhead of
Auncel, we perform an experiment with top-k search work-
loads on different datasets. We configure Auncel to search
fixed number of clusters and make an error prediction after
searching each cluster. For comparison, we measure the ELP
prediction time and the entire time of query processing. We
also vary the value of k from 10 to 100, and run Auncel on
SIFT10M. As shown in Table 3 and Table 4, the average la-
tency can hardly be distinguished between Auncel with ELP
and Auncel without ELP. The runtime overhead of using ELP
in Auncel is within 1%. Note that the average latency almost
stays the same from top-10 search to top-100 search. This is
because distance computation dominates in the search process
such that top-k relevant computation is negligible.

ELP Building Time. We evaluate the offline time taken for
ELP building. We configure Auncel to train 50% query vec-
tors with the top-100 workload on different datasets. Table 5
shows that the time to build ELP is within ten minutes, which
is relatively small for datasets with ten million vectors.

6.5 Scalability

Auncel shards a dataset into several partitions. For a vector
query, it performs local ANN search with ELP in the map
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Figure 16: Scalability on multiple workers.

Dataset Without ELP With ELP

SIFT10M 68.02 ms 68.41 ms (+0.58%)
DEEP10M 48.16 ms 48.55 ms (+0.81%)
GIST1M 6.86 ms 6.91 ms (+0.70%)

TEXT10M 95.42 ms 96.00 ms (+0.61%)

Table 3: Runtime overhead under different datasets.

Top-K Without ELP With ELP

Top-10 68.09 ms 68.47 ms (+0.55%)
Top-50 68.12 ms 68.51 ms (+0.57%)
Top-100 68.02 ms 68.4 1ms (+0.58%)

Table 4: Runtime overhead under different values of k.

Dataset Building Time

SIFT10M 6.20min
DEEP10M 4.44min
GIST1M 0.61min

TEXT10M 8.65min

Table 5: ELP building time on different datasets.

phase and aggregates the local results in the reduce phase.
We evaluate how configurations with different number of
workers impact the average latency. We use four c5.metal
EC2 instances to verify the scalability of Auncel. In this ex-
periment, we adopt the calibration techniques described in
§4.5 to guarantee 10% global bounded error for all queries.
We vary the number of workers from 4 to 128, and run the
top-100 workload on DEEP1B. Auncel assigns each machine
an equal number of workers and spawns a leader worker on
one of the machines. The leader worker receives all local
top-k results and completes the reduce task. Figure 16 shows
that the average latency is almost halved when the number
of workers doubles each time, indicating that Auncel scales
out near ideally. This is because Auncel only transmits the
indexes of local top-100 vectors and their corresponding dis-
tances to the query vector from the workers to the leader; it
does not transmit the raw data of the high-dimensional vec-
tors. The reduce phase to aggregate local results takes only
a small portion of the total time. Therefore, Auncel can fully
leverage the advantages of data parallelism to scale out.
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7 Discussion
Hardware acceleration. Some query engines [23, 49] lever-
age GPUs to accelerate vector query processing. GPU accel-
eration works well for small datasets, but is not suitable for
large datasets because of limited GPU memory size. Thus,
CPUs are widely used in production for large datasets. Also,
GPUs are more expensive than CPUs. Therefore, we focus on
CPUs for implementation and evaluation in this paper. We re-
mark that the design of Auncel is orthogonal to the underlying
hardware. Auncel can be applied to GPUs or other specialized
hardware for vector query processing.

Vector compression. Vector compression [50] is proposed to
reduce the memory footprint of large datasets. It compresses
high-dimensional vectors into low-dimensional space while
maintaining the distance property. The number of dimen-
sions in each vector is reduced after vector compression. This
technique is orthogonal to Auncel since we only consider the
distance property between different vectors. Auncel processes
vector queries on a dataset, no matter how many dimensions
each vector in the dataset has.

8 Related Work
ANN indexes. Many ANN indexes are proposed to im-
prove query accuracy and reduce query latency, such as
IVF [15, 25, 35], graph index [16, 51, 52] and locality sen-
sitive hashing [18, 53–55]. These algorithms perform search
on sampling data which trade accuracy for query latency. They
leave the sampling size (e.g., top-n in IVF) to users and do
not provide bounded performance. These ANN algorithms
are orthogonal and complementary to Auncel, and we fol-
low one of the state-of-the-art solutions, IVF, to build Auncel.
Besides, ANN algorithms also have different system charac-
teristics [56]. For example, the graph index is more efficient
than IVF, but it needs extra memory to hold large graphs. An
interesting direction for future work is to build a unified ELP
for more ANN indexes and provide bounded performance
according to user preferences. Some recent works [30, 57]
focus on early stopping conditions of nearest neighbor search
to reduce average query latency at a high accuracy, but they
do not provide any error or time bound guarantees. With the
proliferation of unstructured data and machine learning, ANN
on the embedding vectors of unstructured data becomes a key
component in many AI applications, such as recommenda-
tion [1–4], recognition [5–8] and information retrieval [9–11].
Recent industrial vector data management systems [23,24,58]
are developed to meet the rapidly increasing demand of these
AI applications. They typically build their query processing
engines on top of Faiss [22]. As we integrate the Auncel pro-
totype into Faiss, it is convenient for these systems to leverage
Auncel to improve vector query processing.

Approximate query processing. Approximate query process-
ing systems [19, 20, 59–61] have gained a lot of popularity

due to the long latency of exact search. These systems all pro-
vide time or latency guarantees through probability statistics.
However, none of them pays attention to unstructured data
represented by vectors. BlinkDB [19] and Quickr [60] focus
on structured data and approximate aggregation jobs while
ASAP [20] focuses on approximate graph pattern mining.
The probability statistics method fails to produce good results
on vector queries with performance guarantees. Thus, we in-
troduce a novel high-dimensional geometry theory tailored
for vector queries in Auncel. GRASS [21] is a scheduler for
approximation jobs in data analytics clusters to alleviate the
straggler problem in a map-reduce framework. It is comple-
mentary to the distributed design of Auncel since our error
and latency calibration mechanism is easy to be integrated
into such cluster schedulers. Big data warehouses [62–64]
are prevalent in modern cloud services, which provide high-
performance query processing. To manage large-scale un-
structured data, Auncel can be integrated into these query
systems to provide bounded performance. Auncel bridges
the gap between approximate query processing and vector
queries.

9 Conclusion
We present Auncel, a vector query processing engine that pro-
vides bounded errors and latencies on very large unstructured
datasets. Auncel exploits the geometric properties of high-
dimensional space and the nature of vector query processing
to build precise and lightweight ELPs. Auncel is a distributed
solution that leverages probability theory to scale out with
multiple workers. We demonstrate the performance of Auncel
on a variety of datasets. Auncel significantly reduces query
latency while meeting error or latency bounds, and scales to
billion-scale datasets with latency reduction.
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A Appendix
A.1 Validation of Local Uniform Distribution
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(a) cp1 in SIFT10M.
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(b) cp2 in SIFT10M.
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(c) cp3 in DEEP10M.
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(d) cp4 in DEEP10M.

Figure 17: Validation of local uniform distribution.
We emphasize that the assumption about data distribution

is local uniform distribution rather than uniform distribution.
It is because the real-world items are distributed together
smoothly. We perform a measurement to validate that vec-
tors conform to local uniform distribution in widely-used
unstructured datasets. We randomly pick a central point (cp)
in the geometric space and let it do a random walk. Each
time cp moves a small distance in either direction, the num-
ber of database vectors within a small radius (r) from cp is
counted through a sweep. In this measurement, we pick two
initial central points for SIFT10M and DEEP10M, respec-
tively. Figure 17 shows the dynamics of the number of cp’s
neighbors and how it changes when cp moves. Within 25
moves (i.e., a relatively small local scope), the number of cp’s
neighbors fluctuates no more than 14% in the four examples.
Consequently, it is reasonable to conclude the local uniform
distribution.

A.2 Analysis of Formula 10
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Spherical Cap

Figure 18: Unit spherical cap.

Let dbm represent the distance between the query vector
q and the boundary of C1, Cm. We leverage cosine theorem
to calculate dbm by three anchor vectors, q and the centroid
vectors of C1,Cm, where the boundary is the mid-vertical
plane of the line segment connecting the two centroids.

Since only the volume ratio is considered, we simplify
the model into unit sphere, which substitutes λi( j) with unit
element (1) and dbm with xm = dbm

λi( j) after processing Ci. Thus,
V (Pj(m))

V (B(λi( j))) is identical to the ratio of spherical cap’s volume,
V (sc) to the volume of the unit sphere as Figure 18 shows.
According to properties of high-dimensional space [65], the
volume of the unit sphere, Un(d) in d-dimensional space is

V (Un(d)) =
π

d
2

d
2 Γ( d

2 )
.

As for the spherical cap, the exact volume calculation is
time-consuming through definite integral. To guarantee the
bounded error, it is sufficient to provide an upper bound for-
mula of the ratio. Thus, we derive the following lemma.

Lemma A.1 For any 0 ≤ xm ≤ 1 , the fraction of the vol-
ume of the hemisphere above the boundary (spherical cap,
sc) is V (sc). The unit sphere’s volume is V (Un(d)) in d-
dimensional space (d ≥ 3). We conclude that V (sc)

V (Un(d)) ≤
a× arccos(xm), where a is a number corresponding to d.

Proof. The surface area of the intersection of the boundary
and the sphere is

(1− x2)
d−1

2 V (Un(d−1)).

Thus, the volume of sc is:

V (sc) =V (Un(d−1))
∫ 1

xm

(1− x2)
d−1

2 dx.

Now,

V (sc)
V (Un(d))

=
V (Un(d−1))

V (Un(d))

∫ 1

xm

(1− x2)
d−1

2 dx

≤ a×
∫ 1

xm

(1− x2)
d−1

2 dx.

As for the upper bound, since 0≤ (1−x2)≤ 1 and− 1
2 < 0 <

d−1
2 , we have (1−x2)

d−1
2 ≤ (1−x2)−

1
2 . Due to the properties

of definite integral,∫ 1

xm

(1− x2)
d−1

2 dx≤
∫ 1

xm

(1− x2)−
1
2 dx

Thus,

V (sc)
V (Un(d))

≤ a×
∫ 1

xm

(1− x2)−
1
2 dx = a× arccos(xm).

The lemma is concluded by the above proof, and we fit a by
sampling queries offline.

Above all, one of U is ∑
l
m=i+1 arccos(xm) in Formula 10

where a×U represents the upper bound of ∑
l
m=i+1 V (Pj(m))

V (B(λi( j))) .
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Abstract
Graph pattern mining is compute-intensive in process-
ing massive amounts of graph-structured data. This paper
presents Arya, an ultra-fast approximate graph pattern miner
that can detect and count arbitrary patterns of a graph. Unlike
all prior approximation systems, Arya combines novel graph
decomposition theory with edge sampling-based approxima-
tion to reduce the complexity of mining complex patterns on
graphs with up to tens of billions of edges, a scale that was
only possible on supercomputers. Arya can run on a single
machine or distributed machines with an Error-Latency Pro-
file (ELP) for users to configure the running time of pattern
mining tasks based on different error targets. Our evaluation
demonstrates that Arya outperforms existing exact and ap-
proximate pattern mining solutions by up to five orders of
magnitude. Arya supports graphs with 5 billion edges on
a single machine and scales to 10-billion-edge graphs on a
32-server testbed.

1 Introduction
Graph-structured data have been used to represent relation-
ships between entities in various domains, ranging from social
networks [23, 39], financial transactions [46, 56], and knowl-
edge bases [4]. There are two main categories of tasks in ana-
lyzing graphs: graph computation and graph pattern mining.
Graph computation obtains various properties of a graph, such
as PageRank [59] and connected components [41]. Graph pat-
tern mining is more compute-intensive as it discovers struc-
tural patterns (i.e., subgraphs), such as motif finding [16, 57],
frequent subgraph mining (FSM) [9, 73], and clique count-
ing [21, 40]. These mining tasks are used in various appli-
cations, such as counting patterns of financial fraud [1] and
detecting suspicious activities on social networks [8].

With graph data reaching multi-billion scales [7, 76], there
is an increasing need to mine complex patterns to under-
stand complicated internal relationships [22, 24, 29]. While
many graph frameworks have been developed over the years
based on various system and algorithmic optimizations, min-
ing complex patterns (e.g., more than 5-vertex) in large graphs
remains challenging. The fundamental reason is that pat-
tern mining requires traversing and computing over large
intermediate candidate sets, which grow exponentially with

∗Equal contribution.

the graph size and pattern complexity. For instance, a recent
high-performance mining engine, GraphPi [64], needs several
hours to mine a six-vertex pattern in a graph of 1.2 billion
edges, using the world’s top-10 supercomputer with 1024
compute nodes (24,576 cores). Other general-purpose graph
mining solutions, such as Peregrine [45] and Fractal [33],
need more than a day to mine a six-vertex pattern even in
small graphs (e.g., 1 million edges) on a 4-server testbed (see
details in §7).

To reduce the underlying mining complexity, sampling-
based approximation approaches have been proposed, e.g.,
ASAP [44] leverages a neighborhood sampling approach to
approximate the pattern occurrences. Unfortunately, existing
sampling-based approaches come with two common issues:
(1) When pattern complexity (the numbers of vertices and
edges) grows, the number of required sampling algorithm
trials (called samplers) increases significantly (e.g., 1015 in
mining 5-cliques in a billion-edge graph as shown in §2.1),
making it infeasible to mine complex patterns in large graphs.
(2) Systems like ASAP require developers to define distinct
ways to sample a pattern to cover all possible occurrences.
It might be easy for simple patterns like triangles: we can
randomly pick the first edge, sample the second edge among
the first edge’s neighbors, and wait for the third edge to close
the triangle. But it is challenging to figure out how to sample
complex patterns as there are many distinct sampling ways.

In this paper, we present Arya, an approximate mining
system that can scale to ultra-large graphs (e.g., 10 billion
edges) and mine complex patterns (e.g., 11-vertex). In Arya,
we tackle a general approximate mining problem: Given an
input graph, output the approximated occurrences of an arbi-
trary subgraph. In many applications, an almost-correct result
is sufficient, and the processing time is the key. For instance,
a fintech company estimates the frequency of certain complex
patterns to quantify the trends of online crime and fraud [24].
The chains of (money laundering) transactions form special
patterns and estimating the occurrences of such patterns will
help banks and companies to evaluate their operational risks.

Given that designing faster pattern sampling algorithms
is theoretically difficult [35], Arya takes a new avenue to re-
duce the complexity of the pattern to be sampled. Inspired
by theory advances in graph sampling [14, 34, 36] and graph
decomposition [18], our contribution is to bring theory into
practice by an end-to-end system design that explores the algo-
rithmic potential of approximate graph mining (e.g., systems

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1013



design and optimizations, query accelerations) to meet user
requirements (e.g. mining arbitrary patterns and error-latency
profiles). Backed by decomposition theory, Arya significantly
reduces the inherent approximation complexity of complex
patterns in large dense graphs if the pattern can be properly
decomposed. Arya has two main components: (1) a pattern
decomposer that decomposes a complex pattern into a set of
unique simple subpatterns and (2) a parallel estimation engine
that generates a number of samplers for decomposed subpat-
terns and constructs an estimated frequency for the original
complex pattern.

When designing our pattern decomposer, we need to de-
termine an optimal decomposition of a complex pattern into
simpler subgraphs such that it is sufficiently easier to sample
the decomposed subpatterns and reconstruct the result for
the original pattern. In Arya, we leverage the recent edge-
cover-based graph decomposition [18]. The analysis shows
that by computing the optimal fractional edge cover of a com-
plex pattern (see §2.2), we can decompose the pattern into
a unique collection of unique vertex-disjoint odd cycles and
stars, which can be significantly easier to sample than the
original pattern. With decomposition, Arya also has unique
ways to sample patterns, alleviating the need to explore dif-
ferent sampling methods. Even if a pattern is too simple to
be decomposed (e.g., 2-star), Arya performs no worse than
existing sampling-based systems.

Once a pattern is decomposed, we build a parallel sampling
engine to estimate the pattern occurrence by sampling cycles
and stars separately. By extending the edge sampling theory
from [15, 18], we build odd cycle sampler and star sampler
with massive parallelism and construct the sampler for the
original pattern. Each sampler is essentially a sampling trial
aims to find one instance of the pattern with a fixed probability
p: it merges the sampled odd cycles and stars and tests the
remaining edges to find a potential pattern. If the sampled
pattern can be formed, the sampler outputs 1/p; otherwise
zero. With a sufficient number of independent samplers, we
can obtain an estimated pattern count by averaging the outputs
from all samplers (linearity of expectation). To estimate the
number of samplers required to achieve the desired accuracy,
Arya introduces a heuristic inspired by ASAP [44] to build
the Error-Latency Profile (ELP), which takes an error target as
the input and infers relevant parameters (e.g., the number of
samplers) to configure the graph miner based on bootstrapping
(from a small sample of the graph).

With graph decomposition, edge sampling, and a series of
system optimizations (e.g., probability-aware scheduling and
sampler caching), Arya outperforms any existing graph min-
ing systems in scalability. We implement Arya using Mem-
cached to store graph data structures and optimize the most
frequent queries to it (e.g., neighbor edges and vertices). We
deploy Arya onto three computing scenarios: a single server,
a single server with persistent memory, and a cluster with 4
to 32 servers. Our evaluation demonstrates that Arya outper-

forms GraphPi, a state-of-the-art supercomputer-based graph
miner, by up to 5 orders of magnitude while incurring a less
than 5% error. In addition, Arya outperforms the state-of-the-
art approximate mining system [44] by up to 145× and scales
to graphs with multi-billion edges. For example, Arya can
mine a complex 7-vertex pattern in a 5-billion-edge synthetic
graph in several seconds. We open-source Arya and datasets
in https://github.com/Froot-NetSys/Arya.

In this paper, we make the following contributions.

•We present Arya, an approximate graph miner that scales
to large graphs and complex patterns, leveraging advanced
graph decomposition theory and edge-based sampling. (§3)
•We introduce techniques to quickly sample decomposed

subpatterns and reconstruct the original pattern for approx-
imation, based on the latest cycle/star sampling algorithms.
(§4)
•We extend Arya to various distributed settings for hetero-

geneous graph processing scenarios. (§5)
•We show that Arya mines complex patterns in graphs with

5 billion edges using a single machine and 10 billion edges
using multiple machines, a scale that even supercomputer-
based systems failed to achieve. (§6,§7)

2 Background and Motivation
In this section, we discuss the background of graph pattern
mining and approximate mining algorithms. We then describe
the graph decomposition theory that we leverage.

2.1 Graph Pattern Mining
Problem Definition. Graph pattern mining is to find instances
of a given pattern in a graph or set of graphs. A pattern is an
arbitrary subgraph, which represents user-defined properties
attached to the edges and vertices. Pattern mining algorithms
aim to find all subgraph instances (called embeddings) that
match a given pattern of interest. Such matching is usually
done via iterating all subgraphs that are isomorphic to the
input pattern, which is known to be NP-complete. At a high
level, the compute complexity of an exact pattern mining al-
gorithm is associated with the need to iterate over all possible
embeddings in the graph.
Approximate Graph Pattern Mining. Given the search
complexity of exact mining algorithms, approximation-based
approaches become promising. Approximate analytics is
widely used in solving complex big data [58], network teleme-
try [38, 63], and database problems [11], typically with signif-
icantly lower resource overheads. A common idea to perform
approximation is to sample a subset of the input data uni-
formly at random and perform analytical tasks over the sam-
pled data. For instance, uniform sampling (e.g., NetFlow and
sFlow) has been widely used in monitoring network flows.
• Advanced pattern sampling: There is a large body of the-
oretical work on designing sampling algorithms [44, 47, 60]
to mine specific patterns such as triangles and cliques. The
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main difference between these algorithms is the way to sam-
ple a specific pattern. Intuitively, if a sampling approach can
sample a pattern with a higher probability, a smaller number
of samplers is required to achieve high accuracy (and thus a
shorter completion time). For instance, neighborhood sam-
pling is used in ASAP [44]. The main idea of neighborhood
sampling is to continuously sample neighbor edges until the
pattern can be formed. In mining triangles, each neighbor-
hood sampler starts by sampling an edge uniformly at random
and then sampling the second edge from the neighbor edges
of the first edge. If there is a third edge in the remaining
edges that can form a triangle with the existing two edges,
this sampler successfully samples a triangle. Compared to
the standard sampling approach that has a 1/m3 probability
(sampling three edges uniformly at random), neighborhood
sampling has a larger probability 1/m · c to sample a triangle,
where c is the number of neighbor edges of the first edge.

• Limitations of existing sampling-based systems. While
sampling-based approximation is promising in reducing the
computation in graph pattern mining compared to exact algo-
rithms, two significant issues remain:
(1) Scalability remains an issue in mining complex patterns

in (dense) large graphs for systems like ASAP [44]. In
particular, the number of required samplers can be pro-
hibitively large, leading to high computation and memory
costs. Taking neighborhood sampling as an example, it re-
quires O(m2

fp
) to estimate 4-vertex patterns and O(m3∆

fp
) for

5-vertex patterns, where ∆ is the maximum degree in the
graph and fp is the occurrence of the pattern. From 4-vertex
to 5-vertex, the computation complexity is increased by up
to O(m∆), where the number of edges m can be large (e.g.,
Twitter graph [50] has 1.2 billion edges). This complexity
will be increased dramatically for more complex patterns,
and this observation is confirmed by ASAP that they cannot
scale to more than 5-vertex patterns in their large graphs
evaluated in their 16-server testbed.

(2) Using ASAP, one needs to define how to sample a pattern
using their neighborhood API [44]. While it is straightfor-
ward to sample simple patterns (e.g., triangle), sampling
complex patterns is challenging (e.g., triangle-triangle).
For instance, there is only one way to sample a triangle as
described above, but there are multiple ways to sample a
triangle-triangle (two triangles connected by an edge). It is
challenging for developers to figure out all possible sam-
plers when the pattern is even more complex. If samplers
do not cover all possible ways to sample patterns, we can
see severe underestimations in the final results.

2.2 Approximation with Graph Decomposition
The goal of our system, Arya, is to explore a scalable solution
for mining complex patterns in large graphs. One potential
way to improve the scalability is to continuously design and
develop new sampling techniques that can sample patterns

0.5 0.5

0.5

1.0
(a) 5-House (b) An optimal

edge cover.
(c) Decomposition

Figure 1: An example of decomposing a pattern.

with higher probabilities. However, the fundamental limitation
in this direction is that, we need to sample at least these many
of edges and vertices to form a pattern, which implies an
upper bound on how large the sampling probability can be on
a specific pattern [35].

Instead, Arya aims to take another road to improve the
scalability of approximate pattern mining. The question we
ask is that if we cannot improve the sampling technique fur-
ther, can we instead reduce the complexity of the pattern to
be sampled? We find that, graph decomposition theory [30],
which is a powerful tool to reduce the complexity of graph
matching and coloring problems, can also be applied jointly
with existing sampling techniques to reduce the pattern min-
ing complexity. Recent graph theory advances [18] made a
contribution to proving that any subgraph can be decomposed
as a collection of vertex-disjoint odd cycles and stars by solv-
ing an optimal fractional edge cover problem. This decompo-
sition is a desired property for our purposes, as no matter how
complex the patterns are, they can be decomposed into cycles
and stars (tackling issue (2)), and these two subpatterns are
“easier” cases to be sampled (tackling issue (1)).

Definition 1 ([18]). Denote the fractional edge cover of a
pattern P as P(VP,EP), where VP is the vertex set and EP
is the edge set. P(VP,EP) is a mapping φ : EP→ [0,1] such
that for each v in VP, ∑e∈EP,v∈e φ(e)≥ 1. The fractional edge
cover number is ∑e∈EP φ(e).

The optimal fractional cover is to find a subset of edges in
the pattern (covering all vertices) that minimum the fractional
edge cover number ρ(P) (i.e., min ∑e∈EP φ(e)). Intuitively,
the key insight (detailed proofs in [18]-A.2) is that for any
pattern P, there always exists an optimal fractional cover
that maps weights 0.5 to edges that can form odd cycles and
maps weights 1.0 to edges that do not belong to any odd cy-
cle (in the cover). This result is powerful because it ensures
that we can decompose arbitrary patterns into a collection of
odd cycles and stars. Moreover, the analysis further proves
that this decomposition reaches optimal bounds for sampling
arbitrary patterns, which strengthens our confidence in this
decomposition. Thus, we need to calculate the following lin-
ear programming (LP), and construct odd cycles with edges
of weights 0.5 and stars with edges of weights 1.0:

Minimize ∑
e∈EP

φ(e)

s.t. ∑
e∈EP:v∈e

φ(e)≥ 1,∀v ∈VP
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Figure 2: Overall architecture of Arya.

Figure 1 shows a 5-house example to find the optimal
fraction cover as (b), and we then decompose 5-house into a
three-cycle (if the weight φ of each edge is 0.5) and a 1-star
(if the weight is 1.0).

Challenges. While the decomposition technique has provable
theoretical guarantees, there are several challenges in build-
ing a general, distributed system for large-scale approximate
graph mining. First, to be of practical use, once a pattern is
decomposed into subpatterns, we need a distributed process-
ing engine that optimizes the performance of running a large
number of (subpattern) samplers, e.g., how to schedule the
execution of the samplers and scale to distributed settings
with optimized communication. Second, the graph theory we
leverage assumes homogeneous edges and vertices while real-
world graphs are often associated with properties. Therefore,
the mining queries require predicate matching that envisions
the technique to be property-aware. Finally, as an approxi-
mate processing system, we need to allow users to trade-off
accuracy for running time. We need to understand the rela-
tionship between errors and actual running time in both single
and distributed settings.

3 Arya Overview
We design Arya, an approximate graph pattern mining system
leveraging decomposition-based graph sampling. Figure 2
demonstrates the overall architecture of Arya. Arya provides
three operating modes to adjust to different compute scenarios:
(1) Single machine mode that is optimized for local edge
and vertex queries; (2) distributed with replicated graphs
mode where the graph dataset is replicated entirely to multiple
machines; (3) distributed with partitioned graphs mode that
is developed with distributed KV-store (e.g., Memcached) to
support arbitrarily partitioned graphs across machines. We
provide an overview of different components in Arya and how
users can leverage our system to perform approximate mining
tasks for arbitrary patterns.

Arya workflow. Arya allows users to mine arbitrary patterns
in a graph. As an approximate engine, a user can specify an
input pattern and an error budget as follows:
• Input pattern P: The user defines an arbitrary subgraph

P of the input graph as the pattern to mine in Arya. The
user specifies P (in a text file) by adding a list of edges that
form the pattern. This pattern will then be decomposed into

a collection of odd cycles and stars via Arya decomposer.
Unlike prior approximate mining systems, the user does not
need to define the ways to sample the pattern as Arya will
always sample stars and odd cycles for arbitrary patterns.
• Error budget ε: The user specifies an accuracy target by

setting an error budget ε (e.g., 5%) with a confidence inter-
val (e.g., 95%). Arya is expected to output an approximate
result within ε error in time T .
After specifying the input pattern and the error budget, Arya

first decomposes the pattern via the fractional edge cover LP
solver as 1⃝. For building an ELP, the ELP engine will return
a required number of samplers (and time) for the error budget
ε as 2⃝ using the parallel sampling engine 3⃝; or the user
directly specifies the number of samplers to run. Once the
user approves the estimated time, the sampling engine will
perform the approximation and return the estimated count
with the actual run time as 4⃝. The sampling engine also finds
a set of sampled embeddings as 5⃝.
Sampling vs. Enumeration. While Arya shows tremendous
performance improvements on mining various complex pat-
terns, we observe that Arya works best with the following
two assumptions: (1) The graph is dense such that there are
many pattern occurrences. (2) The decomposed subpatterns
need only a few remaining edges to complete the pattern.
For (1), it is a fundamental argument between determinis-
tic enumeration-based approaches and sampling-based ap-
proaches. When the graph is sparse, it is challenging to find a
pattern via random sampling (like “a needle in a haystack”),
while it is a better case for enumeration. For (2), if the de-
composition of a pattern breaks too many edges, each Arya’s
sampler spends extensive efforts on searching the remaining
edges to complete the pattern, degrading the execution per-
formance. If these two assumptions do not hold, Arya may
experience many failed trials and thus requires more samplers.
Therefore, while Arya supports arbitrary pattern mining, the
actual runtime depends on the above two key conditions.

4 Basic Design
We now present how Arya enables ultra-fast graph pattern
mining by combining pattern decomposition and edge-based
sampling as a theoretical foundation. We focus on the single
machine design in this section and extend it to distributed
settings in the next section.

4.1 Pattern Sampling Algorithms
By leveraging graph decomposition theory (§2.2), a pattern
will be represented as a set of vertex-disjoint odd cycles and
stars. Our pattern sampler is to sample the relevant odd cycles
and stars from the graph and check if there exist remaining
edges that complete the pattern. Thus, we introduce two sam-
pling algorithms based on [15, 18] to sample them separately,
then use them to construct the pattern. In the algorithms, we
denote an odd cycle with 2k+1 edges as C2k+1 (k ≥ 1) and a
star with l petals as Sl .
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Algorithm 1 Odd Cycle Sampler
1: Input:
2: Graph G = (V,E) where |E|= m, an odd cycle C2k+1
3: Output:
4: An instance of C2k+1 and sampling probability Pr[C2k+1]

or 0
5: Sample an edge e1 = (u1,v1) from graph such that

d(u1)≤ d(v1). ▷ sample first edge with an order
6: Sample k− 1 edges e2 = (v2,u2), . . . ,ek = (vk,uk) with

replacement from G. ▷ sample rest edges as the cycle
skeleton

7: Sample a vertex n from the neighbors of u1. ▷ One more
8: Check if there are remaining edges

(v1,u2), . . . ,(vk−1,uk),(vk,n) in G. If succeeds, output
C2k+1 and Pr[C2k+1]; otherwise, 0.

Odd Cycle Sampler. At a high level, our goal here is to
sample odd cycles and we can adopt any cycle sampling algo-
rithms (e.g., neighborhood sampling [61] used in ASAP [44]).
In Arya, we attempt to introduce the algorithm shown in [31]
and [18]: first uniformly sample k edges (with the first edge
having an order based on the degree), a neighbor edge of the
first edge, and then test if there are remaining k edges in the
graph to complete a cycle. Compared to ASAP, it is easier for
Arya’s sampler to sample an odd cycle using edge sampling
since the probability of forming an odd cycle is higher. How-
ever, our empirical results show that the two algorithms are
comparable for cycles (§7). We adopt this algorithm for two
reasons: (1) Easy to support longer odd cycles: compared to
neighborhood sampling, most of its sampling phase involves
only random edge sampling, and thus no need to store nested
neighborhood states (e.g. neighbors of neighbors); (2) Easy
to optimize performance with the hash-based graph structures
presented in §4.2 to accelerate queries.

Specially, we present the odd cycle sampler in Algorithm 1.
First, we sample a special (directed) edge e1 = (u1,v1) whose
first vertex does not have a larger degree than that of the
second vertex (Line 5). Second, we sample another k− 1
edges uniformly at random with replacement (Line 6). Third,
we sample a neighbor edge (n,u1) of u1 as the last hoop of
the cycle (Line 7). Finally, we need to test if there are re-
maining k edges in the graph to complete the odd cycle as
(u1,v1),(v1,u2), . . . ,(uk,vk),(vk,n),(n,u1). Since each sam-
pling step is independent, the overall probability to sample
this odd cycle is Pr[C2k+1] = Pr[e1] ·Pr[e2] · · ·Pr[ek] ·Pr[n] =
1
m (

1
2m )

k−1 1
d(u1)

.

Star Sampler. Intuitively, a star consists of a center vertex
and a few petals, and sampling a star can be straightforward.
There is a broad spectrum of theory work using star samplers
as a main or subroutine in various applications (e.g., spar-
sification, clustering, and matching) [15, 18, 49]. Here, we
adopt a common weighted star sampler as in Algorithm 2
(e.g., [15, 18]). We start by selecting a vertex v1 with proba-

Algorithm 2 Star Sampler
1: Input:
2: Graph G = (V,E) where |E|= m, a star Sl with l pedals
3: Output:
4: An instance of Sl and sampling probability Pr[Sl ] or 0
5: Sample a vertex v1 ∈V with probability dv1/2m for any

v1 ∈V . ▷ weighted center vertex sampling
6: Sample l petal vertices uniformly at random from the

neighbors of v1 without replacement . ▷ sample pedals to
complete

7: Output Sl and Pr[Sl ] if succeeds; otherwise, 0.

bility proportional to its degree d(v1) (i.e., d(v1)
2m ). This step is

to sample centers that are more likely to form stars with mul-
tiple petals. In practice, we optimize the query performance
by performing an edge sampling as the way to sample v1. For
instance, if a graph has 50 edges and a vertex v1 has a degree
of 10, randomly sampling an edge is equivalent to sampling
a vertex that is v1 with a probability of 1/10 because there
are 10 edges in the graph that are incident to v1. This sampled
vertex is used as the star center, and we will then sample l
vertices from v1’s neighbors uniformly at random without
replacement. We will either find such an l-star or return zero
from this step. Overall, the probability to sample a star is
Pr[Sl ] = Pr[v1] ·Pr[petal_vertices] =

dv1
2m

(dv1
l

)
.

Approximation for the Original Pattern. We can sample an
embedding of the original input pattern if and only if all associ-
ated odd cycle samplers and star samplers find their instances.
If any sampler does not successfully form their cycle/star
embedding, we will terminate this sampler for the original
pattern and return zero. Once all the decomposed pattern sam-
plers finish, we need to reconstruct the original pattern P by
merging the cycles/stars and testing if the remaining edges
between the cycles and the stars do exist in the graph to form
the pattern. This is the last step of the whole pattern sampler.
During the testing, we list all the possible remaining edges
and check if they exist in the graph until there are enough
checked edges to complete the pattern. If a complete pattern
can be formed with o odd cycles and s stars, the probability
of the sampler is Pr[P] = Pr[C1] · · ·Pr[Co]Pr[S1] · · ·Pr[Ss]. A
sampler outputs R[P] = 1

Pr[P] if a pattern instance is found;
otherwise, it outputs R[P] = 0.

In summary, Arya runs a number of such pattern samplers
in parallel based on ELP. In the final “reduce” phase, if there
are n samplers and sampler i returns result Ri[P], Arya returns
∑

n
i=1 Ri[P]

n as the final result. This is because Arya’s pattern
sampler finds any possible embedding Pi with Pr[Pi]. Suppose
there are #P embeddings of the pattern, the expected output
of a sampler is E = ∑

#P
i=1

1
Pr[Pi]

·Pr[Pi]+0 · (1−Pr[Pi]) = #P.
With more samplers, the average of the sampler outputs will
be closer to the expected value #P. Therefore, Arya trades
more samplers for better accuracy.
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4.2 Sampler-Friendly Graph Structures
We observe that both odd cycle and star samplers involve
a number of specific queries to the graph data, which are
the major computation bottlenecks in the sampler runtime.
To improve sampler performance, we summarize the most
frequent runtime queries and provide simple, yet effective
data structures to accelerate them.

• Edge sampling: sample an edge e uniformly at random
from the graph.

• Neighbor sampling (v, i): perform a neighborhood sam-
pling on v to obtain the i-th neighbor edge (i≤ d(v)) and
check what vertex is associated with this edge.

• Degree checking v: obtain the degree of vertex v.
• Edge checking (u,v): check if vertices u and v form an

edge in the graph.
Given the nature of the queries above in randomized algo-

rithms, we should optimize data stores to accelerate process-
ing. For instance, an edge sampling query can be implemented
unoptimized as drawing a random number from the edge list
[1 . . .m] and taking a linear traversal to find the exact edge.
Instead, we use two auxiliary data stores for performance im-
provements: (1) An edge array that is grouped by vertex with
the requirement that all neighbor edges of a vertex are stored
consecutively. We observe that many public graph datasets
are already stored in this order [6]. (2) A hash table that maps
vertices to their metadata. Specifically, each vertex has an in-
teger as its ID and its metadata containing the vertex’s degree
and the starting index of the vertex in the edge array.

4.3 Advanced Pattern Mining Features
Beyond approximating the occurrences of a pattern in a graph,
Arya provides users with several advanced features.
Predicate matching. A common way of representing the
graph data is in the form of property graph, where user-
defined properties are attached to the vertices and the edges.
Thus, the real-world queries to a property graph may require
to match patterns satisfying certain predicates. For instance, a
predicate matching query can ask for the count of all 5-House
patterns in the graph where all edges are associated with an
organization or all vertices meet a certain type.

Arya supports three types of predicates—at-least-one,
at-least-percentage, and all. For “at-least-one” or “at-least-
percentage” predicates, users are asked to specify a predicate
that is applied to at least one (or a percentage or all) of the
edges or vertices. Arya can support these predicates since a
new property “subgraph” can be maintained and the same
sampling techniques can be applied. To perform a predicate
matching task, we introduce a conservative sampling stage.
We first create an auxiliary graph that contains only the edges
or the vertices that satisfy the predicate. The odd cycle and
star samplers will sample the first (or a percentage of) edges
or vertices from the auxiliary graph and then perform the
rest of the sampling in the original graph. Different from
the non-predicate-case, we need to refine the sampling rates

Algorithm 3 Error-Latency Profile (δ,ε)
Input: Original graph G with M edges, sampled subgraph
g with m edges (with probability r), pattern P with p edges,
error target ε, and confidence 1−δ.
Output: Number of estimators Ne for G

1: avglast ← inf, rangelast ← inf, Nc← 10,000
2: while True do
3: Run Arya 3 times with Nc samplers on subgraph g
4: avgcur← the average count of the 3 trials.
5: rangecur ← the range (max - min) of the 3 trials.
6: ε̃← |avglast −avgcur|/avgcur
7: if rangelast

avglast
< 10% and ε̃ < ε and rangecur

avgcur
< 10% then

8: C← Nε̃2avgcur
mρ(P) , h← avgcur

9: Break
10: Nc← Nc×2, avglast ← avgcur, rangelast ← rangecur

11: Ne← C·Mρ(P)

hε2
rp δ

▷ ρ(P) is known given P

based on the number of matched edges or vertices stored in
the auxiliary data store. In a simple example, the probability
of sampling the first edge uniformly at random is not 1/m
but 1/m∗, where m∗ is the number of edges that satisfy the
predicate. More details can be seen in Appendix A.
Intermediate state caching (e.g., Motifs). We consider two
scenarios when some intermediate states can be cached and
reused. (a) First, when running multiple mining tasks on the
same graph, different patterns may share one or more decom-
posed subpatterns (i.e., odd cycles and stars). For instance,
the decomposed 5-house and triangle patterns share a 3-cycle
subpattern. Thus, Arya automatically caches the previous sub-
graph samplers (3 cycles) to reuse across patterns. (b) Second,
some patterns share the same sampling steps in their samplers
to form the patterns, e.g., one can sample any 4-motif patterns
(except for 3-star) using two 1-star samplers with different
remaining edges to complete the patterns. Thus, Arya does
not need to sample each 4-motif pattern separately.

4.4 Error Latency Profile (ELP)
Arya allows users to tradeoff accuracy for result latency. As
an approximation system, Arya needs to determine the num-
ber of samplers for expected errors and running time. Arya
uses a heuristic to build the ELP. Our experiments in §7.3
demonstrate the accuracy of the ELP.

According to the mathematical analysis in [18, 30] using
Chebyshev’s inequality, decomposition-based sampling re-
quires O(mρ(P)

#P ) estimators to provide a (1±ε)-approximation
to the ground truth (#P) for any ε > 0, where ρ(P) is the mini-
mum fractional edge cover number of pattern P. Furthermore,
the actual number of required samplers is lower bounded by
Cmρ(P)

#P·ε2δ
with probability 1−δ for some constant C. Thus, our

goal is to estimate C for a particular graph and a pattern. We
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achieve this by using a “sparsified” input graph: we uniformly
sample a subgraph from the original graph with probability r
(e.g., 30%), and determine an approximate number of needed
samplers by running varying numbers of samplers and con-
verging to a stable pattern count. The pseudocode is shown in
Algorithm 3. Line 1 gives an initial number of samplers Nc to
start with. For a given Nc, the algorithm runs Arya 3 times to
obtain the average and range of 3 trails in lines 3 to 5. If the
last and current range difference is small enough and when
using the current average result as the ground truth, the last
average estimated result is within the error target (line 7), we
can exit, calculate an estimated C , and treat the current aver-
age result as the estimated ground truth h (line 8). Otherwise,
ELP exponentially increases Nc (line 10) and proceeds again.
Line 11 calculates Ne, the number of samplers for G, based
on C and δ, ε, M and scaled #P.

5 Scaling Arya to Distributed Settings
In this section, we introduce how Arya is scaled to multiple
machines to support larger graphs and more complex patterns.
Naturally, a graph store can be distributed in the following
three ways: (1) distributed replicated graphs, (2) randomly
partitioned graphs, and (3) arbitrarily partitioned graphs. Arya
is designed to support all these configurations and arbitrarily
partitioned graph is the most challenging one. We introduce
several optimizations to improve Arya’s scalability by up to
4.7× over the basic design.

5.1 Distributed Replicated Graphs
Replicated graphs are a common approach for serving input
data in distributed graph mining systems, such as Fractal [33]
and GraphPi [64]. In Arya, the compute can be distributed
directly across the machines if the graphs are replicated. This
is because each sampler is independent and each machine will
be assigned a subset of required samplers to run on its multiple
CPU cores/threads. Each thread takes one sampler at a time.
Once the samplers are assigned, there is no communication
between machines or samplers until the final aggregation of
the results from all the samplers.

5.2 Distributed Partitioned Graphs
The second scenario is when graphs are partitioned to multiple
machines. G-thinker [72] and Kudu [52] are example mining
systems that assume graphs are partitioned among compute
nodes. Similarly, graphs can also be separated from compute
nodes in real-world scenarios. Meta, for example, has its own
cluster of graph store RIPQ [68]. Arya assumes an API (e.g.,
getedge(edgeID), getAdjList(vertexID)) to access partitioned
graphs and can work with either locally partitioned graphs (as
in G-thinker) or remote graph stores.

In practice, many partitioning strategies are possible.
ASAP [44] requires to partition the graph edges uniformly
at random. Graph partition strategies often depend on the
workloads (e.g., PageRank [59]). In addition, the graphs may

need to be partitioned based on strategies to be compliant
with security and privacy requirements, such as GDPR [3]
and GDPR-Neo4j [5]). Unlike ASAP, Arya makes no assump-
tions about partitioning strategies.

Arya extends its design from replicated graphs to parti-
tioned graphs, with one major challenge to overcome. In
contrast to the replicated graph scenario, a graph is parti-
tioned into slices to compute nodes; each node’s samplers
will have a potentially large number of random accesses to the
graph data stored in other nodes. This poses significant scal-
ing challenges for Arya on partitioned graphs: Arya will be
constrained by network communication overheads. A single
triangle sampler, for example, entails six graph queries (1 edge
sampling, 3 degree checkings, 1 neighbor sampling and 1 edge
checking). Each triangle sampler in the Friendster graph [74]
generates around 6KB network traffic. To count triangles in
Friendster with a 5% error, we will need at least 4 million sam-
plers, which translates to 20 million graph queries and 23GB
of network traffic. The comptation-communication ratio is
approximately c p

(p−1) , where c is a constant depending on
the pattern and graph, and p is the number of partitions. The
detailed analysis is defered to Appendix C. While the interme-
diate state caching technique can help reduce communication
costs, Arya introduces two more techniques for communica-
tion reduction: (1) probability-aware sampler scheduling and
(2) batched sampling and communication.

Technique 1: Probability-aware sampler scheduling. A key
observation we have is that different decomposed subpattern
samplers (e.g., triangle vs. 2-star) have different probabilities
to fail (not finding one). According to our Mico graph profil-
ing, a 2-star sampler has a 0.5% failure probability while a
triangle sampler has a 92% probability to fail. This is because
simpler structures are more likely to be sampled than com-
plex structures in a graph. Based on this observation, we can
save communication overheads if we sample these likely-to-
fail subpatterns earlier. A lot of such samplers will fail early
and we can prune them without running other subpattern
samplers.We note that after decomposition, each subpattern
sampling occurs independently, and thus the order of subpat-
tern sampling has no effect on the original pattern sampling’s
success/failure probability and overall accuracy. Taking the
triangle-2star pattern as an example: for each pattern sampler,
if sampling the triangle first, it is more likely to fail (92%)
and there is no need to sample 2-star in 92% of the cases.
Hence, we schedule subpattern samplers in the order of their
sampling failure probabilities to achieve better performances.

To do so, we must address an important question: how
do we know which subpattern samplers are likely to fail?
The answer depends on the pattern and graph. Given the
static graph, Arya first offline profiles failure probabilities
of popular subpatterns (such as 2-star, triangle) in a small
number of trials. Then each pattern counting task can query
the failure probability profile for any subpattern samplers.
When the failure probability of a subpattern is not in the
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profile, we perform an online profile by letting the first set
(e.g., 10%) of the samplers collect the failure probabilities
information without early pruning. These probabilities will
be used to schedule the remaining samplers. This technique
is applied to all Arya versions.

Now, we analyze the overheads of Arya’s offline and on-
line profiles. The cost of offline failure profiling is minimal
because the overheads are amortized by all queries to the
graph, and profiling is limited to simple common subpatterns.
For example, profiling simple 2- to 5-stars and triangle sub-
patterns for the Friendster graph takes only 220ms even for
less than 5% error results, whereas a single 5-node pattern
query to Friendster can take tens of seconds as we will show
in Figure 5(b).

Arya’s online failure probability profiling trades off early
pruning opportunities in the query’s first 10% samplers for
better subpattern sampling order in its remaining 90% sam-
plers. This approach produces runtime comparable to Arya
with perfect subpattern sampling order pre-knowledge and
significant improvements over Arya with the worst subpattern
sampling order. We use 10% as we found it to be adequate
for accurate simple subpattern failure probability profiling.

If the profiled failure probability is inaccurate (which is
uncommon as subpatterns are simple patterns that are easy to
estimate), Arya may use suboptimal subpattern sampling or-
ders. In this worst case, probability-aware sampling performs
similarly to the case of no early pruning.

Technique 2: Batched sampling/communication. Arya re-
duces overheads from the network stack by using batched
sampling and communication. One Arya thread advances a
batch of samplers at the same time (vs. progress one sam-
pler until it finishes). When a graph query is required in a
sampler, the thread buffers the query and pauses the sampler
before moving on to the next sampler in the batch. When all
of the samplers in the batch are waiting for graph queries,
the thread will begin its batch communication with the graph
store (i.e., send out the queries we buffered, for example, with
Memcached multi-get).

6 Implementation
We build Arya for both single-machine and distributed graph
computing scenarios. The pattern decomposition logic is im-
plemented with Python, and the core components of Arya are
written in C++ with 11K LOC. We open-source Arya at [2].

Pattern Decomposition. Arya takes an arbitrary pattern as
input and outputs a set of stars and odd-cycles via a pattern
decomposition logic. As discussed in §2.2, Arya will find the
optimal fractional cover of the input pattern. We use scipy
linear programming package to find the optimal cover: it
takes only 900ms on a single server to decompose complex
20-vertex patterns and less than 400ms for less complex pat-
terns that have fewer than 10 vertices. This running time is
negligible compared to the total mining time.

Graph Sampler. There are three versions of sampling logic
written in C++: single-machine, distributed replicated graph,
and distributed partitioned graph. The former two versions
access in-process graph stores, while the distributed parti-
tioned graph version accesses remote graph stores (e.g., Mem-
cached) via TCP. To parallelize the samplers, all Arya ver-
sions employ multi-threading. Single-machine version and
distributed replicated graph version use the work-stealing
algorithm dynamically scheduling computations. A commu-
nication thread distributes tasks when the total number of
samplers is smaller than required and uses asynchronous com-
munication primitives for work stealing. Worker threads re-
turn the results from a batch of samplers to the communication
thread when they finish a task. Worker threads then execute
the next batch of samplers. We can configure the granularity
of a sampling task. For distributed partitioned graph imple-
mentation, the master process will initiate samplers on each
machine and collect results from each machine when the
sampling phase is completed. For evaluating ASAP in a fair
setting, we implement ASAP graph samplers using Arya’s
system API (which is faster than Spark used in ASAP), in-
cluding accessing the graph structures and performing edge-
and node-related queries.

7 Evaluation
We evaluate Arya on a variety of open-source and synthe-
sized graphs and compare it to the state-of-the-art approx-
imate mining system (ASAP [44]) and exact mining sys-
tems (Single-machine: Peregrine [45], DwarvesGraph [26],
AutoMine [54]. Distributed: Fractal [33], GraphPi [64], G-
Thinker [72], Kudu [52]). Our experiments demonstrate:
• Compared to single-machine exact mining systems, Arya

is up to 105,365× faster than Peregrine within a 5% loss
of accuracy when counting complex patterns. To the best of
our knowledge, Arya is the first system capable of mining
complex patterns (>6 vertices) on giant graphs.
• Compared to distributed mining systems, Arya outperforms

Fractal by 62× to 56,842× and GraphPi by up to 988×.
• Compared to ASAP, Arya can mine arbitrary patterns in

both single-machine and distributed settings. Arya is up to
145× times faster on a single machine and 55× faster in
distributed settings, with a 5% error target.
• Arya’s probability-aware scheduling and batched sampling

techniques are effective for speeding up Arya by up to
4.7×.

Datasets and baselines. We compare Arya to state-of-the-art
systems using a set of representative graphs as in Table 1. We
obtain the ground truth via running deterministic mining sys-
tems such as GraphPi [64] and Peregrine [45]2. For datasets
used in distributed partitioned graph experiments, the graph

2We are unable to get the mining results of P3 and P4 patterns [64] in
the Twitter graph because all tested deterministic miners including GraphPi
experienced system crashes or their running time exceeded 24 hours.
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Size Graph Nodes Edges Degrees

Medium Mico [37] 100,000 1,080,298 22
Youtube [51] 1,134,890 2,987,624 8

Large Twitter [50] 41.7 million 1.2 billion 36
Friendster [75] 65.5 million 1.8 billion 28

Giant RMAT-5B 500 million 5 billion
RMAT-10B 1 billion 10 billion

Table 1: Graph datasets used in the evaluation. We use the RMAT

model [48] to generate small and giant synthetic graphs. In the RMAT model,

we used default parameters (a,b,c,d) as (0.44,0.22,0.22,0.22).

5-House Triangle-Triangle 3Star-2Star

P25Star-5Cycle7Cycle-2Chain

P3

P4

Figure 3: Evaluated complex patterns.

is partitioned based on node index hash into relatively similar
sizes, and edges belonging to the same node are put into one
partition. Since we do not have access to (single-machine)
Automine, DwarvesGraph, and (distributed) Kudu, we refer to
their performance numbers in a similar setup. Since ASAP is
built on Spark, we reimplement its sampling approach using
our API for a fair comparison.
Hardware testbed. Our experiments are carried out in
three different hardware configurations: (1) Single-machine
DRAM, which has 20 CPU cores and 188 GB of DRAM. (2)
Single-machine PMEM (persistent memory) with additional 4
× 128GB Intel Optane DCPM. (3) Distributed settings with 4
to 32 machines in a cluster, each with the same configuration
as the single-machine-DRAM. The testbed CPUs are Intel
Xeon Silver 4114 clocked at 2.2Ghz per core.
Evaluated patterns. We evaluate both simple patterns (Tri-
angle and 4-Motif) and complex patterns. Most prior systems
did not evaluate patterns larger than 5-vertex while Arya can
mine arbitrary patterns in large graphs. We describe the com-
plex patterns we evaluate in Figure 3.

7.1 Single-Machine Performance
Overall Performance. We first compare Arya to Peregrine,
Automine, Dwarvesgraph, and GraphPi. As shown in Table 2,
we evaluate both simple patterns (triangle, 3-Motif) and com-
plex patterns of up to 11 vertices on medium (Mico) and
large graphs (Friendster). We also mine the extremely com-
plex patterns such as 3Star-2Star. The results show that Arya
significantly outperforms existing systems, particularly in
complex patterns. On Mico, complex patterns (3Star-2Star,
7Cycle-2Star, 5Star-5Cycle) always take longer than 24 hours
or crash. The long running time of Peregrine illustrates that

Pattern Graph System Runtime Error/Speedup

Triangle Mico Arya 22ms 0.74%
Peregrine 46ms 2×
GraphPi 3.5s 159×

Friendster Arya 15ms 1.24%
Peregrine 11.3s 782×
GraphPi 770.5s 51367×

3-Motif Mico Arya 36ms 0.09%
Peregrine 67ms 1.8×
DwarvesGraph 48ms 1.3×
AutoMine 161ms 4.4×
GraphPi 6.86s 190×

Friendster Arya 59ms 0.71%
Peregrine 20.6s 349×
GraphPi 804.4s 13634×

4-Motif Mico Arya 1.0s 0.42%
Peregrine 5.2s 5.2×
DwarvesGraph 1.3s 1.3×
AutoMine 22s 22×
GraphPi 21s 21×

Friendster Arya 13248s 0.76%
Peregrine 2158s 1/6×
DwarvesGraph 4369s 1/3×
GraphPi 4399s 1/3×

3Star-2Star Mico Arya 0.8s N/A
(7 vertices) Peregrine >24h 105365×

GraphPi 2.33s 2.91×
Friendster Arya 287s N/A

Peregrine Crashed N/A
GraphPi 924s 3.22×

7Cycle-2Chain Mico Arya 4s N/A
(9 vertices) Peregrine Crashed N/A

GraphPi Stuck N/A

5Star-5Cycle Mico Arya 211s N/A
(11 vertices) Peregrine >24h 409×

GraphPi Stuck N/A

P3 [64] Mico Arya 11s 2.5%
GraphPi 8.7s 1/1.2×

P4 [64] Mico Arya 6.7s 1.6%
GraphPi 13.3s 2×

Table 2: Single-machine DRAM: Arya vs. Peregrine, Dwarves-
Graph, Automine. This table summarizes runtime of Arya and other

graph engines on various patterns (first column) and graphs (second column).

Arya has a 5% error target.

existing exact mining systems are fundamentally incapable
of mining complex patterns. In contrast, Arya counts 3Star-
2Star in Mico in 0.8s, outperforming Peregrine by 105,365×.
We observe that while GraphPi completes mining star-related
patterns, their results were incorrect, which prevents us to
evaluate Arya’s errors in some cases.

In this setting, we also explore an undesirable scenario for
Arya (and any sampling-based approaches). In the Friendster
graph, the occurrence of 4-Motif is relatively “sparse”, making
sampling-based approaches fundamentally more challenging
to sample patterns. This is due to the “searching a needle in
a haystack” effect and it is an ideal case for traversal-based
solutions. Thus, in this scenario, Arya is running 3 to 6 times
slower than exact mining solutions.

Table 3 shows results for Arya’s intermediate state
caching technique under the scenario when running three
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Mico Triangle-Triangle 5-House Triangle

No Cache 13.3s 4.8s 0.079s

Cache 14.6s 3.0s 0.037s

Speed Up/Down 0.91× 1.6× 21.2×
Youtube Triangle-Triangle 5-House Triangle

No Cache 188.7s 297.9s 0.32s

Cache 198.7s 127.6s 0.011s

Speed Up/Down 0.95× 2.3× 27.9×

Table 3: Arya’s intermediate state caching technique. This table

summarizes runtime and speedup of applying intermediate state caching

technique when mining three patterns consecutively. Since these patterns

share a common subpattern triangle, Arya caches the triangle samples in

mining Triangle-Triangle and reuse them in the 5-House mining. Similarly,

Arya also caches additional triangle samples when mining 5-House. These

cached triangle samples accelerate the Triangle mining task significantly.

Pattern Graph System Runtime

Triangle RMAT-5B Arya (10%) 89s
RMAT-5B Arya (5%) 337s
RMAT-5B Peregrine Crashed

3Star-2Star RMAT-5B Arya (10%) 395s
RMAT-5B Arya (5%) 1583s
RMAT-5B Peregrine Crashed

Table 4: Scaling single-machine Arya to giant graphs with
PMEM. This table summarizes runtime of Arya (10% and 5% error

rates) and Peregrine when mining on RMAT-5B.

mining tasks (Triangle-Triangle, 5-House, and Triangle) on
the same graph. Arya can mine multiple patterns one by one.
Except for the last pattern Triangle, the sampled subpatterns
and their actual sampling probabilities are cached; starting
from the second pattern, we can reuse the cached subpatterns
instead of sampling new ones and thus the running time is
reduced. This experiment shows that when mining multiple
patterns with shared subpatterns, Arya can achieve significant
speedups (e.g., up to 27.9× for the last task) as the perfor-
mance bottleneck is sampler computation and performing
caching has negligible performance overheads.

We add persistent memory into the single machine to
mimic large memory machines. On a giant 5-billion-edge
graph (RMAT-5B), Arya counts triangles in 337 sec and mines
a complex pattern of 7 vertices (3Star-2Star) in less than
30min while Peregrine fails to complete (Table 4).
Arya vs. ASAP. Figure 4 compares the running time of Arya
and ASAP for different error rates. Both approximate sys-
tems, as expected, require more samplers to achieve lower
error rates. However, the performance differences of the two
approaches lie in two key factors: (1) the number of samplers
needed and (2) the running time of each sampler. Compared to
ASAP with the same error rate, Arya usually achieves better
runtime because it requires fewer samplers (due to decom-
position) and/or individual samplers run faster (due to Arya

uses edge sampling while ASAP uses neighborhood sam-
pling and Arya’s system optimizations). For instance, when
the graph is large (e.g., YouTube), the pattern is complex
(e.g., 5-House, Triangle-Triangle), Arya requires fewer sam-
plers, each of which is also faster than that of ASAP. Thus,
for example, Youtube graph and 5-House pattern (Figure 4
(c)), Arya achieves less than a 5% error rate in 1.2s, whereas
ASAP takes 3 min (145× slower). For small dense graphs
(e.g., Mico, Figure 4 (b)), Arya and ASAP have comparable
performances because they require comparable numbers of
samplers, and their samplers have similar running times.

7.2 Scaling Arya on Distributed Settings
Arya can mine graphs that are (a) replicated across servers and
(b) partitioned across servers (e.g., simulating geo-distributed
graphs). We use a cluster with 4 to 32 servers.

7.2.1 Distributed Replicated Graphs

When graphs are replicated across nodes, Arya mines on each
node in parallel and aggregates sampled results in a “reduce”
phase. Many existing systems (e.g., Fractal and GraphPi) scale
to multiple nodes using replicated graphs.
Overall performance. As depicted in Table 5, we compare
Arya to Fractal and GraphPi on a 4-node cluster. In sum-
mary, Arya outperforms both Fractal and GraphPi, especially
when graph is large and pattern is complex. For example,
when mining triangles on the Twitter Graph, Arya achieves a
988× speedup over GraphPi. When the pattern is changed to
Triangle-Triangle (a 6-vertex complex pattern), neither Frac-
tal nor GraphPi can complete execution within a day, whereas
Arya takes only 393 seconds. Overall, our results show that
Arya has a significant advantage when mining complex pat-
terns on large graphs.

Table 6 compares the performance of Arya, GraphPi, and
ASAP (Spark version) on larger clusters. Arya outperforms
both ASAP (by up to 55×) and GraphPi (by up to 1084×) on
simple (e.g., 3-Motif) and complex patterns (e.g. 5-House).
Referring to one of GraphPi’s pattern (P2) mining results
on a world-class supercomputer (up to 1024 nodes), we can
see that approximate graph mining system Arya can achieve
even better performance with only 16 nodes, demonstrating
significantly better scalability.

Scalability in a Cluster. Figure 6 illustrates how Arya scales
as more nodes (or cores) are added to the cluster. The runtime
of Arya decreases as more machines are assigned to it. Arya
can scale for both small and large graphs, whereas GraphPi
cannot scale for larger Twitter graph with more than eight
nodes. We find that the scaling of Arya is slightly worse
than linear scaling. This is due to increased synchronization
overheads of the final results when there are more nodes.

7.2.2 Distributed Partitioned Graphs

Unlike in a replicated graph setup, the graphs are partitioned
across machines, and Arya samplers now require communi-
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(a) Youtube, 4-Chain (b) Mico, 5-House (c) Youtube, 5-House (d) Youtube, Triangle-Triangle

Figure 4: Comparing ASAP and Arya on running time vs. actual errors. This figure compares ASAP (our reimplementation for fairness) and

Arya’s running time (y axis) v.s. estimation errors (x axis, descending order). We report median absolute error rate |%| from 10 runs of each experiment. As

shown, Arya requires fewer samplings and less runtime for the same error rate as ASAP, especially for large graphs and complex patterns.

(a) Batching - Friendster, 8 Nodes (b) Probability-aware sampler
scheduling

Figure 5: Effectiveness of Arya batching and probability-aware sampler scheduling. This figure compares the performance of Arya with and

without 1) batching and 2) probability-aware sampler scheduling techniques. In figure (a), Arya_NoBatch represents Arya without batching. Arya_KBatch

represents Arya with K batched sampling and batched communication. We vary K between 10 and 1000. In figure (b), Arya_NoPruning represents the basic

version of Arya, which samples all sampling blocks and then judges them all together. Arya_Sorted represents Arya when sampling according to the fail

probability of each sampling block and terminating the estimator after any block fails. Arya_ReverseSorted is Arya that does sampling based on fail probability

in a descending order.

(a) Mico, ∆_∆ (b) Twitter, 5-House (c) Friendster, 4-Chain

Figure 6: Scalability of Arya. This figure shows the performance of

Arya when the number of nodes (cores) with replicated and partitioned graphs

varies. We examine both small (Mico) and large (Twitter and Friendster)

graphs, as well as various patterns. The letter ‘T’ indicates that the execution

time exceeds 24 hours. ∆_∆ denotes Triangle-Triangle pattern. (a) and

(b) shows the scalability of replicated-graph version Arya compared with

GraphPi. (c) shows the replicated-graph and partitioned-graph versions

of Arya compared with single-thread Arya showing the COST metric on

Friendster graph and 4-Chain pattern, where “Parti” represents partitioned-

graph version and “Repli” represents replicated-graph version.

cations with remote nodes to obtain the necessary sampled
edges or neighbors of vertices for testing. In this experiment,
graphs are partitioned into machines based on their vertices
and associated edges, and is stored in a Memcached instance
on each machine. For simplicity, we evenly partition the graph
to Memcached nodes.

Effectiveness of Arya Scaling Techniques. We begin by
demonstrating the efficacy of batching and probability-aware
scheduling techniques in improving Arya performance on

partitioned graph setups. As shown in Figure 5 (a), batching
can significantly improve Arya performance on partitioned
graph setups. Batching improves Arya 2-Star, Triangle, and
4-Chain mining by 4.5×, 3.2×, and 4.7×, respectively, on
eight nodes with Friendster graph. Because we’ve found that
batching more than 100 samplers together yields minimal
benefits, we set the default batching size to 100.

Figure 5 (b) shows how probability-aware sampler schedul-
ing can help with Arya mining complex patterns. In this
experiment, we use two nodes and the Mico graph. As an
example, consider the following subpatterns: 2-Stars, trian-
gle, and 5-Cycle. These subpatterns have very different sam-
pling success probabilities: 2-Stars: 99.5%, Triangles: 8%,
and 5-Cycles: 0.09%. When mining complex patterns con-
taining these subpatterns, we can see that Arya samples with
sorted likely-to-fail subpattern samplers and the early prun-
ing achieves up to 2.3× (for 5Cycle-Triangle-2Star) better
performance than no pruning. Arya’s samplers with other
orderings of subpatterns (e.g., ReverseSorted) cannot achieve
comparable performance to fail probability sorted sampling.

McSherry’s COST metric [55]. Figure 6 (c) shows the scal-
ability of Arya’s distributed replicated and partitioned ver-
sions compared with the runtime of a single thread Arya. The
replicated version’s COST is around 2.7 cores because the
MPI implementation uses a master thread to poll results from
worker threads, using at least 1 core. The partitioned version’s
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Pattern Graph System Runtime Error/Speedup

Triangle Mico Arya 0.5s 0.74%
Fractal 145s 278×
GraphPi 5.4s 10×

Youtube Arya 0.55s 0.78%
Fractal 317s 576×
GraphPi 38s 69×

Twitter Arya 3.8s 0.96%
Fractal >24h 22,736×
GraphPi 3755s 988×

4-Motif Mico Arya 3.3s 0.42%
Fractal 205s 62×
GraphPi 33s 10×

Youtube Arya 123s 0.42%
Fractal 29966s 243×
GraphPi 219s 1.8×

Twitter Arya 360s 0.23%
Fractal failed N/A
GraphPi >24h 240×

5-House Mico Arya 0.8s 0.63%
Fractal 1822s 2366×
GraphPi 6.3s 8×

Youtube Arya 18s 0.65%
Fractal 2479s 142×
GraphPi 36s 2×

Twitter Arya 265s 4.06%
Fractal failed N/A
GraphPi >24h 326×

∆_∆ Mico Arya 1.5s 0.71%
Fractal >24h 56,842×
GraphPi 560s 368×

Youtube Arya 15s 1.13%
Fractal >24h 5760×
GraphPi 11696s 779×

Twitter Arya 393s N/A
Fractal failed N/A
GraphPi >24h 220×

Table 5: Distributed replicated graphs (4-nodes).

COST is around 13 cores due to large communication costs
in Memcached. In this version, scaling 1-core to 16-core ex-
periments run on a single machine, and 32-core and 64-core
experiments run on 2 and 4 machines of 16 cores.
Overall performance. Table 7 summarizes Arya’s overall
performance in comparison to G-thinker and Kudu. Kudu is a
system that converts single-machine or distributed replicated
graph mining systems (such as GraphPi and Automine) to
partitioned graph setups. As shown in the table, Arya out-
performs all existing exact graph mining systems on small
(e.g., Mico) and large (Friendster) graphs, mining simple (e.g.,
2-Star) and complex patterns (e.g., Triangle-2Star). The im-
provement is most noticeable on complex patterns. G-thinker,
for example, fails to execute both Triangle-1Star and Triangle-
2Star on a small Mico graph within a day; however, Arya can
finish in seconds, yielding a speedup of more than 44000×.
Mining 10-billion edges graph on a large cluster. Table 8

Pattern Graph System Runtime Error/Speedup

3-Motif Twitter Arya, 16 × 8 2.8s 0.34%
ASAP, 16 × 8 150s 55×
GraphPi, 16 × 8 2971s 1084×

5-House Twitter Arya, 16 × 16 60s 4.06%
ASAP, 16 × 16 738s 12×
GraphPi, 16 × 16 > 24h 1440×

∆_∆ Twitter Arya, 16 × 20 100s N/A
GraphPi, 16 × 20 > 24h 864×

P2 [64] Twitter Arya, 16 × 20 856s N/A
GraphPi, 16 × 20 23.2h 98×
GraphPi, 128 × 24 10000s 12×
GraphPi, 1024 × 24 3000s 3.5×

P4 [64] Twitter Arya, 16 × 20 1600s N/A
GraphPi, 16 × 20 > 24h 54×

Table 6: Comparing Arya, GraphPi, and ASAP on larger clus-
ters. This table presents Arya/ASAP/GraphPi runtime on different clusters.

The “system” column indicates system, the number of machines × the num-

ber of cores per machine. Arya is set to a 5% error target. GraphPi, 128 ×
24 and 1024 × 24 results are picked from GraphPi paper [64].

Pattern Graph System Runtime Error/Speedup

2-Star Friendster Arya 4 Nodes 0.58s 0.70%
G-thinker 4 Nodes 52.4s 90×
Arya 8 Nodes 0.64s 0.70%
G-thinker 8 Nodes 30.8s 48×

Triangle Friendster Arya 4 Nodes 0.94s 1.24%
G-thinker 4 Nodes 99s 105×
Arya 8 Nodes 0.76s 1.24%
G-thinker 8 Nodes 58s 76×
Kudu-GraphPi 8 Nodes 79s 104×
Kudu-Automine 8 Nodes 84s 110×

Triangle-1Star Mico Arya 2 Nodes 1.93s 0.95%
(5 vertices) G-thinker 2 Nodes >24h 44766×

Triangle-2Star Mico Arya 2 Nodes 1.73s 0.40%
(6 vertices) G-thinker 2 Nodes Crashed N/A

Table 7: Distributed Partitioned Graphs: Arya vs. G-thinker
vs. Kudu-GraphPi, Kudu-Automine. This table compares Arya and

G-thinker and Kudu performance on partitioned graphs. The system column

indicates both system name and how many nodes the graph is partitioned to.

shows the Arya runtime with 32 nodes mining patterns on a
10 billion edges graph (RMAT-10B). As shown in the table,
Arya can mine huge graphs quickly. It completes triangle
counting in 22 minutes for a 5% error rate and 358s for a
10% error rate. When mining 4-Chain, we see similar levels
of speed. Arya can mine complex patterns even though it
requires more time of sampling on a huge graph; for example,
for a pattern with 7 vertices like 3Star-2Star, Arya finishes in
4.2h with a 10% error rate.

7.3 Effectiveness of Arya ELP
Finally, we evaluate the effectiveness of Arya Error-Latency
Profiling. In this experiment, we compare the actual error vs.
the predicted error from Arya ELP given a variety of amount
of samplers. The Arya runtime is proportional to the number
of samplers. As depicted in Figure 7, we investigate various
patterns (Triangle and 3-Star) on various graphs (Youtube,
Friendster, Twitter). We build the error profile by running
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Pattern Graph System Runtime

Triangle RMAT-10B Arya (10%) 358s
RMAT-10B Arya (5%) 1275s

4-Chain RMAT-10B Arya (10%) 171s
RMAT-10B Arya (5%) 688s

3Star-2Star RMAT-10B Arya (10%) 4.2h
RMAT-10B Arya (5%) 16.5h

Table 8: Arya mining 10-billion edges huge graph. This table

summarizes runtime of Arya (10% and 5% error rate) when mining on RMAT-

10B on a 32-node cluster.

(a) Youtube, Triangle (b) Friendster, Triangle (c) Twitter, Triangle

(d) Youtube, 3_Star (e) Friendster, 3_Star (f) Twitter, 3_Star

Figure 7: Relative errors vs. number of estimators for YouTube,
Friendster, and Twitter graphs. Actual error is obtained by compare

Arya results with ground truth, and profiled error is the error estimated by

ELP given a number of samplers.

different numbers of samplers. We run ten trials for each
x-axis value and report the median and variance error bars.
As we can see, Arya ELP yields good upper bounds for the
required error targets.

8 Related Work
Single-machine mining systems. A number of single ma-
chine exact mining systems have been proposed [26, 28, 43,
45, 54, 70]. These systems leverage a wide spectrum of sys-
tem optimizations to prune the intermediate state and accel-
erate the subgraph exploration process. For instance, Pere-
grine [45] focuses on pattern-aware techniques to reduce the
exploration of unnecessary subgraphs. Essentially, it prunes
the incomplete subgraphs early if they cannot later form the
pattern. Automine [54] and RStream [70] use guided explo-
ration strategies but reduce memory usage. The fundamental
performance bottleneck of these exact systems is that regard-
less of how optimized the exploration techniques are, one must
still explore all the patterns in the graph. When the pattern
occurrences are dense in the graph, this bottleneck will be
significant. Arya leverages decomposition-based sampling,
which significantly reduces exploration complexity. Another
related work is DwarvesGraph [26], which also uses a type
of pattern composition to count the decomposed subpatterns
separately and thus reduces the overall computation. How-
ever, DwarvesGraph’s decomposition technique cannot be

applied with sampling techniques to further reduce search
complexity. Some related architecture works leverage dif-
ferent architectures and hardware to accelerate enumerating
graph patterns [27, 62, 65–67], while Arya and compared
baselines run on general-purpose CPUs.

Distributed mining systems. To scale graph mining tasks
on larger graphs, a wide range of distributed mining systems
are proposed [10, 17, 25, 33, 53, 64, 69, 72]. Recent sys-
tems such as Fractal [33] and GraphPi [64] focused on sup-
porting general-purpose mining tasks. Fractal extends the
“embedding-aware” processing model by introducing the con-
cept of fractoids and reduces the complexity of its depth-
first search exploration. GraphPi is a high-performance graph
miner that optimizes computation and communication over-
heads by introducing a 2-cycle-based automorphism elimina-
tion algorithm. GraphPi scales to supercomputers (up to 1024
compute nodes) to support complex pattern mining in large
graphs. Arya’s decomposition-based sampling technique fur-
ther improves the scalability by several orders of magnitude.

Graph approximation theory. There have been rich efforts
from theory community to analyze and propose approximate
graph algorithms for various graph analytical tasks [12, 13, 18–
20, 32, 42, 60, 71]. Among these efforts, only a small subset
of them are used in graph systems. None of them are aimed
at distributed scenarios, nor do they introduce methods to
understand the real-world performance of the algorithms. To
bring theory into practice, we entail careful understanding of
the algorithmic tradeoffs and the actual computation scenarios.
We leverage this rich theoretical foundation to further improve
the sampling-based approximate systems and propose a series
of sampling-friendly optimizations.

9 Conclusions

We observe that existing graph pattern mining systems cannot
scale to complex pattern mining over large graphs as they
fail to cope with the explosively growing mining complexity.
We propose Arya as an approximate graph miner that com-
bines graph decomposition theory with sampling techniques
to achieve optimized mining complexity over arbitrary pat-
terns. Arya can deal with large billion-level graphs even in a
single machine and can scale to larger graphs in distributed
settings. Our evaluation demonstrates that Arya outperforms
state-of-the-art mining systems by up to five orders of magni-
tude. We posit that Arya can potentially be applied to extreme
mining scenarios (e.g., trillion edges) on a small computing
base, and we plan to explore this for future work.
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A More Details on Predicate Matching
In predicate “all”, queries specify a predicate that is applied

to every edge or vertex. For instance, one can query “5-House
patterns where all edges have the property NSDI”. To support
such a query, Arya introduces a conservative sampling stage
to generate a new graph (of edges and their vertices) from
the original graph, where the predicate condition is applied to
every edge; and in the sampling phase, Arya runs only on this
new property graph. This step ensures that “all” edges match
the predicate.

In predicate “at-least-one”, queries specify a predicate that
is applied to at-least one edge or vertex. For example, one
such query is “5-House patterns where at-least-one edge has
a weight > 66”. To support such predicate queries, we change
the runtime workflow to take two passes on the graph. In the
first pass, edges matching the predicate of weight > 66 are
generated as a new graph. In the second pass, every sampler
picks the first edge randomly from the new graph. This en-
sures that the pattern found by the sampler (if it does find
one) meets the predicate. For the rest of the edges, the sam-
pler continues sampling on the original graph, which can add
zero or more edges that satisfy the predicate. If a duplicated
edge is found, we disregard this sampler. This ensures that the
probability analysis of Arya to estimate the error still holds.

Similarly, in the predicate “at-least-percentage”, we use
the two-pass approach as in the predicate “at-least-one”. The
only difference is we need to sample a percentage of edges
from the newly generated graph.

B Detailed Explanation of Sampling Algo-
rithms

In this section, we introduce the data structures and prob-
ability calculation used in the decomposition sampling. Al-
gorithm 4 and Algorithm 2 describe the building blocks of
decomposition sampling in our implementation as [18]. We
use sampler trees as sampling data structures for maintaining
the (inverse) probability. Figure 8 shows a (2k+1)-odd cycle
sampler tree and an l-star sampler tree representation. Each
subpattern (an odd cycle or a star) always has a two-layer
sampler tree structure. The first layer is a root node, the sec-
ond layer contains one or more nodes as leaves and we assign
the inverse probability to each leaf.

Odd Cycle Sampler Tree. In Figure 8 (a), e1, ...,ek in the
cycle sampler tree root denotes first k edges sampled in Algo-
rithm 4 (line 5 and 6) and n1, ...,nb in b leaves denotes vertices
sampled in line 7 and 8 where b = ⌈d(u1)/

√
m⌉. This set of

nodes and edges can potentially form at most b (2k + 1)-
odd cycles in the original graph which are represented in b
branches in the cycle sampler tree. The inverse probability
of one leaf i is Pri[C2k+1] = Pr[e1] ·Pr[e2] . . .Pr[ek] ·Pr[ni] =
1
m (

1
2m )

k−1 1
d(u1)

if the root edges and the node in the leaf can

Algorithm 4 Odd Cycle Sampler Tree
1: Input:
2: Graph G = (V,E) where |E|= m, an odd cycle C2k+1
3: Output:
4: A set consisting of C2k+1 or 0
5: Sample an edge e1 = (u1,v1) from graph such that

d(u1)≤ d(v1). ▷ sample first edge with an order
6: Sample k−1 edges e2 . . .ek with replacement from G. ▷

sample rest edges as the cycle skeleton
7: for i = 1 to ⌈d(u1)/

√
m⌉ do ▷ Sample last hoop edge

8: Sample a vertex ni from the neighbors of u1.
9: Test if there are edges in G to complete an odd cycle.

form an odd cycle; otherwise, the inverse probability is de-
fined as Pri[C2k+1] = 0.

Star Sampler Tree. In Figure 8 (b), v in the root node is the
central vertex of the star and v1, ...,vl in the leaf node are l
petals. The inverse probability of the leaf is Pr[Sl ] = Pr[v] ·
Pr[petal_vertices] = dv

2m

(dv
l

)
, where m is the total number of

edges in graph G.

Approximation for the Original Pattern. Supposing a pat-
tern P consists of o odd cycles C2k1+1, ...,C2ko+1 and s stars
S1, ...,Ss, and z = 2o+ 2s. A pattern-sampler tree will be a
z-level tree which consists of odd cycle sampler subtrees and
star sampler subtrees. To obtain the final pattern-sampler
tree, we run subpattern samplers in some order. The pattern-
sampler tree keeps extending two new layers by connecting
each last-layer leaf-node to a new subpattern subtree root. A
final sampler tree is shown in Figure 9 (a). We also show a
5-House sampler tree example in Figure 9 (b). As 5-House
is decomposed into a triangle and an 1-star (see Figure 1),
the first two layers of 5-House sampler tree represent a tri-
angle sampler tree, and for the last two layers each branch
represents a 1-star sampler tree.

A path from the root to a leaf in the pattern sampler
tree forms a potential pattern. If path j passes connectiv-
ity test with remaining edges, the probability of the path
is Pr[Pj] = Pr[C1

j ] . . .Pr[Co
j ]Pr[S1

j ] . . .Pr[Ss
j] because subpat-

terns are sampled independently. The output of a sampler path
is R[Pj] =

1
Pr[C1

j ]...Pr[Co
j ]Pr[S1

j ]...Pr[Ss
j ]

if it forms a pattern after

testing; or R[Pj] = 0 if it’s not. The estimated pattern num-
ber outputs by a pattern sampler tree is the average of each

path’s estimation output, which is R[P] =
∑

w
j=1 R[Pj ]

w supposing
we have w final-layer leaves. We aggregate results from all
pattern sampler trees as their average number ∑

n
i=1 Ri[P]

n , sup-
posing there are n sampler trees and tree i outputs Ri[P]. [18]
proves the expectation estimated by Ri[P] is the number of
pattern P in graph G (denoted as #P) and variance is bounded.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1029



!!,…
, !"

"! "#…

(a) (2k+1)-odd-cycle
sampler tree

#

#!,…
, #$

(b) l-star sampler tree

Figure 8: Subpattern sampler trees used in decomposition. This

figure shows (2k+1)-odd-cycle sampler tree and l-star sampler tree each

corresponding to Algorithm 4 and 2.

C Computation-Communication Ratio Analy-
sis in Partitioned-graph Setting

In this section, we calculate computation-communication
ratio based on sampler tree implementation. In terms of com-
putation cost, in an l-star sampler, we sample l neighbors ran-
domly and thus the contribution to computation cost is Θ(l).
In a (2k + 1)-odd cycle sampler, we sample an edge from
the graph first, which is Θ(1), and then sample k−1 edges
with cost Θ(k−1). And then we sample ⌈d(u1)/

√
m⌉ vertices

from the first node u1’s neighbors, which costs Θ(d(u1)/
√

m),
where m is the number of edges in the large graph and d(u1)
is the degree of the start vertex of the first sampled edge. Let
∆ denote the average degree of the large graph. Testing com-
pleteness of these ⌈d(u1)/

√
m⌉ cycles needs to test k edges,

whose cost is Θ(k ·∆) after amortizing since our neighbor
checking goes through all the neighbors of the start vertex.
We also test the remaining edges of the entire pattern con-
necting each subpattern, and the computation cost is Θ(x ·∆)
supposing there are x remaining edges. Supposing the pat-
tern contains s stars and o odd cycles, the total computation
cost for one sampler is ∑

s
j l j +∑

o
i (ki +

∆√
m + ki ·∆)+ x ·∆ by

amortizing the degrees among multiple sampling trials.
Supposing we have p partitions (p ≥ 2). In our evalua-

tion, we partition the vertices nearly uniformly by hashing
the vertices to a machine, the probability of a sampler may
not have a vertex’s neighbors locally is p−1

p . For an l-star
sampler, if the central vertex of this star is local to the ma-
chine running the sampler algorithm, the communication cost
is 0 because we have all the neighbors of a vertex belong-
ing to the partition stay in the same machine; Otherwise,
the communication cost is Θ(d(ucentral)). Therefore, the l-
star sampler communication cost is Θ( p−1

p d(ucentral)). For a
(2k+1)-cycle sampler, we first sample an edge, if this edge is
not local, we will retrieve all the neighbors for the start vertex.
When sampling the next k edges, we may retrieve the neighbor
list of a vertex for each edge. Thus the communication cost
is Θ( p−1

p k ·∆)). To test these k edges and a neighbor of the
first vertex form a cycle, we need to test the connectivity of k
remaining edges in the (2k+1)-cycle, which cost is p−1

p k ·∆.

!!!,…
, !"!

"!! "#!…

#!

#!!,…
, #$!

!!% ,…
, !"%

"!% "#%… …

…

#&

#!&,…
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(a) A pattern sampler tree

#

#!

!!

"! " '()!)
+…

(b) 5-House sampler tree

Figure 9: Pattern sampler trees. Dotted lines represent there can be

multiple other odd cycles or stars in the middle of the layers. Solid lines are

connecting root and leaves in a subpattern sampler subtree or from a last

cycle leaf node to a first star root node. The blue lines form a path from the

root to a last-layer leaf. The labels of some nodes are omitted in the figure.

Plus the x remaining-edge test of the entire pattern, the total
communication cost is p−1

p (∑o
i 2ki ·∆+∑

s
j ∆+ x ·∆).

Therefore, the computation-communication cost of parti-

tioned Arya is p
p−1 ·

∑
s
j l j+∑

o
i ki+∑

o
i (

1√
M
+ki)·∆+x·∆

(∑o
i 2ki+s+x)·∆ , which is ap-

proximately c p
p−1 where c is a constant related to the pattern

and the graph. This communication cost can be reduced by
using batching technique mentioned in Section 5.2.
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Abstract
We present SECRECY, a system for privacy-preserving col-
laborative analytics as a service. SECRECY allows multiple
data holders to contribute their data towards a joint analysis in
the cloud, while keeping the data siloed even from the cloud
providers. At the same time, it enables cloud providers to offer
their services to clients who would have otherwise refused to
perform a computation altogether or insisted that it be done on
private infrastructure. SECRECY ensures no information leak-
age and provides provable security guarantees by employing
cryptographically secure Multi-Party Computation (MPC).

In SECRECY we take a novel approach to optimizing MPC
execution by co-designing multiple layers of the system stack
and exposing the MPC costs to the query engine. To achieve
practical performance, SECRECY applies physical optimiza-
tions that amortize the inherent MPC overheads along with
logical optimizations that dramatically reduce the computa-
tion, communication, and space requirements during query
execution. Our multi-cloud experiments demonstrate that SE-
CRECY improves query performance by over 1000× com-
pared to existing approaches and computes complex analytics
on millions of data records with modest use of resources.

1 Introduction

Secure collaborative analytics [20,26,30,47,97] is a family of
emerging applications, where multiple data holders are will-
ing to allow certain computations on their collective private
data (e.g., for profit, social good, improved services, etc.), pro-
vided that the data remain siloed from untrusted entities. For
instance, some companies would agree to participate in a gen-
der wage gap study [32] but only if no employee wages are re-
vealed to other companies, as they may lose their competitive
advantage. Similarly, researchers from different medical insti-
tutions may conduct a large-scale study on the union of their
patient records, provided that the data analysis is end-to-end
compliant with privacy regulations [2, 3]. Another example is
private advertising: web users may subscribe to recommenda-

tions based on collaborative filtering as long as their online
activity remains hidden from the service provider [85].

To realize the above use cases, we need systems capable of
extracting value from sensitive or proprietary data, while pro-
tecting the data from untrusted or unauthorized entities. We
identify four major requirements for such systems. First, they
must ensure no information leakage so that they reveal noth-
ing except the output of the computation the data holders have
agreed on. At the same time, they must guarantee security
in the absence of trusted resources, as the data holders may
lack the expertise or infrastructure needed for secure compu-
tation and may need to outsource the analysis to untrusted
third parties [45]. Another requirement is to support complex
analytics beyond simple statistics, such as relational queries
on multiple tables [95]. Lastly, while queries in these use
cases are non-interactive, they must complete in reasonable
time, e.g., within a few hours.

Enabling secure outsourced analytics with practical per-
formance has been a long-standing research challenge [13].
So far, there exist three general approaches to secure com-
putation with no leakage. The first one is Fully Homomor-
phic Encryption (FHE) [57] that provides “ideal” security by
enabling computation directly on encrypted data. Although
there are many implementations that support simple func-
tions [4, 6, 8, 21], FHE is still prohibitively slow for the ana-
lytics we consider in this work. A more practical approach
is to use secure hardware solutions, like Intel’s SGX, which
have been proposed as a faster alternative to cryptography but
do not provide provable security [33, 74]. A third promising
approach is cryptographically secure Multi-Party Computa-
tion (MPC) [77]. MPC refers to a family of cryptographic
protocols that enable mutually distrusting parties to jointly
compute functions on secret (encoded) data without relying
on any single trusted entity. MPC is generally faster than
FHE-based approaches but still challenging to scale to inputs
with more than a few thousand records [22, 45, 73, 95, 105].

Recently, systems like Conclave [105], SMCQL [22], Sen-
ate [95], and others [23, 24, 111] have made MPC more ac-
cessible to data analysts by providing relational interfaces
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Figure 1: Overview of secure collaborative analytics with SECRECY. Clients (e.g., data analysts) access a catalog with metadata about available
private datasets and submit public queries to the SECRECY service. SECRECY performs query planning and provisions computing parties in
available non-colluding cloud providers, e.g., GCP, AWS, and Azure. Next, it instructs data owners to distribute secret shares (cf. §3) of their
data to computing parties. Parties execute the query under MPC and send the results to the analysts. SECRECY considers adversaries who may
have complete control over the network. All data remain private as long as an adversary does not compromise the majority of cloud providers.

and automated query planning. However, to achieve practical
performance, these works employ optimizations that either
leak information to untrusted parties or apply to peer-to-peer
settings where data holders also serve as computing parties
using trusted resources (we provide more details in §8). Out-
sourced MPC, on the other hand, removes the computation
burden from data holders and has recently gained attention, es-
pecially in industry, with systems like Prio [45] Carbyne [11],
CrypTen [70] and Cape Privacy’s TF Encrypted [1]. Yet, these
frameworks focus on certain statistics or ML workloads and
do not support general-purpose analytics.

To fill this gap, we present SECRECY, a new relational MPC
system for efficient collaborative analytics in the cloud with
no information leakage. In SECRECY we take a fundamentally
different approach over prior work and we carefully co-design
the MPC protocol, query engine, and distributed runtime into
a single platform. SECRECY’s core novelty is a generic cost-
based optimization framework for relational MPC that does
not rely on trusted infrastructure. As such, it enables data hold-
ers and analysts to use untrusted cloud resources on demand
and benefit from the “pay-as-you-go” model while retaining
the full security guarantees of the cryptographic protocols.

Contributions. We make the following contributions:
• We present a relational MPC system, based on secret

sharing, that enables efficient collaborative analytics
with no information leakage.

• We design vectorized MPC primitives and relational
operators that amortize the network I/O of secret
sharing. Contrary to prevailing wisdom, we show
that this approach can be competitive with widely
adopted MPC techniques for relational analytics in
both LAN and WAN environments.

• We define an analytical cost model that formulates MPC
query costs in terms of secure computation and commu-
nication operations. We use this cost model to develop a
novel query optimization framework for relational MPC.

• We implement a Volcano-style query processor that lever-
ages the cost model to automatically apply a rich set
of logical, physical, and protocol-aware optimizations
which can improve performance by orders of magnitude.

• We evaluate SECRECY’s performance and the effec-
tiveness of its optimizations using real and synthetic
queries. Our experiments show that SECRECY outper-
forms state-of-the-art MPC frameworks and scales to
much larger datasets.

We believe SECRECY will become a valuable tool to cloud
providers, data holders, and analysts by enabling new privacy-
preserving applications and marketplaces on existing cloud
infrastructure. We will release SECRECY as open-source [9].

2 SECRECY system overview

Figure 1 presents an overview of the SECRECY cloud service.
Each party in SECRECY has one or more of the following
roles: (i) data holder or data owner who provides some input
data, (ii) computing party, e.g., a cloud provider that provides
resources to perform the secure computation, and (iii) analyst
who issues a query to learn the result. SECRECY supports
any number of data owners and uses three computing parties.
A “party” is a logical entity and does not necessarily corre-
spond to a single compute node. SECRECY does not make
any assumption about the physical deployment: parties can
be deployed in private clusters, in a multi-cloud, or across
multiple providers in a hybrid or federated cloud.
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2.1 Design principles
We have designed SECRECY on the following principles:

1. No information leakage. SECRECY reveals nothing about
the input, output, or intermediate data and the execution meta-
data to untrusted parties, including the cloud providers. It
completely hides access patterns, intermediate, and output
result sizes. SECRECY does not require data owners to anno-
tate attributes as sensitive or non-sensitive and does not try
to sidestep the secure computation. It executes all operations
under MPC and protects all attributes to prevent inference
attacks that exploit correlations or functional dependencies in
the data which may be unknown to data owners.

2. No reliance on trusted execution environments. SE-
CRECY does not rely on any (semi-)trusted party, honest bro-
ker or specialized secure hardware. To remove barriers for
adoption, we target general-purpose compute and cloud.

3. Decoupling of roles. In SECRECY, a party may have any
combination of roles, that is, data owners can (but do not
have to) also act as computing parties and/or analysts without
affecting the security guarantees. Query optimization in SE-
CRECY does not rely on data ownership and does not require
data owners to participate in MPC using trusted resources.
Due to decoupling, SECRECY can effectively use a small num-
ber of computing parties to support any number of data owners
without affecting the scalability of secure computation.

4. High expressivity. SECRECY’s protocol does not pose any
restriction on the types of queries that can be supported. While
there exist many efficient protocols for specific instances of
MPC operators, these are often not composable. In SECRECY,
we have decided to provide general operator implementations
that are independent of the data characteristics and can be
composed with each other to create arbitrary query plans.

2.2 Threat model and security guarantees
SECRECY protects data throughout the entire lifecycle and
treats the query itself as public, i.e., it assumes that data own-
ers and analysts have previously agreed on a relational query
to compute and this query is known to the computing par-
ties, as in prior works [22–24, 95, 105]. To evaluate the query,
SECRECY servers execute an identical computation and ex-
change messages with each other according to a protocol. All
communication in a SECRECY deployment must be done via
authenticated and encrypted channels (e.g., using TLS).

Threat model. SECRECY assumes “honest-but-curious” par-
ties and can withstand adversaries who have two types of
capabilities. First, adversaries have complete control over the
network and can monitor all network links. Second, adver-
saries may compromise one computing party and can see all
of its internal state (e.g., memory contents, access patterns,
and data sent/received) but without altering its execution. That
said, most of the techniques we present in this work are also

compatible with malicious-secure MPC protocols where par-
ties can deviate from the protocol arbitrarily (cf. §5.4).

Security guarantees. We have purposely designed SECRECY
in a modular fashion to ensure it can directly inherit all secu-
rity guarantees of the underlying MPC protocol. SECRECY
relies on the semi-honest 3-party replicated secret sharing
protocol by Araki et al. [17, 81]. The protocol provides two
types of guarantees: (i) privacy, meaning that computing par-
ties do not learn anything about the data, and (ii) correctness,
meaning that all participants are convinced that the compu-
tation output is accurate. As long as the computing parties
do not collude, the SECRECY servers cannot learn anything
beyond the size of the input data (which can also be padded
by the data owners). Only the designated analysts learn the
result of the query. SECRECY does not use differential privacy
to protect the result from possible inference attacks by the
analysts but it could be easily augmented to do so (cf. §8). We
also stress that formal verification of the SECRECY software
is out of scope for this work (but an exciting future direction).
For a detailed security analysis please refer to Appendix B.

2.3 Cost-based secure query optimization

Cost-based query optimization on plaintext data relies on se-
lectivity estimations to reduce the size of intermediate results.
MPC operators, however, are oblivious, i.e., their control flow
is independent of the input data and incurs exactly the same
accesses for all inputs of the same size. Oblivious operators
do not reveal the size of intermediate data to prevent recon-
struction attacks based on selectivity statistics [60, 69, 84].
As a consequence, traditional selectivity-based techniques for
plaintext queries [41], such as join reordering or filter push-
down, are not effective when optimizing plans under MPC.
For instance, given that oblivious selections do not reduce
the size of intermediate data, pushing a filter down does not
improve the cost of subsequent operators in the plan.

To devise effective optimizations under MPC, we express
the plan costs in terms of secure computation and communica-
tion operations. In SECRECY, we define three types of costs:

• The operation cost, Co , which is determined by the
number of primitive MPC operations per party. Prim-
itive operations can be local (+,⊕), which do not require
communication, or remote (×, ∧), which require some
message exchange between parties (cf. §3).

• The synchronization cost, Cs , given by the number of
communication rounds across parties that are inherent
in MPC. Each round corresponds to a barrier, i.e. a syn-
chronization point in the distributed execution, where
parties must exchange data in order to proceed.

• The cost of composition, Cc , which is also measured
in operations and communication rounds required to
compose oblivious relational operators under MPC.

SECRECY applies automatic optimizations that aim to mini-
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mize at least one of these three costs. We present a comprehen-
sive cost analysis of oblivious operators and their composition
in §4. Contrary to plaintext query optimization where esti-
mations are often erroneous [76], in MPC we can use the
typical dynamic programming approach from database op-
timizers [98] to compute exact plan costs at compile time,
since Co ,Cs , and Cc do not depend on the data distribution.

3 Background on MPC

MPC protocols follow one of two general techniques: ob-
scuring the truth table of each operation using Yao’s garbled
circuits [114], or performing operations over encoded data
using secret sharing [100]. So far, garbled circuits has been
the preferred method to securely compute Boolean circuits
in high-latency environments, as they only need a small (con-
stant) number of rounds between computing parties at the cost
of incurring a large memory overhead [73]. On the other hand,
secret sharing-based approaches require more rounds (that
depend on the input size) but have a small memory footprint
and consume less overall bandwidth. In this work we employ
secret sharing in the honest-majority setting that is reasonable
for many real use cases [20,25,26,28,101]. Looking ahead, in
§7 we will demonstrate that SECRECY’s optimizations make
secret sharing competitive in both LAN and WAN settings.

3.1 Replicated secret sharing
SECRECY encodes an `-bit string of sensitive data s by split-
ting it into three secret shares s1, s2, and s3 that individually
have the uniform distribution over all possible `-bit strings
(for privacy) and collectively suffice to specify s (for correct-
ness). Computing parties are placed on a logical ring and
each party Pi receives two of the shares si and si+1 (i.e., P1
receives s1, s2, P2 receives s2, s3, and P3 receives s3, s1).
Hence, any two parties can reconstruct a secret if they col-
lude, but any single party cannot, no matter how powerful it
is. SECRECY supports two secret sharing formats (and can
also transition from one to the other): boolean secret sharing
in which s � s1 ⊕ s2 ⊕ s3, where ⊕ denotes the bitwise XOR
operation, and additive or arithmetic secret sharing in which
s � s1 + s2 + s3 mod 2` .

3.2 Oblivious primitives
In this section, we provide an overview of the oblivious prim-
itives we use throughout our work. Let s, t be two secrets,
and op(s , t) an operation on these secrets. The primitives
allow SECRECY servers to start with shares of s and t and
jointly compute shares of the result op(s , t) without learning
anything about s and t. Each server can use these shares in
subsequent operations or send them to the analysts, who can
reconstruct the true output of op(s , t). We stress that our obliv-
ious relational operators in §4 are agnostic of the underlying

primitives and it would be perfectly possible to implement
primitives based on other MPC protocols without affecting
the applicability of the optimizations in §5.

Basic operations. When given boolean secret-shared data
corresponding to `-bit strings s and t, parties can compute
shares of the bitwise XOR s ⊕ t locally (i.e., without com-
munication) and shares of the bitwise AND st with syn-
chronization cost equal to Cs(AND) � 1 round of communi-
cation. The operation cost is the same in both cases, i.e.,
Co(XOR) � Co(AND) � ` (we consider 1-bit boolean opera-
tions to have unit cost). Similarly, given two secrets u and
v that have been arithmetically shared, parties can compute
shares of the sum u+ v locally (similarly to XOR) and shares
of the product u · v with 1 communication round (similarly to
the bitwise AND operation).

Mixed-mode operations. The above boolean and arith-
metic operations are universal and can be used to com-
pute any function. Moreover, there exist well-known con-
structions of several specific operations with fast instanti-
ations based on boolean and/or arithmetic sharing. In SE-
CRECY we implement several such oblivious operations:
(in)equality, a compare-and-swap multiplexer, boolean ad-
dition with a ripple-carry adder, boolean-to-arithmetic con-
version, and more.
For details on the SECRECY primitives, please refer to §A.1.

4 SECRECY operators and cost model

In this section, we first provide an overview of oblivious op-
erators in SECRECY along with their asymptotic costs (§4.1)
and the costs of their composition under MPC (§4.2). We then
explain how SECRECY computes exact plan costs in §4.3.
Although, in practice, the SECRECY planner uses the detailed
cost formulas from Appendix A, knowledge of the asymptotic
costs is sufficient to follow the optimizations in §5.

4.1 Oblivious relational operators
SECRECY supports a rich class of oblivious relational opera-
tors: SELECT, PROJECT, (SEMI-)JOIN, GROUP-BY, DISTINCT,
and ORDER-BY with LIMIT. It also supports the following ag-
gregations under MPC: COUNT, SUM, MIN/MAX, and global AVG.

All operators have the same semantics as their plaintext
counterparts but their control flow is data independent; in
practice, this means that the SECRECY code does not have
any if statements that depend (either directly or indirectly) on
the input data. At a high level, oblivious selection requires a
linear scan over the input relation, join and semi-join operators
require a nested-loop over the two inputs, whereas order-by,
distinct, and group-by are based on a sorting network.

In all cases, operator predicates can be arbitrary logical ex-
pressions with atoms that may also include arithmetic expres-
sions (+,×,�, >,<,,,≥,≤) and are evaluated under MPC
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Operator #operations (#messages) #communication rounds

SELECT O(n) O(1)
JOIN O(n ·m) O(1)

SEMI-JOIN O(n ·m) O(log m)
ORDER-BY O(n · log2 n) O(log2 n)
DISTINCT O(n · log2 n) O(log2 n)
GROUP-BY O(n · log2 n) O(log2 n)
MASK O(n) O(1)

Table 1: Summary of operation (Co) and synchronization costs (Cs )
for general oblivious relational operators w.r.t. the cardinalities (n,
m) of the input relation(s). The asymptotic number of operations
equals the asymptotic number of messages per computing party,
as each individual operation on secret shares involves a constant
number of message exchanges under MPC. Independent messages
can be batched in rounds as shown in the rightmost column.

using the oblivious primitives of §3.2. All operators except
PROJECT and ORDER-BY append a new attribute to each record
of their input relation that stores a (secret-shared) valid bit:
this bit denotes whether the record belongs to the output of
the operator and is computed under MPC.

Table 1 shows the asymptotic operation and synchroniza-
tion costs per operator with respect to the input size. MASK is
a special operator used by SECRECY to hide records (with
“garbage” values) upon a condition. The formal operator se-
mantics and their exact costs are given in §A.2.

4.2 Composing oblivious operators
We define the composition of two operators as applying the
second operator to the output of the first. One merit of our
approach is that all operators of §4.1 reveal nothing about their
output or access patterns and can be arbitrarily composed into
an end-to-end oblivious plan without special treatment.

Let op1 and op2 be two SECRECY operators. In general,
the composition op2(op1(R)) has an extra cost (additional to
the cost of applying the operators op1 and op2) as it requires
evaluating under MPC a logical expression ec for each gener-
ated tuple. We define the composition cost of op2(op1(R)) as
the cost of evaluating ec on all records generated by op2. The
expression ec depends on the types of operators. For example,
composing two selections, each one appending a valid bit
to the input relation, requires ANDing the two bits for each
record. Table 2 shows the asymptotic composition costs for
different operator pairs. The detailed costs are given in §A.3.

Note that applying the distinct operator to the output of a
selection, a group-by or a (semi-)join requires a linear number
of rounds. This is a significant increase over the O(log2 n)
rounds required by distinct when applied to a base relation
(cf. Table 1). In §5.2, we propose an optimization that reduces
the cost of these compositions to a logarithmic factor.

4.3 Computing optimal plan costs
SECRECY’s query planner is based on a typical bottom-up
dynamic programming algorithm [98] that computes optimal

Operator pair(s) #rounds

{SELECT, (SEMI-)JOIN, GROUP-BY, DISTINCT}→ DISTINCT O(n)
DISTINCT→ {SELECT, (SEMI-)JOIN} O(1)

SELECT↔ (SEMI-)JOIN O(1)
GROUP-BY→ {SELECT, (SEMI-)JOIN} O(1)

{SELECT, (SEMI-)JOIN, DISTINCT, GROUP-BY}→ GROUP-BY O(log2 n)

Table 2: Summary of composition costs (Cc) in number of rounds
for pairs of operators in SECRECY w.r.t the number of generated
records (n). Arrows denote the order of applying the two operators.
Composition incurs a small constant number of boolean operations
per record, so its cost in number of operations is O(n) in all cases.

plans based on our analytical cost model and a set of transfor-
mation rules that we present in §5. The algorithm identifies
all operators in the input query and proceeds in stages: at
each stage it creates bigger plans by adding a new operator to
sub-plans from the previous stage. Initially, the set of possible
sub-plans includes scans of the input relations. When creat-
ing a new (sub-)plan, the algorithm checks for all applicable
transformation rules and applies them exhaustively to gener-
ate equivalent (sub-)plans with lower cost. The cost of a plan
is computed as follows. Each time an operator op is added to
a sub-plan, SECRECY computes the operation and synchro-
nization costs Co(op) and Cs(op). If the operator is applied
to the output of another operator, SECRECY also computes
the composition cost Cc . To do so, it augments the current
plan with a special operator opec (opi(op j(..))) that applies
the composition predicate ec (§4.2). Co(opec ) and Cs(opec )
amount to the cost of composing the operators opi and op j in
number of operations and rounds respectively. For a plan with
k operators, the total cost is

∑k
i�1 αCo(i)+βCs(i), where α, β

are parameters of the deployment. The algorithm returns the
plan with the minimum cost from the final stage.

5 SECRECY optimizations for relational MPC

Here we present the optimizations we introduce in SECRECY
to speed up MPC query execution: (i) logical transforma-
tion rules, such as operator reordering and decomposition
(§5.1), (ii) physical optimizations, such as operator fusion,
vectorized primitives and message batching (§5.2), and (iii)
secret-sharing optimizations that further reduce the number
of communication rounds for certain operators (§5.3). Table 3
summarizes the notation used in the remainder of the paper.

Target queries. Our work focuses on collaborative analytics
under MPC where two or more data owners want to outsource
queries on their collective data without compromising privacy.
We consider all inputs as sensitive and assume that data own-
ers wish to protect their raw data and avoid revealing attributes
of base relations in query results. For example, employing
MPC to compute a query that includes patient names along
with their diagnoses in the SELECT clause is pointless. Thus,
we target queries that return global or per-group aggregates
and/or distinct results, as in prior works.
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Symbol Description

` length of the share representation in bits
R,S relations with cardinality |R | and |S |
σφ(R) selection with predicate φ
R ./θ S join with predicate θ
Rnθ S left semi-join with predicate θ
δa (R) distinct operator on attribute a
γ

g
a (R) group-by operator on attribute a with aggregation function g

s↑a (R) sort on attribute a (ascending)

Table 3: Notation used in the paper

5.1 Logical transformation rules
SECRECY uses three types of logical transformations that
reorder and decompose operators to reduce the MPC costs:

5.1.1 Blocking operator push-down

Blocking oblivious operators (GROUP-BY, DISTINCT,
ORDER-BY) materialize and sort their entire input before pro-
ducing any output tuple. Contrary to a plaintext optimizer that
would most likely place sorting after selective operators, in
MPC we have an incentive to push blocking operators down,
as close to the input as possible. Since oblivious operators
do not reduce the size of intermediate data, sorting the input
is clearly the best option. Blocking operator push-down can
provide considerable performance improvements in practice,
even if the asymptotic costs do not change. As an example,
consider the rule that pushes ORDER-BY before a selection,
i.e., s↑a(σφ(R)) → σφ(s↑a(R)). Although this rule would not
generate a more efficient plan in plaintext evaluation, it does
so in the MPC setting. This is because the operations required
by the oblivious ORDER-BY depend on the cardinality and
the number of attributes of the input relation. Applying the
selection after the order-by reduces the actual (but not the
asymptotic) operation cost, as σφ appends one attribute to R.

Applicability. Rules in this class are valid relational transfor-
mations with no special applicability conditions under MPC.

5.1.2 Join push-up

The second class of rules leverage the fact that JOIN is the
only operator whose output is larger than its input. Based on
this, we have an incentive to perform joins as late as possible
in the query plan so that we avoid applying other operators to
join results, especially those that require materializing the join
output. For example, placing a blocking operator after a join
requires sorting the cartesian product of the input relations,
which increases the operation cost of the blocking operator to
O(n2 log2 n) and the synchronization cost by 4×.

Example. Consider the following query:
Q1: SELECT DISTINCT R.id

FROM R, S

WHERE R.id = S.id

and the rule δid(R ./id�id S) → δid(R) ./id�id δid(S). Let
R and S have the same cardinality n. A plan that applies

1 s↑aθ↑ak
(R) ; //sort input relation R on aθ, ak

2 let d← |R |/2; //Distance of tuples to aggregate
3 while d ≥ 1 do
4 for each pair of tuples (ti , ti+d), 0 ≤ i < |R | − d, do

//Are tuples in the same group?

5 let b← ti[ak]
?
� ti+d[ak];

//Are tuples in semi-join output too?
6 let bc← b ∧ ti[aθ] ∧ ti+d[aθ]; //bc is a bit

//Oblivious aggregation via multiplexing

7 ti[ag]← bc ·
(
ti[ag]+ ti+d[ag]

)
+ (1− bc) · ti[ag];

8 ti+d[av] ← ¬bc ; //av is the valid bit

9 mask ti+d when ti+d[av] � 0;

10 d � d/2;

11 mask remaining tuples with t[av] � 0 and shuffle R;
Algorithm 1: 2nd phase of Join-Aggregation decomposition

DISTINCT after the join operator requires O(n2 log2 n) oper-
ations. On the other hand, pushing DISTINCT before JOIN
reduces the operation cost to O(n2) and the composition cost
from O(n2) to O(1) in number of rounds. The asymptotic
synchronization cost is the same for both plans, i.e. O(log2 n),
but the actual number of rounds when DISTINCT is pushed
before JOIN is 4× lower.

Applicability. Rules in this class have the same applicability
conditions as similar rules for plaintext queries [42,113], even
though their goal is different. In our setting, the re-orderings
do not aim to reduce the size of intermediate data. In fact,
a plan that applies DISTINCT on a JOIN input produces ex-
actly the same amount of intermediate data as a plan where
DISTINCT is placed after JOIN, yet our analysis reveals that
the second plan has higher MPC costs.

5.1.3 Join-Aggregation decomposition

Consider a query plan where a JOIN on attribute a j is fol-
lowed by a GROUP-BY on another attribute ak , a j . In this
case, pushing the GROUP-BY down does not yield a seman-
tically equivalent plan. Still, we can optimize the plan by
decomposing the aggregation in two phases and push the first
and most expensive phase of GROUP-BY before the JOIN.

Let R, S be the join inputs, where R includes the group-by
key ak . The first phase of the decomposition sorts R on ak
and computes a semi-join on a j that appends two attributes to
R: the valid bit aθ introduced by the semi-join, and a second
attribute ag that stores the result of a partial aggregation1 (we
come back to this later).

In the second phase, we compute the final aggregates per ak
using Algorithm 1, which takes into account the attribute aθ
and updates the partial aggregates ag in-place using odd-even
aggregation. The decomposition essentially replaces the join

1In case the aggregation function is AVG, we need to keep the value sum
(numerator) and count (denominator) as separate secret-shared attributes in R.
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with a semi-join and a partial aggregation in order to avoid
performing the aggregation on the cartesian product R× S.
This way, we significantly reduce the number of operations
and communication rounds, but also ensure that the space
requirements remain bounded by |R |, since the join output is
not materialized. Note that this optimization is fundamentally
different than performing a partial aggregation in the clear (by
the data owners) and then computing the global aggregates
under MPC [22, 95]; in our case, all data are secret-shared
amongst parties and both phases are under MPC.

Example. Consider the following query:
Q2: SELECT R.ak, COUNT(*)

FROM R, S
WHERE R.id = S.id

GROUP BY R.ak

Let R and S have the same cardinality n. The plan that
applies GROUP-BY to the join output requires O(n2 log2 n)
operations and O(log2 n) communication rounds. When de-
composing the aggregation γCOUNT(*)ak

in two phases, the oper-
ation cost is reduced to O(n2) and the synchronization cost
is 4× lower. The space requirements are also reduced from
O(n2) to O(n). In our example, the partial aggregation corre-
sponds to the function t[aθ] �

∑
∀t′∈S θ(t , t′), t ∈ R, where

θ(t , t′) :� t[id] ?
� t′[id]. Similar partial aggregations can be

defined for SUM, MIN/MAX, and AVG.

Decomposition with DISTINCT. A similar idea can also
be employed when the join is followed by a DISTINCT.
The transformation rule in this case is δR.a(R ./θ S) →
δ′a(s↑R.aθ ,↑R.a(Rnθ S)), where aθ denotes the semi-join bit
and δ′(·) is the final phase of distinct that compares adjacent
tuples with aθ � 1. For example, the plan δR.a(R ./b�b S) can
be replaced with the equivalent plan δ′R.a(s↑R.aθ ,↑R.a(Rnb�b

S)) to reduce the operation cost from O(n2 log2 n) to O(n2)
and the synchronization cost from O(n2) to O(log2 n).
Applicability. The decomposition technique we described is
applicable to any θ-join followed by (i) a GROUP-BY with
aggregation or (ii) a DISTINCT operator, under the condition
that the group-by or distinct keys belong to one join input.

5.2 Physical optimizations
We now describe a set of physical optimizations in SECRECY.

5.2.1 Predicate fusion

Fusion is a common optimization in plaintext query planning,
e.g., when predicates of multiple filters are merged and exe-
cuted by a single operator. Fusion has been recently used to
speed up secure ML pipelines in Cerebro [117] and is also
applicable to oblivious relational operators. In our setting,
fusion is achieved by identifying independent operations that
can be executed efficiently within the same communication

round. For example, if the equality check of an equi-join and
a selection are independent of each other, a fused operator
requires dlog `e + 1 rounds instead of 2dlog `e + 1 (cf. §A).
Next, we describe a somewhat more interesting case of fusion.

5.2.2 Operator fusion

Recall that applying DISTINCT after SELECT requires n com-
munication rounds (§4.2). We can avoid this overhead by
fusing the two operators in a different way, that is, sorting the
input relation on the selection bit first and then on the distinct
attribute. Sorting on two (instead of one) attributes adds a
small constant factor to each oblivious compare-and-swap
operation, hence, the asymptotic complexity of the sorting
step remains the same. When distinct is applied to the output
of other operators, including selections and (semi-)joins, this
physical optimization keeps the number of rounds required
for the composition low.

Example. Consider the following query:
Q3: SELECT DISTINCT id

FROM R

WHERE ak = ‘c’

Fusing the distinct and selection operators reduces the num-
ber of communication rounds from O(n) to O(log2 n), as if
the distinct operator was applied only to R (without a se-
lection). DISTINCT can be fused with a join or a semi-join
operator in a similar way. In this case, the distinct operator
takes into account the (semi-)join bit.

5.2.3 Vectorization and message batching

In secret sharing protocols, non-local operations require ex-
changing very small messages. Applying multiple such in-
dependent operations in a vectorized fashion and exchang-
ing the respective messages in bulk improves performance
tremendously. Consider applying a selection with an equality
predicate on a relation with n tuples. Performing oblivious
equality on one tuple requires dlog `e rounds. Applying the se-
lection tuple-by-tuple and sending messages eagerly (as soon
as they are generated) results in n · dlog `e rounds. Instead,
if we apply independent selections across the entire relation
and exchange messages in bulk, we can reduce the total syn-
chronization cost to dlog `e. We have designed all SECRECY
primitives to apply vectorization and message batching by de-
fault, otherwise the cost of secret sharing is prohibitive. Costs
in Tables 1 & 2 already take message batching into account.

5.3 Secret-sharing optimizations
Here we propose optimizations that take advantage of mixed-
mode MPC protocols which permit both arithmetic and
boolean computations. While SECRECY uses boolean secret
sharing for most operations, computing arithmetic expres-
sions or aggregations like COUNT and SUM on boolean shares
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requires using a ripple-carry adder (RCA), which in turn re-
quires many communication rounds. Performing these oper-
ations on additive shares would require no communication,
but converting shares from one format to another can be ex-
pensive. Below, we describe two optimizations that avoid the
RCA in aggregations and predicates with constants.

5.3.1 Dual sharing

The straight-forward approach of switching from boolean to
additive shares (and vice versa) based on the type of operation
does not pay off; the conversion itself relies on RCA, which
has to be applied twice to switch to the other representation
and back. The cost-effective way would be to evaluate logical
expressions using boolean shares and arithmetic expressions
using additive shares. However, this is not always possible be-
cause arithmetic and boolean expressions in oblivious queries
often need to be composed into the same formula. We mitigate
this problem using a dual secret-sharing scheme.

Recall the example query Q2 from §5.1.3 that applies an
aggregation function to the output of a join according to
Algorithm 1. The attribute aθ in Algorithm 1 is a single-
bit attribute denoting that the respective tuple is included
in the join result. During oblivious evaluation, each party
has a boolean share of this bit that is used to compute the
arithmetic expression in line 6. The naïve approach is to
evaluate the following equivalent logical expression directly
on the boolean shares of bc , ti[ag], and ti+d[ag]:

ti[ag] ← b` ∧RCA
(
ti[ag], ti+d[ag]

)
⊕ b` ∧ ti[ag]

where RCA is the oblivious ripple-carry adder primitive, b` is
a string of ` bits (the length of ag) all of which are set equal
to bc , and b` is the binary complement of b` . Evaluating the
above expression requires ` communication rounds for RCA
plus two more rounds for the logical ANDs (∧). On the con-
trary, SECRECY evaluates the equivalent formula in line 6 of
Algorithm 1 in four rounds (independent from `) as follows.
First, parties use arithmetic shares for the attribute ag to com-
pute the addition locally. Second, each time they compute the
bit bc in line 5, they exchange boolean as well as arithmetic
shares of its value. To do this efficiently, we rely on the single-
bit conversion protocol also used in CrypTen [70], which
requires two rounds of communication. Having boolean and
arithmetic shares of bc allows SECRECY to use it in boolean
and arithmetic expressions without paying the cost of RCA.

5.3.2 Proactive sharing

The previous optimization relies on bc being a single bit.
In many cases, however, we need to compose boolean and
additive shares of arbitrary values. Representative examples
are join predicates with arithmetic expressions on boolean
shares, e.g. (R.a − S.a ≥ c), where a is an attribute and c
is a constant. We can speedup the oblivious evaluation of

such predicates by proactively asking the data owners to send
shares of the expression results. In the previous example, if
parties receive boolean shares of S.a + c they can avoid com-
puting the boolean addition with RCA. A similar technique is
also applicable for selection predicates with constants. In this
case, to compute a > c, if parties receive shares of a− c and
c− a, they can transform the binary equality to a local compar-
ison with zero. Note that proactive sharing is fundamentally
different than having data owners perform local filters or pre-
aggregations prior to sharing. In the latter case, the computing
parties might learn the selectivity of a filter or the number
of groups in an aggregation (if results are not padded). In
our case, parties simply receive additional shares and will not
learn anything about the intermediate query results.

5.4 Generality of optimizations

The logical and physical query optimizations constructed in
this work (§5.1-5.2) apply generally to any mixed-mode MPC
protocol that supports the primitives we describe in §3.2. This
includes protocols that remain secure in the face of a mali-
cious adversary who can deviate from the protocol arbitrarily
(e.g., [46, 71, 89]), and (authenticated) garbled circuit pro-
tocols [109, 114] combined with conversions to arithmetic
secret sharing [50, 89] as needed. SECRECY can also support
alternative instantiations of oblivious primitives with different
cost profiles, such as constant-round equality and comparisons
with higher operation costs [48, 86].

While the secret-sharing optimizations of §5.3 are specific
to SECRECY’s underlying MPC protocol (§3.1), we expect
that similar techniques can be developed also for other pro-
tocols. Extending the SECRECY planner to consider the cost
profiles of various building blocks is an exciting avenue for
future work. We provide a formal discussion of generality in
Appendix B.

6 SECRECY implementation

Despite a rich open-source ecosystem of general-purpose
MPC frameworks [62], we found that existing tools either lack
support for general relational operations (with θ-predicates)
or cannot effectively amortize network I/O. For these reasons,
we implemented SECRECY in C/C++, entirely from scratch.
We designed our secure primitives to operate directly on rela-
tions and we also built a library of general oblivious relational
operators that can be combined into arbitrary query plans.

System overview. Figure 2 shows the SECRECY architecture
and software stack. Data analysts submit queries through a
client application that exposes a SQL interface and provides
a query planner that performs query rewriting and cost-based
optimization. Data owners use the secret-sharing generation
module to distribute random shares of their data to the comput-
ing parties. Computing parties can be deployed on premises,
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Figure 2: The SECRECY system consists of (i) a client application
that can be used by data analysts to submit queries, (ii) a data owner
application to generate and distribute secret shares, and (iii) three
computing parties that execute queries under MPC.

in a hybrid cloud, or across multiple clouds. To automate
cloud deployment we use Ansible [7]. The parties’ software
stack consists of (i) a custom implementation of the replicated
secret sharing protocol, (ii) a library of secure computation
and communication primitives, and (iii) a library of oblivious
relational operators. The distributed runtime and communica-
tion layer are based on MPI [5]. Each party is a separate MPI
process that handles both computation and communication.

Operator pipelining. SECRECY relational operators and se-
cure primitives are designed to process table rows in batches.
The batch size is configurable and allows SECRECY to com-
pute expensive operators, such as joins, with full control over
memory requirements. While batching does not reduce the
total number of operations, we leverage it to compute on large
inputs in a pipelined fashion, without running out of memory
or switching to a disk-based evaluation.

Query planning and execution. Upon startup, the parties es-
tablish connections to each other and learn the process IDs of
other parties. Next, they receive shares for each input relation
from the data owners. Queries are specified either in SQL (and
go through query planning) or in a declarative DSL that allows
seamless operator composition by abstracting MPC details.
For SQL parsing we use the Hyrise parser [12]. SECRECY’s
planner generates the optimal query plan as explained in §4.3.
To evaluate a query, parties execute the same oblivious physi-
cal plan on their random shares and return the results to the
designated client. We use a 64-bit share representation by
default, so ` � 64 (cf. Table 3).

7 Experimental evaluation

Our experimental evaluation is structured into four parts:

Benefits of query optimization. In §7.2, we evaluate the ben-
efits of SECRECY’s optimizations on eight real and synthetic
queries. We show that SECRECY’s cost-based optimizer re-
duces the runtime of complex queries by up to three orders of
magnitude both in a LAN and a multi-cloud setting.

Performance on real and synthetic queries. In §7.3 we
evaluate SECRECY’s performance as input sizes grow. We use
queries that include selections, group-by, distinct, semi-join,
and theta-joins with both equality and inequality predicates.
Our results demonstrate that SECRECY can scale to millions
of input rows and evaluate complex queries in reasonable time
with modest use of resources.

Micro-benchmarks. In §7.4, we evaluate individual logical,
physical, and secret-sharing optimizations on the three queries
from §5.1-5.3. Our results demonstrate that pushing down
blocking operators reduces execution time by up to 1000×
and enables queries to scale to 100× larger inputs. Further, we
show that operator fusion and dual sharing improve execution
time by an order of magnitude in the WAN setting.

Comparison with state-of-the-art frameworks. In §7.5,
we compare SECRECY with SMCQL [22] and the 2-party
semi-honest version of EMP [108]. We choose SMCQL (the
ORAM-based version) as the only open-source relational
framework with semi-honest security and no leakage. We also
choose the EMP library since it is used by all recent systems,
namely Shrinkwrap [23], SAQE [24], a new version of SM-
CQL, and Senate [95]. Although none of these systems is
publicly available, they all build their relational MPC engines
on top of EMP. We show that SECRECY outperforms them
both and can comfortably process much larger datasets.

We provide additional micro-benchmarks and experiments
with EMP in Appendix D.

7.1 Evaluation setup
We use three cloud deployments: (i) AWS-LAN uses an
EC2 r5.xlarge instance per party in the us-east-2 region,
(ii) AWS-WAN distributes parties across us-east-2 (Ohio),
us-east-1 (Virginia), and us-west-1 (California), and (iii)
MULTI-CLOUD distributes parties across three different cloud
providers, namely AWS (Ohio), Google Cloud (South Car-
olina), and Azure (Virginia). VMs have 32GB of memory
and run Ubuntu 20.04, C99, gcc 5.4.0, and MPICH 3.3.2.
Measurements are averaged over at least three runs and plot-
ted in log-scale, unless otherwise specified.

Queries. We use 11 queries for evaluation, including five real-
world queries from previous MPC works [22–24, 95, 105].
Three are medical queries [22]: Comorbidity returns the ten
most common diagnoses of individuals in a cohort, Recurrent
C.Diff. returns the distinct ids of patients who have been
diagnosed with cdiff and have two consecutive infections
between 15 and 56 days apart, and Aspirin Count returns
the number of patients who have been diagnosed with heart
disease and have been prescribed aspirin after the diagnosis
was made. We also use queries from other MPC application
areas [95]: Password Reuse asks for users with the same
password across different websites, while Credit Score asks
for persons whose credit scores across different agencies have
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(a) LAN (b) MULTI-CLOUD

Figure 3: SECRECY end-to-end performance when optimizations are enabled (Optimized) and disabled (Not optimized) for real and synthetic
queries. Logical and physical optimizations result in over 1000× lower execution times, while secret-sharing optimizations improve performance
by up to ∼ 52×. Not optimized plans still use vectorization and message batching (§5.2.3), otherwise the cost of secret sharing is prohibitive.

(a) Category A (b) Category B (c) Category C

Figure 4: Scaling behavior of optimized real and synthetic queries on SECRECY

significant discrepancies in a particular year. In addition to
the real-world queries, we use the TPC-H queries (Q4, Q6,
Q13) [103] that have been used in SAQE [24]. Finally, to
evaluate the performance gains from each optimization in
isolation, we use Q1, Q2, Q3 from §5.1-5.3.

Datasets. All experiments use randomly generated tables with
64-bit values. Note that SECRECY’s MPC protocol assumes
a fixed-size representation of shares that is implementation-
specific and could be increased to any 2k value. We also
highlight that using random inputs is no different than using
real data, as all operators are oblivious and the data distribu-
tion does not affect the amount of computation or commu-
nication. Regardless if the input is real or random, parties
compute on secret shares, which are by definition random.
In all experiments we designate one party as the data owner
who distributes shares and learns the results. SECRECY uses
exactly three computing parties; therefore, the number of data
owners and analysts does not affect query performance, only
the cumulative input size does.

7.2 Benefits of query optimization
We compare the performance of 8 queries optimized by SE-
CRECY with that of plans without the optimizations of §5.
For a fair comparison, we implement baseline plans using SE-
CRECY’s batched operators. Although this favors the baseline,
the communication cost of MPC is otherwise prohibitive and
queries cannot scale beyond a few hundred input rows. We
execute each plan with 1K rows per input relation. For Q4
(resp. Q13), we use 1K rows for LINEITEM (resp. ORDERS)
and maintain the size ratio with the other input relation as
specified in the TPC-H benchmark. For Comorbidity, we use

a cohort of 256 patients. We run this experiment on AWS-LAN
and MULTI-CLOUD and present the results in Figure 3.

In the LAN setting, SECRECY achieves the highest
speedups for Recurrent C.Diff., Aspirin Count, and Q13,
that is, 1142×, 121×, and 714× lower execution times, re-
spectively. Optimized plans for these queries leverage join
push-up (Aspirin Count), fusion (Recurrent C.Diff.), and join-
aggregation decomposition (Q13). The optimized plans for
Comorbidity, Password Reuse, Q4, and Q6 leverage dual and
proactive sharing, achieving up to 52× speedup compared to
the baseline. Finally, the Credit Score query leverages dual
sharing which, in this case, provides a modest improvement.
SECRECY achieves significant speedups in the wide area, too.
The performance improvement is higher for Comorbidity, Q4,
and Q13 in the multi-cloud setting, as these queries leverage
optimizations that primarily reduce the synchronization cost.
We evaluate the benefit of individual optimizations in §7.4.

7.3 Performance on real and synthetic queries

We now run the optimized plans with increasing input sizes
in AWS-LAN and report total execution time. For these experi-
ments, we group queries into three categories of increasing
complexity. Category A includes queries with selections and
global aggregations, Category B includes queries with select
and group-by or distinct operators, and Category C includes
queries with select, group-by and (semi-)join operators. Fig-
ure 4 presents the results.

Q6 in Category A consists of five selections and a global
aggregation. It requires minimal communication that is inde-
pendent of the input relation cardinality. As a result, it scales
comfortably to large inputs and takes ∼ 6s for 8M rows.
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(a) Distinct-join reordering (LAN) (b) Join-Aggr. decomposition (LAN) (c) Select-Distinct fusion (WAN) (d) Dual sharing in Group-by (WAN)

Figure 5: Performance improvement of individual optimizations applied by the SECRECY planner

Queries in Category B scale to millions of input rows as
well. The cost of these queries is dominated by the oblivi-
ous group-by and distinct operators. At 2M rows, Recurrent
C.Diff. completes in ∼ 1.2h and Password Reuse in ∼ 20min.

The cost of queries in Category C is dominated by joins
and semi-joins. The size ratio between the two inputs of
each query is different: for Q4 and Q13, we use the ratio
specified in the TPC-H benchmark whereas, for Aspirin Count,
we use inputs of equal size. In Figure 4c, Scaling factor 1×
corresponds to 1K rows for the small input. As we increase the
input sizes, we always keep their ratio fixed. At scaling factor
32×, the most expensive query is Q13, which is optimized
with join-aggregation decomposition and takes ∼ 6.5h on
295K rows. At the same scaling factor, Q4 completes in ∼
3.4h on 164K rows, and Aspirin Count in ∼ 1.3h.

While MPC protocols remain expensive for real-time
queries, our results demonstrate that offline collaborative ana-
lytics on millions of records entirely under MPC are viable.

7.4 Micro-benchmarks

We now use the queries of §5 (Q1, Q2, Q3) to evaluate the
impact of SECRECY’s optimizations in isolation. We run each
query with and without the particular optimization and mea-
sure total execution time. Distinct-join reordering and join-
aggregation decomposition primarily reduce the operation
cost and we evaluate them in AWS-LAN. Fusion and dual shar-
ing reduce the synchronization cost and we evaluate them in
AWS-WAN. Figure 5 shows the results.

Distinct-Join reordering. The optimized plan of Q1 pushes
the JOIN after DISTINCT and, thus, only sorts a relation of n
rows instead of n2. Figure 5a shows that the optimized plan is
up to 50× faster than the baseline, which runs out of memory
for even modest input sizes.

Join-Aggregation decomposition. The baseline plan of Q2
materializes the result of the join and then applies the group-
ing and aggregation. Instead, the optimized plan decomposes
the aggregation in two phases (cf. §5.1.3). As shown in Fig-
ure 5b, this optimization provides 100× lower execution time
than that of the baseline plan. Further, the baseline plan runs
out of memory for inputs larger than 1K rows.

Operator fusion. The baseline plan of Q3 applies the obliv-
ious selection before DISTINCT, while the optimized plan

Comorbidity Recurrent C. Diff. Aspirin Count
SMCQL 91s 358s 365s

SECRECY 0.083s 0.092s 0.171s

Table 4: SMCQL and SECRECY execution times in LAN for the
three medical queries from [22] on 25 tuples per input relation.

Figure 6: Performance comparison of the oblivious sort operator on
EMP and SECRECY in LAN (left) and WAN (right).

fuses the two operators and performs the DISTINCT computa-
tion in bulk (cf. §5.2.2). Figure 5c shows that this optimization
provides more than 25× speedup for large inputs and allows
the query to scale to much larger inputs.

Dual sharing. We also evaluate SECRECY’s ability to switch
between arithmetic and boolean sharing to reduce communi-
cation costs for certain operations. For this experiment, we
compare the run-time of the optimized GROUP-BY-COUNT op-
erator (cf. §5.3) to that of a baseline operator that uses boolean
sharing only and, hence, relies on the ripple-carry adder to
compute the COUNT. Figure 5d plots the results. The baseline
operator is 10× slower than the optimized one, as it requires
64 additional rounds of communication per input row.

7.5 Comparison with other MPC frameworks

Existing 3-party frameworks [62] are either proprietary, e.g.
[27], or they only support specific operators, such as unique-
key joins [82, 99], that cannot be used for any of the queries
we consider. We stress that EMP and SMCQL use 2-party
garbled circuit protocols that are not directly comparable with
SECRECY’s. The purpose of these experiments is to showcase
the end-to-end performance of the available solutions for
relational MPC and not to compare the underlying protocols.

Comparison with SMCQL. In the first set of experiments,
we aim to reproduce the results presented in SMCQL [22,
Fig. 7] on our experimental setup. We run the three medical
queries on SMCQL and SECRECY, using a sample of 25
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rows per data owner (50 in total), and present the results
in Table 4. We use the plans and default configuration of
protected and public attributes, as in the SMCQL project
repository. SECRECY is over 1000× faster than SMCQL in
all queries.

Comparison with EMP. EMP is a general-purpose MPC
framework and does not provide relational operators or query
planning. Nevertheless, we include a comparison with EMP
because it is the MPC library underpinning several non-open-
source relational frameworks (e.g., Shrinkwrap, SAQE, and
Senate). For these experiments, we use the oblivious sort
operation from the EMP repository [108] that has the same
asymptotic complexity with the respective SECRECY sort.
Figure 6 shows the results in AWS-LAN and AWS-WAN for input
sizes ranging from 64K to 4M rows. The performance gap
between SECRECY and EMP is significant. SECRECY is up to
12.7× faster in LAN (∼ 3h vs 14min for 4M input rows). In
the WAN setting, SECRECY sorts 4M rows in 42min, while
EMP could not complete the computation within 9h.

8 Related Work

Relational MPC systems. We distinguish two lines of work
in this space that are often combined. The first line targets
peer-to-peer deployments and reduces multi-party computa-
tion by pushing parts of the query to data owners (for plain-
text evaluation) or executing the protocol within subsets of
the computing parties [13, 22, 44, 95, 105]. The second line
includes systems that trade off MPC performance with con-
trolled information leakage [23, 24, 64, 105, 111]. We summa-
rize each system’s preconditions and guarantees in Table 5
and provide more details in Appendix C. Function secret shar-
ing in Splinter [106] allows for private queries on public data,
which is the opposite to our goal.

Our approach has several advantages over, and is also com-
plementary with, many of the prior techniques. SECRECY’s
optimizations are agnostic to data ownership and retain the
full security guarantees of MPC, merely optimizing its execu-
tion. More importantly, this work provides a strong foundation
for a unified query optimization framework that can accom-
modate multi-cloud, peer-to-peer, and hybrid deployments.
Prior techniques can be ported into SECRECY by plugging
in appropriate cost functions and query transformation rules.
For example, pushing parts of the query to data owners, as in
Conclave [105], can be done via transformation rules that in-
troduce plaintext operators with certain placement constraints.

Enclave-based approaches. In this line of work, parties pro-
cess the plaintext data within a physically protected envi-
ronment. Enclave-based approaches aim to minimize RAM
requirements, pad intermediate results, and hide access pat-
terns in untrusted storage. The works by Agrawal et al. [14]
and Arasu et al. [19] focus on database queries in this setting.

More recent systems such as ObliDB [52], Opaque [116],
StealthDB [104], and OCQ [49] rely on Intel’s SGX.

Enclave-based systems typically achieve better perfor-
mance than MPC systems but require different trust assump-
tions and are susceptible to attacks [33, 35, 36, 59, 74, 75, 107,
112]. Some of these threats can be ameliorated using oblivi-
ous operators within the enclave. Our logical optimizations
from §5.1 could also be applied in this setting to reduce the
number of operations and memory requirements.

System optimizations for MPC. Improving the performance
of secure computation via system optimizations is an active
research topic. MAGE [73] proposed an interesting technique
to reduce the inherent memory overhead of homomorphic
encryption and garbled circuits (cf. §3). As SECRECY relies
on secret sharing, its memory footprint is small. Instead, se-
cret sharing incurs a higher communication cost, which we
amortize using vectorization and message batching (§5.2.3).
MPC performance can be further improved by offloading
secure primitives to hardware accelerators [54, 55, 79, 102].
Most works in this space focus on ML workloads but similar
techniques could also be applied to relational operators.

MPC operators, algorithms, and cost models. Various re-
lated works focus on standalone oblivious relational opera-
tors, e.g. building group-by from oblivious sort [66], equi-
joins [15, 72, 82, 93], or common aggregations [45, 51]. SE-
CRECY is driven by real-world applications that typically
require oblivious evaluation of queries with multiple opera-
tors. Motivated by similar needs, Wang et al. [110] presented
a secure version of the Yannakakis’ algorithm, while Ion et
al. [65] and Buddhavarapu et al. [34] studied unique-key joins
followed by simple aggregations. These works do not provide
general cost-based MPC query optimization and they oper-
ate in the peer-to-peer setting, where data owners participate
in the protocol execution using trusted resources. Recently,
CostCO [53] did some nice work on modeling the cost of
general MPC programs. Our cost model focuses on relational
operators and is tightly integrated with the query planner.

Encrypted DBs. Existing practical solutions in secure
database outsourcing [56] operate in a client-server setting
and reveal or “leak” information to the database server. Sys-
tems based on property-based encryption like CryptDB [96]
offer full SQL support and legacy compliance, but each query
reveals information that can be used in reconstruction at-
tacks [37,58,60,61,69,78,80,84]. Systems based on structural
encryption [38, 67, 88, 94, 115] provide semantic security that
does not eliminate access pattern leaks. SDB [64, 111] uses
secret sharing but leaks information to the server whereas
Cipherbase [18] relies on a trusted machine. These systems
support only one data owner and it would require public-key
encryption to evaluate queries that span multiple datasets [31].

Differential Privacy (DP). Systems like DJoin [83], DStress
[87], and others [29, 43, 63] use DP to ensure that the out-

1042    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



Framework MPC Protocol Information
Leakage

Trusted
Party

Query
Execution

Main Optimization
Objective Optimization Conditions

Conclave [105] Secret Sharing /
Garbled Circuits

Controlled
(Hybrid operators) Yes Hybrid

Minimize the use of
secure computation

1. Data owners serve as computing parties
2. Data owners provide privacy annotations
3. There exists an additional trusted party

SMCQL [22]
Garbled Circuits /

ORAM No No1 Hybrid
Minimize the use of
secure computation

1. Data owners serve as computing parties
2. Data owners provide privacy annotations
3. There exists an honest broker

Shrinkwrap [23]
Garbled Circuits /

ORAM
Controlled

(Diff. Privacy) No Hybrid
Calibrate padding of
intermediate results

1. Data owners serve as computing parties
2. Data owners provide privacy annotations
and intermediate result sensitivities

SAQE [24] Garbled Circuits
Controlled

(Diff. Privacy) No Hybrid
Choose sampling rate

for approximate answers

1. Data owners serve as computing parties
2. Data owners provide privacy annotations
and differential privacy budgets

Senate [95] 2 Garbled Circuits No No Hybrid
Reduce joint computation

to subsets of parties

1. Data owners serve as computing parties
2. Input or intermediate relations are owned
by subsets of the computing parties

SDB [64, 111] 3 Secret Sharing Yes
(operator dependent) No Hybrid

Reduce data encryption
and decryption costs

1. Data owner serves as computing party
2. Data owner provides privacy annotations

SECRECY Rep. Secret Sharing No No
End-to-end
under MPC

Reduce MPC costs
(§ 2.3 and § 4-5) None

1 SMCQL relies on an honest broker that may see protected data in the clear during query evaluation [22, § 5.1].
2 Senate provides security against malicious parties whereas all other systems adopt a semi-honest model.
3 SDB adopts a typical DBaaS model with one data owner and does not support collaborative analytics.

Table 5: Summary of MPC-based systems for relational analytics. Hybrid execution splits the query plan into a plaintext part (executed by the
data owners) and an oblivious part (executed under MPC) and requires data owners to participate in the computation using trusted resources.
The rest of the optimizations supported by each system are applicable under one or more of the listed conditions in the rightmost column.

put of a query reveals little about any one input record. This
property is independent of (yet symbiotic with) MPC’s guar-
antee that the act of computing the query reveals no more
than what may be inferred from its output. The SECRECY
primitives from §3.2 can express arbitrary computations and
could also be used to add DP noise under MPC. We leave
this as future work.

9 Conclusions

This work presents SECRECY, a new system for efficient
secure analytics in the cloud with no information leakage. SE-
CRECY can enable new data markets and socially-beneficial
data analyses while protecting private data. Our results show
that logical optimizations coupled with careful system design
can make MPC practical for complex analytics on millions
of data records. In the future, we plan to extend SECRECY
with multi-objective query optimization that considers cloud
fees, data-parallelism via oblivious hashing (e.g. [91, 92]),
and support for malicious-secure MPC (e.g., [16, 71]).
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A ANALYTICAL COST MODEL

A.1 Oblivious SECRECY primitives

Boolean operations. As explained in §3.2, we consider that
each single-bit operation on shares has unit cost, so the op-
eration cost of both XOR and AND operations is Co(XOR) �
Co(AND) � `, where ` is the length of the share representa-
tion in bits. Recall that the synchronization cost of XOR is
Cs(XOR) � 0 whereas the synchronization cost of AND is
Cs(AND) � 1 round of communication. We further explain
these costs below.

In SECRECY, each party starts with two shares of the input
secrets s, t and ends up with two shares of the output. Initially,
P1 has s1 , s2 , t1 , t2 whereas P2 has s2 , s3 , t2 , t3, and P3 has
s3 , s1 , t3 , t1. Observe that s⊕ t � (s1⊕ s2⊕ s3)⊕ (t1⊕ t2⊕ t3)
= (s1 ⊕ t1) ⊕ (s2 ⊕ t2) ⊕ (s3 ⊕ t3). Each parenthesis corre-
sponds to a share of s ⊕ t and each party can compute two
out of the three shares by simply XORing its input shares.

Logical AND is a bit more complex. Observe that st �
(s1 ⊕ s2 ⊕ s3) ∧ (t1 ⊕ t2 ⊕ t3). After distributing the AND
over the XOR and doing some rearrangement we have st �
(s1t1 ⊕ s1t2 ⊕ s2t1) ⊕ (s2t2 ⊕ s2t3 ⊕ s3t2) ⊕ (s3t3 ⊕ s3t1 ⊕
s1t3). Again, each parenthesis corresponds to a share of st.
Using its input shares, each party can locally compute one
of these shares. The parties then XOR this share with a fresh
sharing of the number 0 (which is created locally) so that the
final share is uniformly distributed [17]. In the end, each party
sends the computed share to its successor on the ring (clock-
wise) so that all parties end up with two shares of st. Logical
OR and NOT are based on the XOR and AND primitives.

Equality/Inequality. Using these boolean operations, parties

can jointly compute s ?
� t (resp. s

?
< t) by computing a sharing

of s ⊕ t and then taking the oblivious boolean-AND of each
of the bits of this string (resp., taking the value of si at the first
bit i in which the two strings differ). As a result, taking the
equality of `-bit strings requires Co(eq) � 2`−1 operations
(namely, ` XORs plus ` − 1 ANDs) and Cs(eq) � dlog `e
rounds. Similarly, inequality comparison has Co(ineq) � 4`−
3 and Cs(ineq)� dlog(`+1)e. As special cases, s < 0 requires
no communication, and equality with a public constant s�c
can also be done locally provided that the data owners have
secret-shared the results of s− c and c− s [70].

Compare-and-swap. The parties can calculate the min and
max of two strings. Setting b � (s<t), we can use a mul-
tiplexer to compute s′ � min{s , t} � bs ⊕ (1⊕ b)t and t′ �
max{s , t} � (1⊕ b)s⊕ bt. Evaluating these formulas requires
6 more operations and 1 more synchronization round beyond
the cost of the oblivious inequality.

Sort and shuffle. Given an array of n secret-shared strings,
each of length `, oblivious sort in SECRECY is based on a
bitonic sorter that comprises log n · (log n +1)/2 stages and

performs n/2 independent compare-and-swap operators in
each stage. Hence, sorting has operational cost Co(sortn) �
1
4 n log n · (log n+1) · (Co(ineq)+6) and synchronization cost
Cs(sortn) � 1

2 log n · (log n+1) · (Cs(ineq)+1). We can obliv-
iously shuffle values in a similar fashion: each party appends
an attribute that is populated with locally generated random
values, sorts the values on this attribute, and then discards it.

Boolean addition. Given boolean-shared integers s and t,
computing the boolean share of s + t using a ripple-carry
adder [68] can be done with Co(RCA) � 5`−3 operations in
Cs(RCA) � ` rounds.

Arithmetic operations. Arithmetic addition and multiplica-
tion work similarly to XOR and AND respectively (see above).
Scalar multiplication c · u, where c is a public constant, does
not require communication.

Conversion. We can convert between additive and boolean
sharings [50, 81, 89] by securely computing all of the XOR
and AND gates in a ripple-carry adder. Single-bit conversion
can be done in two rounds with the simple protocol that is
also used in CrypTen [70].

A.2 Oblivious SECRECY operators
Let R, S, and T be relations with cardinalities |R |, |S |, and |T |
respectively. Let also t[ai] be the value of attribute ai in tuple
t. To simplify the presentation, we describe each operator
based on the logical (i.e., secret) relations and not the random
shares distributed across parties. That is, when we say that
“an operator is applied to a relation R and defines another
relation T”, in practice this means that each party begins with
shares of R, performs some MPC operations on the shares,
and ends up with shares of T.

PROJECT. Oblivious projection has the same semantics as
its plaintext counterpart. The operation and synchronization
costs of oblivious PROJECT are both zero since each party
can locally disregard the shares corresponding to the filtered
attributes.

SELECT. An oblivious selection with predicate ϕ on a rela-
tion R defines a new relation:

T � {t∪{ϕ(t)} | t ∈ R}

with the same cardinality as R, i.e. |T | � |R |, and one more
single-bit attribute for each tuple t ∈ R that contains φ’s result
when applied to t. This bit denotes whether t is included in
the output relation T and is securely computed under MPC so
that its true value remains hidden (i.e., secret-shared) from the
computing parties. Note that, in contrast to a typical selection
in the clear, oblivious selection defines a relation with the
same cardinality as the input, i.e., it does not remove tuples
from R so that the true size of T is kept secret.
Costs: The operation cost of SELECT is Co(σφ(R)) �
Co(φ(t)) · |R |, t ∈ R, where Co(φ(t)) is the operation cost
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of evaluating φ on a single tuple t ∈ R. Since predicate eval-
uation can be performed independently for each tuple in R,
the total number of rounds to perform the SELECT equals the
number of rounds to evaluate the selection predicate on a
single tuple, i.e., Cs(σφ(R)) � Cs(φ(t)), t ∈ R.

Both Co(φ(t)) and Cs(φ(t)) are independent of the actual
t contents: they only depend on φ’s syntax and the lengths
of the attributes used in φ. In SECRECY, a predicate φ can
be an arbitrary logical expression with atoms that may also
include arithmetic expressions (+,×,�, >,<,,,≥,≤) and is
constructed using the primitives of §A.1. Consider the exam-
ple predicate φ :� age>30 AND age<40 that requires ANDing
the results of two oblivious inequalities under MPC. Based
on the costs of primitive operations, we have: Co(φ(t)) �
2Co(ineq)+Co(AND) and Cs(φ(t)) � Cs(ineq)+1. In §5.3,
we described a technique we use in SECRECY that can reduce
selections to local operations (with Cs � 0).

JOIN. An oblivious θ-join between two relations R and S,
denoted with R ./θ S, defines a new relation:

T � {(t∪ t′∪{θ(t , t′)}) | t ∈ R ∧ t′ ∈ S}
where t∪ t′ is a new tuple that contains all attributes of t ∈ R
along with all attributes of t′ ∈ S, and θ(t , t′) is θ’s result
when applied to the pair of tuples (t , t′). T is the cartesian
product of the input relations (R×S), where each tuple is aug-
mented with a (secret-shared) bit denoting whether the tuple t
“matches” with tuple t′ according to θ. We emphasize that our
focus in this work is on general-purpose oblivious joins that
can support arbitrary predicates; there also exist special cases
of oblivious join algorithms, e.g., primary- and foreign-key
equi-joins with lower asymptotic complexity [15, 72, 82, 93]
or compositions of equi-joins with specific operators [34] that
could be added to SECRECY if desired.
Costs: The general oblivious JOIN requires a nested-loop
over the input relations to check all possible pairs, so its
operation cost is Co(R ./θ S) � Co(θ(t , t′)) · |R | · |S |, t ∈
R, t′ ∈ S. However, the total number of communication
rounds to evaluate the JOIN is independent of the input
cardinality; it only depends on the join predicate θ, i.e.,
Cs(R ./θ S)� Cs(θ(t , t′)), t ∈ R, t′ ∈ S. For example, a range
join R ./a<b S has Co(R ./a<b S) � 2|R | · |S | ·Co(ineq) and
Cs(R ./a<b S) � Cs(ineq). The constant asymptotic com-
plexity in number of rounds with respect to the input cardi-
nality holds for any θ-join. Join predicates in SECRECY can
be arbitrary expressions whose cost is computed as explained
above for selection predicates.

SEMI-JOIN. An oblivious (left) semi-join between two rela-
tions R and S on a predicate θ, denoted with Rnθ S, defines
a new relation:

T � {(t∪{
∨
∀t′∈S

θ(t , t′)}) | t ∈ R}

with the same cardinality as R, i.e. |T | � |R |, and one more
attribute that stores the result of the formula f (θ, t ,S) �

∨
∀t′∈S θ(t , t′), t ∈ R indicating whether the tuple in R

“matches” any tuple in S.
Costs: The operation cost of the general oblivious SEMI-JOIN
is Co(Rnθ S) � Co( f (θ, t ,S)) · |R | � Co(θ(t , t′)) · |R | · |S |+
|R | · (|S | − 1), t ∈ R, t′ ∈ S. The formula f (θ, t ,S) can be
evaluated independently for each tuple t ∈ R using a binary
tree of OR operations, therefore, the synchronization cost of the
semi-join is Cs(Rnθ S) � Cs(θ(t , t′))+ dlog |S |e , t ∈ R, t′ ∈
S (i.e., independent of |R |).
ORDER-BY. Oblivious order-by on attribute ak has the same
semantics as the non-oblivious operator. Hereafter, sorting a
relation R with m attributes on ascending (resp. descending)
order of an attribute ak ,1 ≤ k ≤ m, is denoted as s↑ak (R) � T
(resp. s↓ak (R) � T). We define order-by on multiple attributes
using the standard semantics. For example, sorting a relation
R first on attribute ak (ascending) and then on an (descend-
ing) is denoted as s↑ak↓an (R). An order-by operator is often
followed by a LIMIT that defines the number of tuples the
operator must output.
Costs: Oblivious ORDER-BY in SECRECY relies on a bitonic
sorter of §A.1 that internally uses an oblivious multi-
plexer. Hence, the operation and synchronization costs are
Co(s↑a(R)) � Co(sort|R |) and Cs(s↑a(R)) � Cs(sort|R |), as
given in §A.1. In this case, the number of operations required
by each oblivious multiplexing is linear to the number of at-
tributes in the input relation, however, the total number of
rounds depends only on the cardinality of the input. The
analysis assumes one sorting attribute; adding more sorting
attributes increases the number of operations and communi-
cation rounds in each comparison by a small constant factor.

GROUP-BY with aggregation. An oblivious group-by ag-
gregation on a relation R with m attributes defines a new
relation T � { f (t′) | t′ � t ∪ {ag , av}, t ∈ R} with the
same cardinality as R, i.e. |T | � |R |, and two more attributes:
ag that stores the result of the aggregation, and av that denotes
whether the tuple t is ‘valid’, i.e., included in the output. Let
ak be the group-by key and aw the attribute whose values are

aggregated. Let also S �

[
t1[aw], t2[aw], ..., tu[aw]

]
be the

list of values for attribute aw for all tuples t1 , t2 , ..., tu ∈ R that
belong to the same group, i.e., t1[ak] � t2[ak] � ... � tu[ak],
1 ≤ u ≤ |R |. The function f in T’s definition above is defined
as follows:

f (ti)�


ti[ag] � a g g(S), ti[av] � 1, i � u′, 1 ≤ u′ ≤ u

tinv , i , u′, 1 ≤ i ≤ u

where tinv is a tuple with tinv[av] � 0 and the rest of the
attributes set to a special reserved value, while a g g(S) is the
aggregation function, e.g. MIN, MAX, COUNT, SUM, AVG, and is
implemented using the primitives of §A.1. Put simply, oblivi-
ous aggregation sets the value of ag for one tuple per group
equal to the result of the aggregation for that group and up-
dates (in-place) all other tuples with “garbage.” This operation
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is followed by an oblivious shuffling to hide the group bound-
aries when opening the relations to the learner (and only if
there is no subsequent shuffling in the query plan). Groups can
be defined on multiple attributes using the standard semantics.
Costs: The GROUP-BY operator γa g g

ak
(R) breaks into two

phases: an oblivious sort on the group-by key(s) and
an odd-even aggregation [66] applied to the sorted input.
The odd-even aggregation performs (|R |(log |R | − 1)+ 1) ·
Co(a g g(t , t′)) operations in log |R | ·Cs(a g g(t , t′)) rounds,
where Co(a g g(t , t′)) and Cs(a g g(t , t′)) are the operation
and synchronization costs, respectively, of applying the ag-
gregation function to a single pair of tuples t , t′ ∈ R (in-
dependent of |R |). Accounting for the initial sorting on
the group-by keys, the total operation cost of the oblivi-
ous group-by is Co(γa g g

ak
(R)) � Co(s↑ak (R))+ (|R |(log |R | −

1) + 1) · Co(a g g(t , t′)). The total synchronization cost is
Cs(γa g g

ak
(R)) � Cs(s↑ak (R)) + log |R | · Cs(a g g(t , t′)). The

analysis can be easily extended to multiple group-by keys.

DISTINCT. The oblivious distinct operator is a special case
of group-by with aggregation, assuming that ak is not the
group-by key as before but the attribute where distinct is
applied. For distinct, there is no ag attribute and the function
f is defined as follows:

f (ti) �


ti[av] � 1, i � u′, 1 ≤ u′ ≤ u

ti[av] � 0, i , u′, 1 ≤ i ≤ u

Distinct marks one tuple per group as ‘valid’ and the rest as
‘invalid’.
Costs: The DISTINCT operator includes an oblivious sort on
the distinct attribute(s) followed by a second phase where
the operator compares adjacent tuples in the sorted input to
set the distinct bit av . Setting the distinct bit for each tuple
is independent from the rest of the tuples, so all distinct bit
operations can be performed in bulk. The total operation cost
Co(δak(R)) � Co(s↑ak (R))+ (|R | − 1) ·Co(eq) and synchro-
nization cost Cs(δak(R))� Cs(s↑ak (R))+Co(eq) of oblivious
distinct are dominated by the oblivious sort.

MASK. Let tinv be a tuple with all attributes set to a special
reserved value. A mask operator with predicate p on a relation
R defines a new relation T � { f (t) | t ∈ R}, where:

f (t) �


t , p(t) � 0

tinv , p(t) � 1

Mask is used at the end of the query, just before opening the
result to the learner, and only if there is no previous masking.
The cost analysis of MASK is similar to that of SELECT.

Global aggregations. SECRECY also supports global aggre-
gations without a group-by clause. The total operation cost
of a global aggregation is Co(a g g(R)) � Co(a g g(t , t′)) ·

(|R | − 1), where Co(a g g(t , t′)) is the operation cost of ap-
plying the aggregation function to a single pair of tuples
t , t′ ∈ R. The total synchronization cost is Cs(a g g(R)) �
Cs(a g g(t , t′)) · dlog |R |e, since the aggregation can be ap-
plied using a binary tree of function evaluations.

A.3 Composition of oblivious operators

Composing selections and joins. Recall that selections,
joins, and semi-joins append a single-bit attribute to their
input relation that indicates whether the tuple is included in
the output. To compose a pair of such operators, we compute
both single-bit attributes and take their conjunction under
MPC. For example, for two selection operators σ1 and σ2
with predicates ϕ1, ϕ2, the composition σ2(σ1(R)) defines a
new relation T � {t ∪ {ec � ϕ1(t) ∧ϕ2(t)} | t ∈ R}. The
cost of composition in this case is the cost of evaluating the
expression ϕ1(t)∧ϕ2(t) for each tuple in T. This includes
|T | independent boolean ANDs which can be evaluated in
one round.

Composing distinct with other operators. Applying a se-
lection or a (semi-)join to the result of DISTINCT requires one
communication round to compute the conjunction of the se-
lection or (semi-) join bit with the bit av generated by distinct.
However, applying DISTINCT to the output of a selection, a
(semi-)join or a group-by operator, requires some care. Con-
sider the case where DISTINCT is applied to the output of a
selection. Let aφ be the attribute added by the selection and ak
be the distinct attribute. To set the distinct bit av at each tuple,
we must make sure there are no other tuples with the same
attribute ak , with aφ � 1, and whose distinct bit av is already
set. To do so, the distinct operator must process tuples sequen-
tially and the composition itself requires n rounds, where n
is the cardinality of the input. This results in a significant
increase over the O(log2 n) rounds required by distinct when
applied to a base relation. Applying distinct to the output of a
group-by or (semi-)join incurs a linear number of rounds for
the same reason. In §5.2, we proposed an optimization that
reduces the cost of these compositions to a logarithmic factor.

Composing group-by with other operators. To perform a
group-by on the result of a selection or (semi-)join, the group-
by operator must apply the aggregation function to all tuples
in the same group that are also included in the output of the
previous operator. Consider the case of applying group-by to
a selection result. To identify the aforementioned tuples, we
need to evaluate the formula:

b← b∧ ti[aφ]∧ t j[aφ]

at each step of the group-by operator, where b is the bit that
denotes whether the tuples ti and t j belong to the same group
and aφ is the selection bit. This formula includes two boolean
ANDs that require two communication rounds. Applying
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group-by to the output of a (semi-)join has the same compo-
sition cost; in this case, we replace aφ in the above formula
with the (semi-)join attribute aθ.

To apply a selection to the result of GROUP-BY, we must
compute a boolean AND between the selection bit aφ and the
‘valid’ bit av of each tuple generated by the group-by. The
cost of composition in number of rounds is independent of
the group-by result cardinality, as all boolean ANDs can be
applied in bulk. The same holds when applying a (semi-)join
to the output of group-by. Finally, composing two group-by
operators has the same cost with applying GROUP-BY to the
result of selection, as described above.

Composing order-by with other operators. Composing
ORDER- BY with other operators is straight-forward. Applying
an operator to the output of order-by has zero composition
cost. The converse operation, applying ORDER-BY to the out-
put of an operator, requires a few more boolean operations per
oblivious compare-and-swap (due to the attribute/s appended
by the previous operator), but does not incur additional com-
munication rounds.

B SECURITY ANALYSIS

We have purposely designed SECRECY in a modular black-
box fashion, with a hierarchy of MPC protocol functionalities
→ oblivious primitives→ relational operators→ optimiza-
tions. This design choice provides two benefits: (i) immediate
inheritance of all security guarantees provided by the under-
lying MPC protocol, and (ii) flexibility to support different
protocols in the future that might have a different number of
parties, threshold, and threat model.

Inheritance of security guarantees. SECRECY relies on a
set of functionalities that must be provided by the MPC pro-
tocol. These functionalities enable parties to receive secret-
shared inputs and return secret-shared outputs: (i) Fadd and
Fmult that add and multiply their inputs, (ii) Fxor and Fand that
take boolean operations of their inputs, (iii) Fa2b and Fb2a

that perform conversions between arithmetic and boolean
representations, (iv) Feq and Fcmp to compute the equality
and comparison predicates (where the hardest step of the lat-
ter usually involves extracting the most significant bit of an
arithmetic-shared value), and (v) Fsh and Frec that allow ex-
ternal participants to secret-share data to and reconstruct data
from the computing parties.

In this section, we argue that SECRECY retains the secu-
rity guarantees provided by the underlying MPC protocol, or
equivalently that it retains the security guarantees of these
ideal functionalities. Our reasoning shows that SECRECY
compiles each query into a sequence of calls to these func-
tionalities that is oblivious, meaning that its control flow is
independent of its input and all data remains hidden:

1. SECRECY calls the functionalities of the MPC protocol

in a black-box manner. As a result, computing parties
always operate on secret-shared data; only Frec provides
any data in the clear (namely to the learner), and SE-
CRECY only calls this functionality once at the end of
the query execution.

2. The control flow of each relational operator (§A.2) is
oblivious, i.e., data-independent. Concretely, SELECT
and PROJECT always require a single pass over the input,
(semi-)JOINs require a nested for-loop over the two in-
puts, ORDER-BY is based on an oblivious sorting network,
and GROUP-BY and DISTINCT consist of an ORDER-BY
followed by an additional oblivious step (to apply the ag-
gregation and identify the unique records, respectively).

3. SECRECY composes relational operators (§A.3) using
the protocol functionalities (e.g., taking ANDs under
MPC) within an oblivious linear scan over the output of
the composition.

4. The logical and physical transformations of §5 rewrite
the oblivious sequence of calls to the protocol function-
alities into a new semantically equivalent sequence of
calls that is also oblivious and has lower execution cost.

As a result, semi-honest security of the full SECRECY proto-
col follows by inspection of the ideal functionalities. Privacy
is satisfied against all parties because none of the function-
alities ever provides a (non-secret-shared) output to the data
owners or computing parties, and only the final Frec provides
an output to the analyst as desired. Correctness of the full pro-
tocol follows immediately from correctness of each individual
functionality.

Generality of optimizations. The logical and physical query
optimizations constructed in this work (§5.1-5.2) apply gen-
erally to any mixed-mode MPC protocol that supports the set
of functionalities we describe above. This level of abstraction
is commonly used by modern mixed-mode MPC protocols
(e.g., [17, 39, 40, 46, 50, 71, 81, 89, 90]).

If providing malicious security, we require these function-
alities to validate the shares of their inputs and outputs (e.g.,
using an information-theoretic MAC or replicated sharing),
either immediately or with delayed validation before invok-
ing Frec. As a consequence, SECRECY satisfies correctness
against the computing parties because input validation binds
them to provide the output of the prior step as the input shares
into the next functionality. Additionally, correctness against
the data owners and analyst follow from the fact that, aside
from the data owners’ initial sharing through Fsh, none of the
functionalities allow them to provide an input so they cannot
influence the protocol execution.

As a result, the techniques from SECRECY can be applied
to any N-party MPC protocol that provides semi-honest or
malicious security against T adversarial parties. In particular,
SECRECY can be instantiated with 2, 3, and 4-party secret
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sharing-based protocols that remain secure in the face of a
malicious adversary who can deviate from the protocol ar-
bitrarily (e.g., [46, 71, 89]), or with (authenticated) garbled
circuit protocols [109, 114] combined with occasional conver-
sions to arithmetic secret sharing [50,89] as needed. Protocols
that provide the stronger cryptographic guarantee of robust-
ness often do so by running several MPC executions both
before and after evicting the malicious party, and by the same
logic as above SECRECY even maintains the robust security
of these protocols.

C SUMMARY OF MPC-BASED SYSTEMS
FOR RELATIONAL ANALYTICS

Here we provide more details on existing systems for rela-
tional MPC summarized in Table 5. Hybrid execution splits
the query plan into parts that can be evaluated in plaintext by
a single party (the appropriate data owner) versus parts that in-
herently require multiple parties’ data (executed under MPC).
Therefore, hybrid execution is only feasible when data owners
can compute part of the query on premise. SMCQL, SDB,
and Conclave can further sidestep MPC when some attributes
have been annotated as non-sensitive. Shrinkwrap and SAQE
build on SMCQL to calibrate leakage based on user-provided
privacy budgets, and Senate reduces joint computation when
some relations are owned by subsets of the computing parties.
This is common in peer-to-peer MPC but does not occur in a
typical outsourced setting like the one of Figure 1, where all
computing parties receive shares of the input data.

As shown in Table 5, Senate is the only relational system
with support for malicious security. Due to its hybrid exe-
cution model, Senate requires additional steps to verify the
integrity of local computations by the data owners (not to
be confused with formal software verification). While SE-
CRECY currently focuses on semi-honest security, the Araki
et al. protocol [17] and subsequent mixed-mode ABY3 proto-
cols [81] can be extended to provide malicious security with
low computational cost [16, 71]. By optimizing MPC rather
than sidestepping it, a malicious-secure version of SECRECY
would not impose any new restriction on the supported set of
queries or the mixed-mode MPC protocol utilized.

D ADDITIONAL EXPERIMENTS

D.1 Performance of SECRECY primitives
Here we present a set of micro-benchmarks that evaluate the
performance of SECRECY’s MPC primitives in AWS-LAN.

Effect of message batching on communication latency. In
the first experiment, we measure the latency of inter-party
communication using two messaging strategies. Recall that,
during a message exchange, each party sends one message to
its successor and receives one message from its predecessor

(a) Effect of message batching (b) Comparison and addition

Figure 7: Performance of oblivious SECRECY primitives

(a) Unary operators (b) Join operators

Figure 8: Performance of oblivious SECRECY operators

on the logical ‘ring’. Eager exchanges data among parties as
soon as they are generated, thus,. producing a large number
of small messages. The Batched strategy, on the other hand,
collects data into batches and exchanges them only when
computation cannot otherwise make progress, thus, producing
as few as possible, albeit large messages.

We run this experiment with increasing data sizes and mea-
sure the total time from initiating the exchange until all parties
complete the exchange. Figure 7a shows the results. We see
that batching provides two to four orders of magnitude lower
latency than eager messaging. Using batching in our experi-
mental setup, parties can exchange 100M 64-bit data shares
in 2s. These results reflect the network performance in our
cloud testbed. We expect better performance in dedicated
clusters with high-speed networks and higher latencies if the
computing parties communicate over the internet.

Performance of secure computation primitives. We now
evaluate the performance of oblivious primitives that require
communication among parties. These include equality, in-
equality, and addition with the ripple-carry adder. In Fig-
ure 7b we show the execution time of oblivious primitives
as we increase the input size from 1K rows to 10M rows.
All primitives scale well with the input size as they all de-
pend on a constant number of communication rounds. Equal-
ity requires six rounds. Inequality requires seven rounds
and more memory than equality. Boolean addition is not
as computation-intensive as inequality, but requires a higher
number of rounds (64).
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Figure 9: Performance comparison of an oblivious join operator on
EMP and SECRECY in LAN (left) and WAN (right).

D.2 Performance of SECRECY operators

The next set of experiments evaluates the performance
of SECRECY’s relational operators. We apply DISTINCT,
GROUP-BY, ORDER-BY, and JOIN (equality and range) to rela-
tions of increasing size and measure the total execution time
per operator in AWS-LAN. We empirically verify the cost anal-
ysis of §A and show that our vectorized implementations are
efficient and scale to millions of input rows with a single CPU
thread. Figure 8 shows the results.

Unary operators. In Figure 8a, we plot the execution time
of unary operators vs the input size. Recall from §A.2 that
DISTINCT and GROUP-BY are both based on sorting and, thus,
their cost includes the cost of ORDER-BY for unsorted inputs of
the same cardinality. To shed more light on the performance of
DISTINCT and GROUP-BY, Figure 8a only shows the execution
time of their second phase, that is, after the input is sorted and,
for GROUP-BY, before the final shuffling (which has identical
performance to sorting).

For an input relation with n rows, DISTINCT performs n−
1 equality comparisons, one for each pair of adjacent rows.
Since all these comparisons are independent, our vectorized
implementation uses batching, thus, applying DISTINCT to
the entire input in six rounds of communication (the number
of rounds required for oblivious equality on pairs of 64-bit
shares). As a result, DISTINCT scales well with the input
size and can process 10M rows in 20s. GROUP BY is slower
than DISTINCT, as it requires significantly more rounds of
communication, logarithmic to the input size. Finally, ORDER
BY relies on our implementation of bitonic sort, where all n

2
comparisons at each level are batched within the same round.

Joins. The oblivious join operators in SECRECY hide the
size of their output, thus, they compute the cartesian product
between the two input relations and produce a bit share for
all pairs of records, resulting in an output with n ·m entries.
We run both operators with n � m, for increasing input sizes,
and plot the results in Figure 8b. The figure includes equi-
join and range-join results for up to 100K rows per input, as
we capped the duration of this experiment to 5h. SECRECY
executes joins in batches without materializing their entire
output at once. As a result, it can perform 10B equality and
inequality comparisons under MPC within the experiment
duration limit.

D.3 EMP vs SECRECY on oblivious join
Here we compare EMP with SECRECY using an oblivious
join operator that is based on the sample program from the
SoK project [10]. For these experiments, we use inputs of the
same cardinality and increase the size from 10K to 100K rows
per input. We cap the time of these experiments to 12h. Fig. 9
plots the results in AWS-LAN and AWS-WAN. Within the experi-
ment duration, EMP can evaluate joins on up to 40K rows per
input (in 11h). SECRECY is 18× faster for the same input size
and can process up to 100K rows per input in less than 4h.

E QUERIES USED IN THE PAPER

Here we list the queries used in §7 (in SQL syntax):

Comorbidity:
SELECT diag, COUNT(*) cnt
FROM diagnosis
WHERE pid IN cdiff_cohort
GROUP BY diag
ORDER BY cnt DESC

LIMIT 10

Recurrent C. Diff.:
WITH rcd AS (

SELECT pid, time, row_no
FROM diagnosis
WHERE diag=cdiff)

SELECT DISTINCT pid
FROM rcd r1 JOIN rcd r2 ON r1.pid = r2.pid
WHERE r2.time - r1.time >= 15 DAYS
AND r2.time - r1.time <= 56 DAYS
AND r2.row_no = r1.row_no + 1

Aspririn Count:
SELECT count(DISTINCT pid)
FROM diagnosis as d, medication as m on
d.pid = m.pid
WHERE d.diag = hd AND m.med = aspirin

AND d.time <= m.time

Password Reuse:
SELECT ID
FROM R
GROUP BY ID, PWD

HAVING COUNT(*)>1

Credit Score:
SELECT S.ID
FROM (
SELECT ID, MIN(CS) as cs1, MAX(CS) as cs2
FROM R
WHERE R.year=2019
GROUP-BY ID ) as S

WHERE S.cs2 - S.cs1 > c

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1055



TPC-H Q4:
SELECT o_orderpriority, count(*) as order_count
FROM orders
WHERE o_orderdate >= date ’[DATE]’ AND
o_orderdate < date ’[DATE]’ + interval ’3’ month
AND EXISTS (

SELECT *
FROM lineitem
WHERE l_orderkey = o_orderkey
AND l_commitdate < l_receiptdate

)
GROUP BY o_orderpriority

ORDER BY o_orderpriority

TPC-H Q6:
SELECT sum(l_extendedprice*l_discount) as revenue
FROM lineitem
WHERE l_shipdate >= date ’[DATE]’ AND
l_shipdate < date ’[DATE]’ + interval ’1’ year
AND l_discount between [DISCOUNT] - 0.01
AND [DISCOUNT] + 0.01 and l_quantity < [QUANTITY]

TPC-H Q13:
SELECT c_count, count(*) as custdist
FROM (

SELECT c_custkey, count(o_orderkey)
FROM customer left outer join orders ON
c_custkey = o_custkey
AND o_comment = ‘[WORD]’

GROUP BY c_custkey
) as c_orders (c_custkey, c_count)

GROUP BY c_count

ORDER BY custdist desc, c_count desc
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Abstract
Cross-silo federated learning (FL) adopts various crypto-
graphic operations to preserve data privacy, which introduces
significant performance overhead. In this paper, we iden-
tify nine widely-used cryptographic operations and design
an efficient hardware architecture to accelerate them. How-
ever, directly offloading them on hardware statically leads to
(1) inadequate hardware acceleration due to the limited re-
sources allocated to each operation; (2) insufficient resource
utilization, since different operations are used at different
times. To address these challenges, we propose FLASH,
a high-performance hardware acceleration architecture for
cross-silo FL systems. At its heart, FLASH extracts two ba-
sic operators—modular exponentiation and multiplication—
behind the nine cryptographic operations and implements
them as highly-performant engines to achieve adequate ac-
celeration. Furthermore, it leverages a dataflow scheduling
scheme to dynamically compose different cryptographic op-
erations based on these basic engines to obtain sufficient
resource utilization. We have implemented a fully-functional
FLASH prototype with Xilinx VU13P FPGA and integrated it
with FATE, the most widely-adopted cross-silo FL framework.
Experimental results show that, for the nine cryptographic
operations, FLASH achieves up to 14.0× and 3.4× accelera-
tion over CPU and GPU, translating to up to 6.8× and 2.0×
speedup for realistic FL applications, respectively. We finally
evaluate the FLASH design as an ASIC, and it achieves 23.6×
performance improvement upon the FPGA prototype.

1 Introduction
Training a high-quality machine learning model requires mas-
sive data, which is likely to be distributed across different
institutions or companies in the real world. However, the
increasing concern about data privacy and emerging regula-
tions and lawsuits restrict these data from being collected
together in one place for centralized training. To solve this
problem, federated learning (FL) has been proposed to enable
distributed learning among these data silos by performing
local computation within a data silo and securely aggregating
the intermediate results (e.g., gradients/parameters) to gener-
ate a global model without revealing any original data to the
outside world [44, 48, 89].

To ensure the security of cross-silo FL, various crypto-
graphic techniques have been used. For example, partially ho-
momorphic encryptions (PHE), e.g., Paillier, have been used
to enable parameter computation/aggregation directly on ci-
phertexts [73]. RSA is used to build the blind signature-based
Private Set Intersections (PSI) for sample alignment [45]. In

this paper, we perform a comprehensive analysis of exist-
ing cross-silo FL applications and identify nine widely-used
cryptographic operations, such as encryption/decryption, com-
putation over ciphertexts, etc. (more details in §3.1). While
preserving privacy, these cryptographic operations signifi-
cantly degrade the performance (§3.2). For example, our ex-
periments show that these operations cause up to 60.74×
performance degradation. The reasons are two-fold: (1) they
are of high computational complexity, e.g., Paillier encryp-
tion has a O(2N)1 time complexity; (2) they introduce large
number calculations, e.g., additively HE and RSA encryp-
tion generate 2048-bit ciphertexts which need to be broken
down to multiple 64-bit numbers and executed with limited
parallelism on current CPU architecture.

In this paper, we ask: can we offload these cryptographic
operations to dedicated hardware to accelerate cross-silo FL?
Towards answering this question, our first attempt went with
GPU. However, as we will reveal in §3.3, the cryptographic
operations used in cross-silo FL involve complicated compu-
tation stages and dramatically inflate the data, making them
inappropriate for GPUs. While GPU is ideal for performing
data parallelism over tensors with short numbers, e.g., single-
precision floats, it fails to provide efficient pipeline execution
for cryptographic operations with large numbers, e.g., 2048-
bit integers. The reason is that the limited size of the shared
memory within one Streaming Multiprocessor (SM) causes
frequent data exchange between external and on-chip shared
memory during the pipeline execution, significantly compro-
mising the performance. While it might be feasible to work
around the limitation of GPUs, it requires complex mecha-
nisms such as a complex memory orchestration system. Our
paper does not take this direction (§6).

To further accelerate cross-silo FL, we seek a more effi-
cient hardware acceleration architecture beyond the existing
GPU architecture. To this end, we choose to use FPGA as
a prototype and further explore an Application-specific Inte-
grated Circuit (ASIC). We believe such customized hardware
architecture will exhibit several desired properties for our pur-
pose. First, it is possible to tailor a hardware architecture for
efficient cross-silo FL by customizing the hardware circuits
from scratch, so that we can design an optimized fine-grained
pipelining with flexible bit-width support for accelerating
cryptographic operations. Second, the customized hardware
architecture allows us to provide sufficient on-chip memory
for storing large numbers used in the processing pipeline for
superior performance. However, while promising, we identify

1N is the bit-width of the exponent n, and n is the public key in Paillier
encryption.
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that directly offloading the nine cryptographic operations to
the hardware statically will pose two key challenges (§3.3):

• Inadequate hardware acceleration due to limited re-
sources. To achieve high performance, one operation may
need multiple hardware instances for high parallelism.
However, as the hardware resource of a chip is limited,
directly offloading all these nice operations to the hardware
causes inadequate resources to speed up each operation,
leading to suboptimal performance. Our implementation
with this approach on a Xilinx VU13P FPGA [23] chip
shows that each operation only achieves ∼ 50% accelera-
tion on average.

• Insufficient resource utilization due to static offload-
ing. Different FL applications use different cryptographic
operations, and within each application, different opera-
tions are used at different times. Consequently, statically
offloading all the operations as a whole results in resource
under-utilization because not all the operations are used at
all times simultaneously.

To address the challenges, we take a closer look at these
nine cryptographic operations and observe that almost all of
them build upon two basic operators: modular exponentiation
and modular multiplication. Based on this observation, we
propose FLASH, a high-performance hardware acceleration
architecture for cross-silo federated learning (§4). At its core,
FLASH uses the majority of hardware resources to imple-
ment the two basic operators as high-performance engines
to achieve adequate hardware acceleration. We also design
fine-grained pipelines with sufficient on-chip memory to im-
prove both the intra- and inter-engine execution efficiency
for superior performance. Furthermore, based on these basic
engines, FLASH adopts a dataflow scheduling module to dy-
namically compose these engines into different cryptographic
operations on-demand to achieve high resource utilization.

We have provided a down-scale but full functional imple-
mentation of FLASH with Xilinx VU13P FPGA [23]2 for
prototyping purpose, integrated it with FATE [2]—the most
widely-adopted cross-silo FL framework—and evaluated it
extensively with real-world FL applications. We compare the
performance of FLASH with (1) the vanilla FATE, which uses
GMP [19] to implement these cryptographic operations with
CPU. GMP provides a highly-optimized implementation for
modular multiplication and exponentiation operations, which
uses many optimization algorithms, including but not limited
to the two mentioned in our paper. We choose Intel Xeon Sil-
ver 4114 CPU similar to prior works [76]; (2) the FATE where
the cryptographic operations are accelerated by NVIDIA P43

2We use FPGA for prototyping purposes, so we do not consider the price
advantages/disadvantages of the VU13P FPGA chip.

3We note that latest NVIDIA A100 [9]/H100 [10] may have a better
performance than P4/VU13P, however, they are much more expensive while
still sharing the architectural deficiency of GPU in general as discussed in
§3.3. The focus of FLASH is to pursue a more efficient hardware acceleration
architecture for cross-silo FL.
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Figure 1: Two paradigms of cross-silo FL.

GPU [11, 43]. Here we use P4 GPU because it has the closest
INT8 TOPS (although ∼ 2× better) as FLASH (we typically
use INT8 TOPS to denote the general computation power of
a chip). P4 has ∼ 20 INT8 TOPS [11]. VU13P has ∼ 38.3
INT8 DSP TOPS while reaching peak 891MHz operation
frequency [23, 24]. As FLASH uses 300MHz, it achieves
∼ 12.9 DSP INT8 TOPS. Moreover, both of them are built
with 16nm technology. Finally, with the standard Synopsys
software tools (e.g., Design Compiler [14], VCS [16] and
Prime Time [15]), we further evaluate the performance of
FLASH if implemented as an ASIC.

Overall, some of our key results are as follows:
• Across the nine concrete cryptographic operations (§6.2),

FLASH (with FPGA implementation) outperforms CPU
and GPU by 10.4× – 14.0× and 1.4× – 3.4×, respectively.

• Over the nine realistic FL applications (§6.3), FLASH
(with FPGA implementation) can consistently outperform
CPU and GPU by up to 6.8× and 2.0×, respectively.

• Our software evaluation of FLASH as an ASIC with 12nm
and 28nm fabrication techniques (§6.5) shows that it can
achieve 23.6× and 7.1× additional performance improve-
ment upon the FPGA implementation, respectively.
As a final note, we are fully aware that there exist various

other privacy-preserving techniques [27, 71, 81, 85]. How-
ever, in current industry-level deployments, Paillier and RSA
schemes built with the nine cryptographic operations we in-
vestigated in this work are, to date, the most widely adopted
approach in cross-silo FL systems [2,41,49], primarily due to
the reason that they can achieve relatively better performance
and are easier to use compared to other privacy-preserving
schemes. Our goal is to provide plug-and-play acceleration
capability for these industry-level cross-silo FL systems.

2 Cross-silo Federated Learning
FL was first proposed by Google to train a language model
for keyboard input prediction from massive Android devices
without leaking privacy-sensitive data [36, 90]. Recently, FL
has evolved from the above cross-device scenarios to collabo-
ratively train machine learning models across different data
silos, i.e., cross-silo FL [44, 48, 89]. A data silo is a reposi-
tory or collection of data under the control of a single entity
(e.g., institution, company, etc.), and is isolated from other
entities due to the ever-improving management regulations
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or laws [50]. Cross-silo FL enables machine learning among
these data silos and supports both vertical and horizontal FL.
Horizontal FL: As shown in Figure 1a, participants in Hor-
izontal FL have different sample spaces but the same fea-
ture space, and each participant owns the labels of its sam-
ples. In most cases, there is an arbiter for parameter aggrega-
tion (the arbiter is a third-party server to assist the FL com-
putations). To train a model, each participant trains local
model www with its own samples and encrypts its model weights
via PHE (e.g., Paillier [74]). Then all participants send their
encrypted weights to the arbiter, and the arbiter directly per-
forms an aggregation over the received ciphertexts to obtain
the global model. Eventually, the arbiter sends the aggregated
global model to all participants for next-round computation.
Vertical FL: As shown in Figure 1b, participants in Vertical
FL have the same sample space but different feature spaces.
Only one participant holds the label of the FL task. Before
training a model, all participants have to align the samples
among different data silos based on the common IDs (similar
to joining two tables in a database based on the common IDs).
One of the most commonly used algorithms is RSA blind
signature-based PSI (RSA-PSI) [45]. After sample alignment,
all participants can follow a pre-defined protocol for model
training, such as Vertical Linear Regression (Please see Table
1 in [89]) and SecureBoost [42]. During the process, par-
ticipants use PHE to encrypt their intermediate results and
exchange them with other participants or the arbiter.

For interested readers, we have provided a detailed expla-
nation of how cross-silo FL works and its security analysis in
Appendix A.
Summary: Various cryptographic technics are used in cross-
silo FL. These cryptographic technics are composed of vari-
ous operations, e.g., data encryption/decryption via additively
HE, computation over ciphertext, etc., and we call these oper-
ations as cryptographic operations in this paper.

3 Analysis of Cryptographic Operations
3.1 Cryptographic Operations
In this section, we present nine cryptographic operations that
are widely used in cross-silo FL. Our study is based on the
implementation of FATE [2], the most widely adopted open-
source framework for cross-silo FL. However, our analysis
can also be applied to other cross-silo FL frameworks, e.g.,
FedLearner [4], TF Encrypted [18], etc. Specifically, these
nine cryptographic operations are as follows:
O1. Paillier Encryption. This operation uses Paillier [28,73],
an additively homomorphic cryptographic algorithm, to en-
crypt cleartexts into ciphertexts. The operation is mainly used
for protecting the intermediate data during model training.
O2. Paillier Decryption. This operation decrypts Paillier
ciphertexts into cleartexts. It is used when participants need
to decrypt the intermediate results for local model updates in
the training phase.

O3. Ciphertext Matrix Addition. This operation is used to
add two matrices (or vectors/values) of ciphertexts. As Paillier
is used, ciphertexts can be summed up.
O4. Ciphertext & Cleartext Matrix Element-wise Multi-
plication. This operation performs Hadamard product [58]
between ciphertext matrix and cleartext matrix.
O5. Ciphertext & Cleartext Matrix Multiplication4. This
operation performs matrix multiplication between two matri-
ces of ciphertexts and cleartexts, respectively.
O6. Ciphertext Histogram Building. This operation per-
forms addition operations over encrypted gradient statistics
to build decision trees [42].
O7. RSA Encryption/Decryption. This operation conducts
encryption or decryption with the public or private key of
the RSA algorithm correspondingly. This operation is used
when multiple participants try to perform PSI for sample
alignment [45].
O8. RSA Blind. This operation blinds the cleartexts with
encrypted random numbers.
O9. RSA Unblind. This operation unblinds RSA ciphertexts
to remove the random numbers from the ciphertexts.

As shown subsequently (§3.2), these cryptographic opera-
tions have a large impact on the performance of cross-silo FL
applications due to the following two reasons:
• High time complexity: These operations are of high com-

putation complexity, e.g., Paillier encryption has a time
complexity of O(2N). Thus these algorithms are expensive
to compute.

• Large number computation: Cryptographic operations
significantly inflate data, yielding large numbers, e.g., 2048-
bit integer. The large number will need to be divided into
multiple small numbers and executed on the current CPU
architecture with limited parallelism.

3.2 Quantifying the Performance Impact
We now quantify the performance impact of these crypto-
graphic operations with realistic cross-silo FL applications
through testbed experiments.

Our testbed is equipped with an Intel Xeon Silver 4114
CPU [5] and 192GB memory. We choose three most widely-
adopted vertical FL applications and one horizontal FL appli-
cation for evaluation: RSA blind signature-based PSI (RSA-
PSI), Vertical Logistic Regression (VLR) [53], SecureBoost
Decision Tree (SBT) [42] and Horizontal Logistic Regres-
sion (HLR). The dataset we use is a commercial dataset from
a bank with ∼ 100,000 samples and 80 features. For verti-
cal FL applications, the dataset is vertically partitioned into
two parts: one part contains 80 features while the other con-
tains one feature. We first perform RSA-PSI to obtain the

4To efficiently process a large matrix, we will use optimization algorithms
such as blocking the matrix and performing multiplications of the blocked
matrices. Thus this operation is not a simple combination of matrix element-
wise multiplication (O4) and addition (O3).
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Applications & Their Sub-tasks Involved Operations w/o CO (s) w CO (s) Degradation

RSA-PSI Computing intersection O7, O8, O9 7.91 20.62 2.60× ↓

VLR
(One Epoch)
Total: 12.05× ↓

Encrypting logits O1 0 32.05 -
Aggregating logits O3 0.63 2.04 3.23× ↓
Computing fore gradientsa O3, O4 0.74 2.92 3.93× ↓
Computing gradients O3, O4, O5 3.77 135.96 36.08× ↓
Decrypting gradients O2 0 0.04 -
Computing loss O1, O3, O4 4.08 8.22 2.02× ↓

SBT
(One Epoch)
Total: 3.49× ↓b

Encrypting gradients O1 0 54.71 -
Aggregating gradients O3, O6 12.02 223.91 18.62× ↓
Split information synchronization O2 3.62 13.03 3.60× ↓

HLR
(One Epoch)
Total: 60.74× ↓b

Computing gradients O3, O4, O5 1.73 177.94 102.80× ↓
Model update O3, O4 0.0002 0.10 526.10× ↓
Model re-encryption O1, O2 0 0.69 -

a According to Federated Logistic Regression [53], the gradient computation takes two steps: fore gradients computation and gradients computation.
b The overall performance degradation of SBT/HLR is smaller than the sum of those sub-tasks because we do not include pure cleartext computation or networking communication
sub-tasks in the table.

Table 1: Performance penalty caused by cryptographic operations (CO) with different cross-silo FL applications.

data intersection. Then, we run VLR and SBT over the data
intersection, respectively. For horizontal FL, the dataset is
horizontally partitioned into two parts, each with ∼ 50,000
samples. The four applications are executed both with cryp-
tographic operations implemented using GMP (w/ CO) and
without cryptographic operations (w/o CO). To implement
model training w/o CO, we modify the code of FATE to skip
these cryptographic operations. To perform a fine-grained
analysis, we also break down these four applications into
sub-tasks, and for each sub-task, we show the adopted cryp-
tographic operations. All the applications are executed with
ten CPU cores in parallel. Table 1 shows the results, and we
make the following observations:

• Cryptographic operations considerably degrade the
performance. In general, cryptographic operations sig-
nificantly degrade the performance of cross-silo FL ap-
plications. In our experiment, the cryptographic opera-
tions cause RSA-PSI, VLR, SBT and HLR to suffer 2.60×,
12.05×, 3.49× and 60.74× performance degradation, re-
spectively. Moreover, the combinations of these crypto-
graphic operations can degrade the performance from
∼ 2.02× to ∼ 526.10×.

• Not all the cryptographic operations are used at all
times simultaneously. Different FL applications use dif-
ferent cryptographic operations, and even within a single
application, different sub-tasks use different operations.

3.3 Challenges of Offloading Cryptographic
Operations

To accelerate these cryptographic operations, we chose GPU
as our first attempt, as it has been widely adopted in various
offloading scenarios. However, as our exploration proceeds,
we find that the cryptographic operations in cross-silo FL
require complicated pipeline computation and significantly
inflate the data, posing the following challenges for GPU.

The hardware architecture of GPU is tailored for perform-
ing data parallelism over tensors, which are mostly short
numbers. However, as we will show in §4.2.1, to efficiently

execute cryptographic operations, we have to use several
steps to optimize the computation, e.g., Montgomery Modular
Multiplication [65], in which pipeline parallelism is needed.
Furthermore, massive large numbers should be stored in the
shared memory during the pipeline execution. However, these
large numbers, e.g., 2048-bit integer numbers, can easily over-
flow the on-chip memory of the GPU. For example, the
amount of shared memory per SM is 96 KB for NVIDIA
V100 [13]. No more than 384 2048-bit integer numbers can
be stored inside one SM. Therefore, after processing a small
amount of data, the GPU has to swap data between the shared
memory and external memory, interrupting the pipeline exe-
cution. While it is possible to solve the aforementioned limi-
tations, it requires complicated memory orchestration, such
as a suitable double-buffering [33], which may pose further
challenges.

To this end, our paper does not take this direction but
moves one step further beyond the existing GPU architecture,
by seeking a more efficient, customized hardware accelera-
tion architecture for cross-silo FL. We envision that with a
customized hardware architecture, we can implement fine-
grained pipelining for those cryptographic operations with
large numbers. The hardware can also support variable bit-
widths to match the cross-silo FL scenarios where different
public key sizes are used (which yield large numbers with
different bit-widths). Furthermore, with a customized design,
we are able to invest sufficient on-chip memory for caching
large numbers used in the pipeline execution. The data swap-
ping between on-chip and external memory can be part of the
pipeline to avoid the performance penalty mentioned above.

In this paper, we follow the rule-of-thumb approach to
use FPGA as a prototype and evaluate the potential of ASIC
via software tools [30, 51, 87]. However, we confront the
following two challenges in our design:

1. Inadequate hardware acceleration due to limited re-
sources. As identified in §3.2, all the cryptographic opera-
tions cause a performance penalty, so we should offload all of
them to hardware. Furthermore, to realize sufficient accelera-
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Figure 2: Cryptographic operation computation time analysis.

tion, each operation requires multiple hardware instances of
accelerating modules/circuits for high parallelism. However,
in practice, the hardware chip has limited resources, and if we
naïvely offload all cryptographic operations to the chip, each
operation has inadequate resources to be fully accelerated.
Taking the DSP resources as an example, our preliminary
implementation on VU13P FPGA [23] chip shows that to
accelerate Paillier encryption (O1) by 2×, we need to use
2630 DSPs. Yet, a high-end FPGA chip, such as VU13P [23],
only has 12288 DSPs, leaving < 1365 DSPs for one opera-
tion on average5 (some DSPs are reserved for PCIe, memory
controller, etc.). Thus, directly offloading all operations on
VU13P FPGA chip leads to only ∼ 50% acceleration on aver-
age. A similar problem also applies to the ASIC design.
2. Insufficient resource utilization due to static offload-
ing. Different from software, hardware function is static
after being configured/programmed/taped out, thus it cannot
change its function dynamically. Nevertheless, as shown in
§3.2, not all the cryptographic operations are used at all times
simultaneously. Consequently, if we statically offload all cryp-
tographic operations on the hardware chip, only part of these
cryptographic operations is used at a time. Therefore, such
static offloading causes low resource utilization and further
leads to suboptimal performance.

3.4 Opportunities with Accelerating Basic Op-
erators

To overcome the above challenges, we further take a look
at the internal of these nine cryptographic operations. We
discover that all these operations are composed of two basic
operators: modular multiplication and exponentiation. Then
we further find that the performance of these operations is
mainly decided by the two basic operators.
Paillier Encryption: Given the public key (n,g) and data
m (0 ≤ m < n), the Paillier encryption algorithm takes two
steps: (1) selecting a random number r where 0 < r < n and
r ∈ Z∗n; (2) computing ciphertext c = gm · rn mod n2. The
formula can also be simplified to c = (1+mn) · rn mod n2

by setting g = (1 + n). We use [[·]] to denote the Paillier
encryption, e.g., c = [[m]].
Homomorphic Addition: Given two plaintext a and b, ho-
momorphic addition guarantees that [[a]]

⊕
[[b]] = [[a+ b]].

In Paillier cryptosystem, [[a]]
⊕

[[b]] is defined as [[a]]∗ [[b]]
mod n2. The homomorphic addition is used by operations O3,
O5 and O6.

5We will show later that all these nine operations share similar building
blocks, thus they require similar resources to implement.
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Homomorphic Multiplication: Given a plaintext a and k, the
homomorphic multiplication is denoted by k · [[a]]. It can be
actually regarded as a homomorphic addition: Σk[[a]]. Thus,
k · [[a]] = [[a]]k mod n2. The homomorphic multiplication is
used by operations O4 and O5.
Paillier Decryption: Given the public key (n,g), private key
(p,q) and ciphertext c, the Paillier Decryption algorithm can
be optimized via Chinese Remainder Theorem (CRT) to re-
duce the original workload to only about one-quarter of the
original decryption algorithm. To use CRT, we define Lp and
Lq to be Lp(x) = x−1

p and Lq(x) = x−1
q . The decryption algo-

rithm takes the following three steps: (1) computing mp =
Lp(cp−1 mod p2)Lp(gp−1 mod p2)−1 mod p; (2) comput-
ing mq = Lq(cq−1 mod q2)Lq(gq−1 mod q2)−1 mod q; and
(3) computing plaintext m = CRT(mp,mq) mod n.
RSA-related Operations: The RSA-related operations are
used in RSA blind signature-based PSI [45]. It is commonly
known that the core of these RSA-related algorithms is either
modular multiplication or modular exponentiation.

Through the above mathematical analysis, we find that all
cryptographic operations used in cross-silo FL are built upon
the two basic operators: modular multiplication and expo-
nentiation6 . Then, we further perform testbed experiments
to investigate how these two basic operators impact the per-
formance of the nine original cryptographic operations. The
results are shown in Figure 2. Clearly, we find that across
all nine original operations, the two basic operators occupy
> 95% of the total execution time.
Observation: We can compose all the nine cryptographic
operations with these two basic operators, and by accelerating
these two basic operators, all the nine original operations used
in cross-silo FL applications can be effectively accelerated.

4 The FLASH Design
Inspired by the above observation, we present FLASH, a high-
performance hardware acceleration architecture for cross-silo
FL. This section describes how we design FLASH in detail.
Please note that our design has been fully implemented in our
FLASH prototype with FPGAs as well as rigorously evaluated

6Appendix B and C provide more details of these operations.
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with the Synopsys tools for the ASIC.

4.1 Architecture Overview
Figure 3 shows the overall architecture of FLASH. It con-
tains a hardware acceleration card and an integrated software
package. The accelerator card can be plugged into a server
via PCIe Gen3×16 interface. The server is installed with
cross-silo FL software, e.g., FATE. The software can invoke
FLASH’s software package to offload the cryptographic oper-
ations on the card for efficient acceleration.

The idea of our FLASH design is that it does not directly
offload all cryptographic operations on the hardware, but
leverages the insights of our observation to (1) utilize the
limited programmable resource for most performance-critical
basic operators: modular exponentiation and multiplication
to achieve adequate acceleration (§4.2), and (2) design an
on-chip dataflow scheduling module to dynamically compose
different cryptographic operations on-demand based on these
engines, achieving high resource utilization (§4.3). In addi-
tion, to make FLASH a general solution to support a wide
range of cross-silo FL frameworks, our software package
provides standard APIs. In this way, different cross-silo FL
software can utilize FLASH by harnessing its APIs (§4.4).

4.2 Modular Exponentiation and Multiplica-
tion Engines

To implement modular exponentiation and multiplication op-
erators as high-performance engines on hardware, FLASH
makes the following design decisions. First, instead of directly
offloading the modular exponentiation and multiplication op-
erators, we optimize the algorithms of the two operators to
make them suitable for the hardware implementation (§4.2.1).
Second, based on the optimized algorithms, FLASH further
leverages pipelining technologies to efficiently execute them
with high parallelism (§4.2.2). Third, we provide sufficient
on-chip memory for pipeline execution and make the data
transfer as part of the pipeline to efficiently exchange data
between off-chip memory and engines (§4.2.3).

4.2.1 Algorithm Optimization
The mathematical formulas of the two basic operators: mod-
ular exponentiation (Equation 1) and multiplication (Equa-
tion 2) are as follows:

Algorithm 1 Montgomery Modular Multiplication
. Given 3 input numbers X , Y and N, the Montgomery Modular Multi-
plication outputs Z = X ·Y · R−1 mod N, where R is a power of 2 and
blog2 Rc= blog2 Nc.
Input: X = (Xd−1, ...,X0), Y = (Yd−1, ...,Y0), N = (Nd−1, ...,N0), N′, where

N′ = (−N)−1 mod r, . N′ is pre-computed in S1
r = 2w, d = blogr Nc+1, . r and d is used to split data
gcd(N,r) = 1, with N×N′ ≡−1 mod r

Output: Z = ModMult(X ,Y,N) = X×Y ×R−1 mod N
1: Z = (Zd−1, ...,Z0) = 0 . Initialization
2: for all i = 0,1, ...,d−1 do . Loop on Y
3: α = [X0×Yi]low

4: β = α+Z0

5: q = [β×N′]low

6: δ1 = α+ [q×N0]low

7: δ2 = δ1 +Z0
8: Z0 = [δ2]low
9: C = [δ2]high

10: for all j = 1,2, ...,d−1 do . Loop on X
11: δ0 = [X j−1×Yi]high + [q×N j−1]high

12: δ1 = δ0+ [X j×Yi]low + [q×N j]low

13: δ2 = δ1 +Z j +C
14: Z j−1 = [δ2]low
15: C = [δ2]high . Carry higher bits
16: end for
17: Zd−1 =C
18: end for
19: if Z ≥ N then
20: Z = Z−N
21: end if
22: return Z

P = me mod n m,e,n ∈ Z+ (1)
P = ab mod n a,b,n ∈ Z+ (2)

When used in cryptographic operations, all the numbers
a,b,m,n are large numbers, leading to high computation com-
plexity. Therefore, before designing FLASH’s engines, we
first apply some commonly-used optimization strategies in
the cryptographic research community to optimize the two
basic operators, including Binary Exponentiation [52] and
Montgomery Modular Multiplication [65], etc. The advan-
tages of using these optimization strategies are: (1) lowering
the number of multiplications used in modular exponentia-
tion from O(2N) to O(N) (N is the bit-width of e), and (2)
replacing the modulo operation with the hardware-friendly
bit-shifting operation. Appendix D provides details of how
they work.

After applying these optimization methods, FLASH’s mod-
ular exponentiation and multiplication operators require the
following four stages to complete the computation:
S1. Preparing common data needed in Montgomery space

based on the input data n. Since, in both Paillier and RSA
cryptosystems, n is decided by the public key, we can re-
use these prepared data for all computations with the same
public key. This is common in cross-silo FL applications
as they use one key for all cryptographic operations within
one application.
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S2. Performing input data pre-precessing and converting
them into Montgomery space.

S3. Performing computation in Montgomery form. Major op-
erations in this stage include large-number multiplication,
addition, and bit-shifting. No modulo operation is needed.

S4. Converting all output data of the operators out of Mont-
gomery space.

4.2.2 Pipelining
We next introduce how FLASH efficiently performs the above
four computation stages via inter- and intra-engine pipelining.
Inter-engine pipelining: To enable inter-engine pipelining,
FLASH employs an engine pipeline stage manager to control
the execution strategies for different stages. Figure 4 gives
an overview of how these stages are pipelined. First, FLASH
reserves S1 as a standalone stage, which can be executed
in advance once it obtains the public key. Second, for all
computation tasks with the same public key (Engine 1 and 3
in Figure 4), they can be executed in parallel once their data
preparation is completed (S1). The start time of these engines
may have a small gap of several clock cycles because FLASH
adopts a round-robin strategy to dispatch stage executions.
Third, for tasks with different keys (Engine 2 in Figure 4),
they can be executed independently.
Intra-engine pipelining: FLASH further performs intra-
engine pipelining within the most computation-intensive stage
S3 to accelerate the stage’s internal execution. The key de-
sign goals are: (1) FLASH should support variable bit-widths
thus the application can choose the key length based on their
security requirements; (2) the hardware resources should be
fully utilized to achieve superb performance.

To achieve the first goal, FLASH builds an efficient pipeline
that processes data based on radix-2w arithmetic [60] (we use
w = 64 in FLASH’s implementation). Given any input data,
we split it into d w-bit integers. For example, d = 16 when
bit-width of X is 1024, and d = 32 when bit-width of X is
2048. Theoretically, the pipeline can be adapted for input
data with any bit-width as long as the bit-width is or can be
extended by complementary zeros to the integer multiple of
d. After data splitting, the complete algorithm of S3 (Mont-
gomery Modular Multiplication) is shown in Algorithm 1.
Note, compared to the original Montgomery Modular Mul-
tiplication (shown in Algorithm D.2 in Appendix D.2), we
make the following optimizations to make the algorithm more

hardware-friendly: (1) the computation of S (i.e., line 6 in
Algorithm D.2) is separated into computations of lower w
bits and higher w bits so that the bit-width required in oper-
ations (e.g., addition) is halved; (2) the first iteration of the
inner loop where j = 0 is unrolled to remove the conditionals
in the original algorithm (i.e., line 7 to 9 in Algorithm D.2)
and keep the consistency of computation logic.

In Algorithm 1, the most computation-intensive operations
are the multiplications of X j×Yi and q×N j respectively (both
operations require d2 w-bit multiplications). Moreover, the
data required in these two multiplications are totally indepen-
dent. Therefore, we use two multipliers (one 64-bit multiplier
consists of 32 DSP48E2 slices [22] on our FPGA prototype),
Mul 1 and Mul 2, for these two multiplication operations and
reuse them to execute the rest of the multiplication operations
as well (operations assigned to Mul 1 and Mul 2 are marked
with red and green respectively in Algorithm 1). Since the
multiplier can continuously process data, to fully utilize the
multiplier, we have the following design decisions. First, we
design a circuit to fully pipeline the inner loop (line 10 to 16
of Algorithm 1). The circuit is shown in Figure 5 and due to
the limited space, we defer a detailed description of how it
works in Appendix E. Second, when the multiplications of
i-th iteration finish and some other operations are still under
execution, e.g., addition operations in the right part of the
Figure 5, FLASH allows direct starting the multiplications in
i+1-th iteration to minimize the delay between different iter-
ations. We also use Figure 6 to visualize how the operations
in S3 are efficiently pipelined.

4.2.3 On-chip & Off-chip Memory
To provide sufficient on-chip memory for efficient pipeline
execution, FLASH allocates four memory units for each mod-
ular multiplication and exponentiation engine (shown in Fig-
ure 5). For our FPGA prototype implementation, we use 4×
36Kbit BRAM units. While the on-chip memory is mainly
used for pipeline execution, FLASH further exploits external
memory (shown in Figure 3) for input, output and intermedi-
ate data storage. To achieve high performance, data exchange
between on-chip and off-chip memory is part of the pipeline
itself, i.e., when the data at the on-chip memory is consumed,
FLASH simultaneously fetches new data from the off-chip
memory, so that the data fetching time can overlap with the
computation time. As the data fetch time is typically shorter
than the computation time, it effectively hides the off-chip
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memory access latency, leading to perfect pipelining.
Moreover, we also design a hierarchical data distribution

mechanism to solve the design difficulties encountered when
manipulating large external memory. Specifically, instead of
directly using long paths to send data from the memory con-
troller to all engines, FLASH distributes data at multiple lay-
ers. Such a hierarchical mechanism leads to two advantages:
(1) low design difficulties: since a small fan-out with short
logical paths is required in each layer, the placement of the
circuits is much easier; (2) improved performance: because
the time constraints of the short path are much easier to meet,
such method can allow a high operating frequency. Due to the
limited space, we defer a detailed introduction in Appendix F.

4.3 Dataflow Scheduling
We now introduce how FLASH composes various cryp-
tographic operations over basic engines through dataflow
scheduling. First, we show how our engines can work at dif-
ferent modes (§4.3.1). Then, we present how different crypto-
graphic operations are constructed by combining particular
engines (§4.3.2).

4.3.1 Dynamic Engine Switching
To build various cryptographic operations over basic engines,
FLASH needs to enable dynamic engine switching between
modular exponentiation and multiplication. Mathematically,
modular exponentiation can be realized by performing modu-
lar multiplication multiple times. Thus, FLASH leverages a
hardware control module to achieve it without reconfiguring
hardware (it is almost impossible to reconfigure the ASIC).
Specifically, to accelerate modular exponentiation, FLASH
constructs a dataflow loop over the multiplication engine mul-
tiple times. In contrast, when the engine needs to execute
modular multiplication, FLASH directs the dataflow through
the modular multiplication engine once. While the design
works well for most cryptographic operations that use either
modular exponentiation or multiplication, it cannot directly
support operations that simultaneously require both modular
exponentiation and multiplication, e.g., Paillier encryption
(O1), matrix multiplication (O5), in which FLASH has to
decide the ratio of engines in different modes.

How to decide the ratio? We use domain knowledge in
cross-silo FL applications to decide the ratio. Taking matrix
multiplication operation (O5) as an example, it first performs
ciphertexts and cleartexts multiplication (requires modular
exponentiation) and then ciphertexts addition (requires modu-

lar multiplication). Considering the modular exponentiation,
the exponent e is a cleartext, which has a common bit-width
of 64. As mentioned in §4.2.1, since we use Binary Exponen-
tiation to optimize the modular exponentiation, the number
of modular multiplication required may vary from 64 to 127
depending on the specific value of cleartext. On average, 96
modular multiplications are required. Thus, the throughput
of the modular exponentiation should be ∼ 1/96 of modular
multiplication. Based on this, we can adjust the ratio of the
engines working in different modes to make the throughput of
both modular exponentiation and modular multiplication bal-
anced. In this way, the hardware resources can be efficiently
utilized and no engines will sit idle.

4.3.2 Building Cryptographic Operations

As shown in Figure 7a, the core idea of dataflow scheduling
is to use an on-chip controller to dynamically determine: (1)
which data paths (they are logical paths that do not reflect
the physical wiring) should be active, and (2) what to put
in the engine slots, based on which operation is offloaded.
Each engine slot contains one data splitting module and one
data merging module to distribute data to different engines
and aggregate results from these engines, respectively. These
data splitting and merging modules have physical wires to all
engines, and by configuring which wires are active, we can
logically assign engines to these engine slots. We also design
a hierarchical data distribution mechanism, as mentioned in
§4.2.3, for better performance.

Specifically, we can construct a Paillier encryption operator
by following the dataflow scheduling strategy shown in Fig-
ure 7b. As mentioned in §3.4, the Paillier encryption follows
equation: c = (1+mn) · rn mod n2. So we can distribute the
data m,n,n2 to modular multiplication engines (these engines
are denoted E1) to calculate r1 = mn mod n2 and distribute
the data r,n,n2 to modular exponentiation engines (these en-
gines are denoted E2) to calculate r2 = rn mod n2. Then
the results can be further sent to modular multiplication en-
gine (these engines are denoted E3) to calculate (1+ r1)× r2
mod n2. Please note that the 1+ r1 is completed in the input
data pre-precessing stage (S2 in §4.2.1) with a lightweight
dedicated hardware module. The ratios of E1, E2 and E3 are
determined through the strategies discussed above, thus we
can assign particular numbers of engines to these engine slots.
Similarly, Figure 7c shows the dataflow used in Paillier de-
cryption. In this case, FLASH uses other modules besides
modular exponentiation and multiplication engines to real-
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ize the decryption operation. In particular, we use CRT to
optimize the decryption algorithm as discussed in §3.4, thus
FLASH implements several CRT modules to accelerate this
operation. We put all engines, working in modular exponenti-
ation mode, in the top left corner engine slot to achieve high
resource utilization.

4.4 Software Integration
While our current implementation integrates FLASH with
FATE, the design of FLASH is generic and works with other
cross-silo FL systems/frameworks. They can harness FLASH
by using the standard APIs.

For easy integration, FLASH provides Python NumPy-
similar APIs as shown in Listing 1. The Python APIs are
also wrappers of the C/C++ library: libfl.so. Besides pro-
viding standard APIs, the libfl.so library manipulates the
status of all installed FLASH accelerators, such as tempera-
ture, workload, etc.

By using these APIs, users can easily create encrypted
scalar, vector, or matrix via Paillier or RSA encryption method.
Users can further perform homomorphic addition and mul-
tiplication operations over these data. To reduce the data
exchange between the FLASH accelerator and the host, we
put the computation results on the off-chip memory unless
the get API is used. As shown in §4.2.3, the data exchange
between on-chip and off-chip memory is efficiently pipelined,
leading to better end-to-end performance. Moreover, since
libfl.so works in a stateless way, it can be easily scaled out
to support different tasks from various FL applications.

Listing 1: FLASH’s NumPy-like APIs
import flash_np as np
# Generating two Paillier-encrypted arrays accelerated by FLASH
x1 = np.array([1, 2, 3], encryption="paillier")
x2 = np.array([4, 5, 6], encryption="paillier")

x3 = x1 + x2 # Homomorphic addition
x4 = np.array([1, 2, 3], encryption=None)
x5 = x4 * x1 # Ciphertext & cleartext multiplication

x3.decrypt() # Decrypting the ciphertext
x5.decrypt()

x3.get() # Transferring the data from accelerator to host
x5.get()

Multi-accelerator Support: The server-side software also
enables multi-accelerator support. If there are multiple
FLASH accelerators on the server, when applications invoke
the APIs, libfl.so will break the task into multiple sub-tasks
and dispatch them to multiple accelerators. The dispatching

strategy is the least workload first and can be configured to
use different strategies, such as round-robin.

5 Implementation
Prototype Implementation with FPGA: We implement
FLASH with FPGA using ∼ 30,000 lines of Verilog [84]
code. We use Xilinx Virtex UltraScale+ VU13P chip [23] in
our implementation. FLASH implements 300 modular expo-
nentiation and multiplication engines with the chip. As the
VU13P chip consists of four dies, we need to distribute com-
ponents on different dies in a balanced way to achieve high
resource utilization. In our implementation, we first place
large modules such as PCIe and DDR controllers on sepa-
rate dies with the consideration that they should be close to
the location of their corresponding I/O pins. Then, with the
settle-down of large modules, we place different numbers of
engines on different dies to make the resource utilization of
each die approximately the same to avoid the possibility of
local congestion. As a final note, the operation frequency of
our FPGA implementation is 300MHz while we achieved
∼ 88% DSP resource utilization, which, to the best of our
knowledge, is relatively high in FPGA’s industry [92].
Server-side Software Stack Implementation: Our im-
plementation of FLASH’s server-side software contains ∼
10,000 lines of C/C++ and Python code. This includes modi-
fications of FATE to harness FLASH’s acceleration capacity.
We mainly modify the federatedml module [3] in FATE
by replacing normal collection operations with FLASH’s
NumPy-like APIs. We further use Xilinx DMA (XDMA)
IP Reference driver [21] for high-performance direct memory
access through the PCIe interface.
Evaluating FLASH as ASIC: We leverage multiple standard
software to assess the FLASH design as an ASIC. Specifi-
cally, we first use Synopsys Design Compiler [14] to convert
FLASH’s design logics into physical implementations, i.e.,
netlist, over both 12nm and 28nm technology libraries. Then,
we use Synopsys VCS [16] to verify that the generated netlist
functions correctly and use Synopsys Prime Time [15] for
static timing analysis to validate that the netlist satisfies all
timing constraints. More evaluation results of the ASIC per-
formance will be discussed in §6.5.

6 Evaluation
In this section, we first present our evaluation methodol-
ogy (§6.1). Then we show that for the nine cryptographic
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Figure 8: Performance of cryptographic operations.

FPGA Logic Cells DSP Public Key N = 1024bit Public Key N = 2048bit
Encryption (kOP/s) Decryption (kOP/s) Encryption (kOP/s) Decryption (kOP/s)

FLASH VU13P 3,780,000 12,288 40.706 107.707 6.033 19.373
PCP [80] 7VX330T [25] 326,400 1,120 1.40625 1.15625 - -
HLS [91] VU9P [23] 2,586,000 6,840 5.238 5.238 - -
SoC [31] ZU9EG [26] 600,000 2,520 - - 0.561 0.563

Table 2: Resource consumption & performance comparison among FLASH and other Paillier accelerators.

Models Datasets

Vertical FL
RSA-PSI [45]

CreditCard [1]VLR [53]
SBT [42]

Horizontal FL

HLR CreditCard [1]
MLP FMNIST [86]
LSTM [57] Shakespeare [17]
DenseNet169 [59]

Cifar-10 [66]ResNet50 [55]
VGG16 [82]

Table 3: Models & datasets used in evaluation of FLASH.

operations, FLASH achieves up to 14.0× and 3.4× accel-
eration over CPU and GPU (§6.2), translating up to 6.8×
and 2.0× speedup for realistic FL applications (§6.3), respec-
tively. Finally, we evaluate the performance of FLASH as an
ASIC (§6.5).

6.1 Methodology
Environment Setup: We use two X86 servers in our setup.
Each server is equipped with a Mellanox CX-4 NIC [6] and
connected to a Mellanox SN2100 [7] switch via 40Gbps DAC
cables. To reflect realistic networking situations in real-world
cross-silo FL deployments, we use netem [8] to limit the net-
working bandwidth to be 50Mbps 7. As to other hardware
configurations, each server is equipped with one Intel Xeon
Silver 4114 CPU [5], 192GB memory, and one FLASH accel-
eration card (In the multi-accelerator experiment, each server
will be installed with multiple acceleration cards). We deploy
FATE v1.5 as the cross-silo FL framework.
Schemes Compared: We mainly compare the performance
achieved by FLASH with that achieved by: (1) Original FATE
that uses a highly-optimized GMP library to execute crypto-
graphic operations with CPU (denoted as CPU in the follow-
ing charts). We choose Intel Xeon Silver 4114 CPU similar
to prior works [76]. All CPU experiments are executed with
all ten physical cores in parallel. (2) GPU-based accelerator

7More details on how network bandwidth affects FLASH are shown in
§6.4

(denoted as GPU). We extend the GPU implementation of
HAFLO [43] which only implements logistic regression. Note
that only the cryptographic operations are accelerated by GPU
in our experiments. We use NVIDIA P4 GPU because it has
the same technology of 16nm and achieves the closest INT8
TOPS as FLASH (although ∼ 2× better. P4 reaches ∼ 20
INT8 TOPS while FLASH achieves ∼ 12.9 INT8 TOPS).
Performance Metrics: We use the number of operations
performed per second (OP/s) as the metric when evaluating
the performance of cryptographic operations, and accelera-
tion ratio over CPU/GPU as the metric when evaluating FL
applications.

6.2 Cryptographic Operations
To demonstrate that FLASH can efficiently accelerate the
nine cryptographic operations, we compare the performance
achieved by CPU, GPU, and FLASH, respectively. For oper-
ations O4 and O5, we also evaluate different exponent bit-
widths (32bit – 1024bit). The experiment results are shown
in Figure 8a. In general, FLASH can consistently outperform
CPU and GPU for all cryptographic operations. Specifically,
FLASH outperforms CPU by 7.7× – 14.0× and GPU by
1.4× – 3.4×, showing that FLASH’s hardware architecture
fits the computational requirements of these cryptographic
operations. Furthermore, we observe that when handling a
larger exponent, FLASH tends to achieve a better acceleration
ratio. For example, FLASH achieves 13.6× acceleration than
CPU when evaluating O4 with e = 1024bit, but drops to 7.7×
with e = 32bit. The results show that when the computation
is more intensive, i.e., with a large exponent, FLASH can
achieve even better performance.
Multi-accelerator Support: We inspect how FLASH per-
forms when we use multiple FLASH acceleration cards to
speed up cryptographic operations. We evaluate one, two
and three accelerators, denoted as FLASH-1, FLASH-2 and
FLASH-3 respectively. For space limitation, we only pick
some operations for demonstration: O1, O2, O3, O4 with

1066    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



10 20 30 40 50

# Samples (K)

1

2

3

A
cc

.
R

at
io

CPU GPU FLASH

(a) RSA-PSI

10 20 30 40 50

# Samples (K)

1

2

3

4

A
cc

.
R

at
io

CPU GPU FLASH

(b) VLR

10 20 30 40 50

# Samples (K)

1

2

3

A
cc

.
R

at
io

CPU GPU FLASH

(c) SBT

10 20 30 40 50

# Samples (K)

0

3

6

9

A
cc
.
R
at
io

CPU GPU FLASH

(d) HLR

Figure 9: Performance of RSA-PSI, VLR, SBT, and HLR with changing data volumes.

0 5 10 15 20 25 33

# Parameters (M)

0

3

6

A
cc

.
R

at
io

MLP LSTM

DenseNet169

ResNet50 VGG16CPU GPU FLASH

Figure 10: Performance of five deep learning applications.

e = 1024bit, O5 with e = 1024bit, and O7. The results are
shown in Figure 8b. We observe that for most cryptographic
operations, e.g., O1, O2, O4, O5 and O7, the overall perfor-
mance of FLASH is almost linear to the number of acceler-
ators: FLASH-2 achieves 1.90× – 1.98× while FLASH-3
achieves 2.89× – 2.95× speedup for these operations. How-
ever, for O3, FLASH-2 and FLASH-3 only achieve 1.47×
and 1.80× acceleration, respectively. The reason is as fol-
lows: the computation workload of O3 is relatively low, thus
the control overhead, e.g., multi-accelerator synchronization,
takes a considerable portion, leading to non-linear speedup.
However, in the real-world use case, we envision that FLASH
with multiple accelerators would still be an efficient solution
to accelerate large-scale cross-silo FL applications.
Comparison with Other Paillier Accelerators: To give
readers a better understanding of how efficient the FLASH’s
hardware design is, we further compare FLASH with some
state-of-the-art hardware-based solutions, e.g., Paillier Crypto-
processor (PCP) [80], HLS [91], and SoC [31] based solutions.
Moreover, due to the limited hardware resources, some of
these works only implement a subset of cryptographic opera-
tions supported by FLASH. The comparison results are shown
in Table 2. PCP and HLS report their data with public key
N = 1024bit, while SoC uses N = 2048bit, thus we report the
performance of FLASH with both N = 1024 and 2048bit. The
results show that, compared to PCP, HLS and SoC, FLASH
consumes 10.97×, 1.80×, 4.88× DSP resources, but deliv-
ers 28.95×, 7.77×, and 10.75× encryption acceleration and
93.15×, 20.56×, and 34.38× decryption acceleration, respec-
tively. The results demonstrate that by using inter- & intra-
engine pipelining and dataflow scheduling, FLASH can (1)
deliver much better performance if utilizing comparable re-
sources, and (2) support more complete functions.

6.3 Cross-silo FL Applications
We then present how FLASH can accelerate real-world cross-
silo FL applications, including both vertical and horizontal.
The models and datasets used are shown in Table 3. For ver-

tical FL, before performing the model training algorithms,
we first run a commonly used sample alignment algorithm:
RSA blind signature-based PSI (RSA-PSI). Then, we per-
form Vertical Logistic Regression (VLR) [53] and Secure
Boosting Tree (SBT) [42] algorithms over the data intersec-
tion (generated from PSI), respectively. For horizontal FL,
we mainly evaluate Horizontal Logistic Regression (HLR)
and five deep learning applications with different parameters.
Each application runs a fixed number of epochs.

RSA-PSI, VLR, SBT, and HLR: The performance of RSA-
PSI, VLR, SBT, and HLR is related to the data volumes. Thus
we evaluate FLASH with different data volumes. The re-
sults are shown in Figure 9. In general, FLASH consistently
outperforms CPU and GPU by achieving 1.6× – 6.8× and
1.1× – 2.0× acceleration ratio respectively. The results have
demonstrated that by designing a tailored hardware accelera-
tion architecture for cross-silo FL, we can effectively speed
up FL applications and outperform the existing CPU/GPU
architectures. Furthermore, we also notice that for RSA-PSI
and VLR, GPU tends to reach a similar acceleration ratio as
FLASH while processing more data. The reason is that for
RSA-PSI and VLR, the cleartext computation, which is purely
executed on the CPU, takes a significant portion of the total
computation time. For example, in VLR, when handling 50K
data samples in one epoch, after sufficient acceleration, the
ciphertext computation takes < 10% of the total computation
time. Therefore, the performance is mainly decided by the
time of cleartext computation when the cryptographic opera-
tions are sufficiently accelerated, which leads to the results
that FLASH and GPU achieve similar acceleration ratios over
CPU. In contrast, for HLR and SBT, FLASH can achieve a
higher acceleration ratio than GPU because the cryptographic
operations of these two applications consume a significant
portion of the total computation time.

Deep Learning Applications: We have further evaluated five
deep learning models of different numbers of parameters with
horizontal FL. The results are shown in Figure 10. We find that
FLASH can outperform CPU and GPU by achieving 4.1× –
5.4× and 1.2× – 1.6× acceleration ratio respectively due to a
similar reason discussed above. Furthermore, we note that for
models with more parameters, e.g., DenseNet169, ResNet50,
VGG16, FLASH can achieve a higher speedup than models
with fewer parameters, e.g., MLP, LSTM. This experiment
implies that for more computation-intensive tasks, FLASH
can deliver more notable results.
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28nm Technology Library (Actual Op. Frequency: 800MHz) 12nm Technology Library (Actual Op. Frequency: 1120MHz)
Area/Unit (mm2) # Unit Total Area (mm2) Area/Unit (mm2) # Unit Total Area (mm2)

PCIe Gen3×16 8.46 1 8.460 (6.56%) 5.25 1 5.250 (4.04%)
DDR4 Controller 7.25 2 14.500 (11.24%) 4.43 2 8.860 (6.81%)
Engine Logic 0.093 800 74.480 (57.72%) 0.046 1900 87.499 (67.26%)
Engine Memory 0.033 800 26.200 (20.30%) 0.014 1900 25.927 (19.93%)
Dataflow Scheduling & Others 5.399 1 5.399 (4.18%) 2.561 1 2.561 (1.97%)

Total - - 129.04 (99.26%) - - 130.10 (100.08%)

Table 4: ASIC resource evaluation for both 28nm and 12nm technology libraries.

Correctness: In addition to evaluating the performance of
the above nine cross-silo FL applications, we also validate
the final results of all compared schemes (we avoid the ran-
domness by setting an identical random seed). Results have
shown that all schemes yield identical results, showing that
FLASH does not affect the correctness of model training.

Summary: Implemented as an FPGA prototype, FLASH has
already largely outperformed CPU and achieved moderately
better performance than GPU with comparable price. We also
understand that high-end GPUs, e.g., A100 [9], H100 [10],
may outperform FLASH’s FPGA prototype due to more ad-
vanced foundry technology, which are also of much higher
price. However, they still share the drawbacks as mentioned
in §3.3. The goal of our paper is to design a more efficient
hardware acceleration architecture for cross-silo FL beyond
existing CPU/GPU architectures. As we will demonstrate in
§6.5, if implemented as an ASIC, the performance of FLASH
can be significantly improved, which should boost the accel-
eration ratio for these applications to a much higher level.

6.4 FLASH Deep-dive
In this part, we mainly investigate (1) how the number of par-
ticipants and (2) how the varying network bandwidth affects
the performance of FLASH respectively.

Number of Participants: We evaluate VLR with two to five
participants and measure the acceleration ratio of FLASH
over CPU. The experiment result is shown in Figure 11a and
we observe that in general, the number of participants does
not largely impact the acceleration of FLASH.

Varying Bandwidth Setting: In this part, we use netem [8]
to limit the available bandwidth between the two participants
from 10Mbps to 100Mbps. We run VLR and measure the
execution time of one iteration with both CPU and FLASH.
Figure 11b shows the results and we can observe that when
the bandwidth is over 50Mbps, the running times of both CPU
and FLASH are stable, where FLASH outperforms CPU by
∼ 3×. The results show that the varying network bandwidth
does not have a noticeable impact on FLASH.

6.5 ASIC Performance Assessment
Given that our FPGA-based prototype implementation of
FLASH has performance limitations due to the intrinsic draw-
back of FPGA (e.g., low operation frequency), in this section
we intend to demonstrate some preliminary results of how
FLASH performs as an ASIC. As introduced in §5, we use
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Figure 11: FLASH deep-dive.

standard software tools to assess the performance of FLASH
if implemented as an ASIC. We evaluate FLASH’s ASIC im-
plementation with two technology libraries: 28nm and 12nm.
Based on the industry experience, we set the operating fre-
quency to be 1000MHz and 1400MHz, respectively, for these
two technology libraries. Furthermore, we set the die area
to be ∼ 130mm2. We believe this setting could balance the
performance and power consumption for FLASH.

The detailed evaluation includes the following steps: First,
we perform logic synthesis using Synopsys Design Com-
piler [14] to convert FLASH’s design into netlist under the
frequency and die area constraints. Table 4 illustrates the
results. With 28nm technology library, we can allocate 800
modular multiplication and exponentiation engines success-
fully, while with 12nm technology library, we can allocate
1900 such engines. Second, we use Synopsys VCS [16] and
Synopsys Prime Time [15] to confirm that both netlists are
valid and function correctly. The third step is to estimate the
performance gain of FLASH as an ASIC. Since the actual
operating frequency after physical design should be lower
than logic synthesis, we reduce the actual operation frequency
by multiplying 80% by the design target for a conservative
purpose.

Then, our final performance estimation is as follows. With
28nm technology library, we can allocate 2.67× engines com-
pared to our FPGA implementation (800 v.s. 300), and the
operation frequency of these engines is 2.67× that of the
FPGA implementation (800MHz v.s. 300MHz), leading to
an overall 7.11× performance gain on modular exponenti-
ation operator (we use modular exponentiation operator as
the metrics since it can fulfill the computation capacity of
an engine). With 12nm technology library, we can allocate
6.33× engines (1900 v.s. 300) with 3.73× operation fre-
quency (1120MHz v.s. 300MHz), and achieve 23.64× overall
performance improvement. To give our readers a better un-
derstanding of FLASH’s performance as an ASIC, we also
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evaluate the modular exponentiation operator with a state-of-
the-art GPU – NVIDIA A100 [9], our results show that A100
can only achieve 5.78× performance gain than our downscale
FPGA prototype. Finally, we estimate the power consump-
tion for a single engine, which is ∼ 16.6mWatt with 28nm
technology library. Thus, the total power consumption for all
engines is ∼ 13.28Watt. Although we do not have the power
consumption data of other parts, e.g., PCIe controller, we be-
lieve the total power consumption of FLASH as an ASIC
should be significantly lower than the 120Watt of our FPGA
implementation.

7 Discussion

Benefit to Future GPU/TPU Design: Nowadays, GPU [9–
13] and TPU [63] have been widely adopted to accelerate
deep learning applications. These accelerators mainly target
accelerating convolution operations with tensors, where most
numbers are short floats. In contrast, FLASH targets accel-
erating the identified nine cryptographic operations that are
widely adopted in cross-silo FL. Moreover, most numbers
used in FLASH are large numbers with a bit-width of 2048
bit or even longer. However, in some cross-silo applications,
e.g., horizontal deep learning in §6.3, both convolution and
cryptographic operations exist. Therefore, we can foresee a
co-design of GPU/TPU with FLASH in the future. For ex-
ample, GPU/TPU can efficiently accelerate the local model
training while FLASH is used to accelerate the model encryp-
tion and aggregation. We will make FLASH as an IP core in
the future, and thus GPU/TPU vendors can use FLASH in
their design to accomplish the aforementioned co-design.

FLASH v.s. Other GPU/FPGA Implementations: Some
existing works also target accelerating modular exponentia-
tion operations with GPU [43, 54, 61] or FPGA [29, 31, 34,
35, 80, 83, 91], which leverage similar algorithm optimization
methods, e.g., Binary Exponentiation [52] and Montgomery
Modular Multiplication [65]. Yet, none of them performs a
thorough analysis towards all cryptographic operations used
in cross-silo FL and offloads them efficiently on the hardware-
based accelerator as FLASH. Moreover, our idea of com-
posing various cryptographic operations based on the two
basic operators via dataflow scheduling is designed for the
cross-silo FL scenarios, making FLASH a unique solution
compared to prior FPGA-based implementations. As a final
note, our design of FLASH is not limited to FPGA but is also
applied to ASICs.

Extending to Other Application Domains: While FLASH
is introduced for accelerating cross-silo FL, it can speed up
applications in other domains as well. First, the Paillier and
RSA cryptosystems used in cross-silo FL are also widely
adopted in other domains. Thus FLASH can accelerate appli-
cations built on them, e.g., electronic voting [47], electronic
cash [38], and threshold cryptosystem [46]. Second, since
FLASH’s core idea is to accelerate modular multiplication

and exponentiation operators, cryptographic systems/opera-
tions built on them, such as Diffie-Hellman key exchange [56],
can also benefit from FLASH.

8 Related Works
Besides the related works discussed in §7, we further cover
the following two related directions in this section.
Accelerating FL: Recently, due to the increasing deployment
of FL, various research works have emerged to accelerate FL.
MAGE proposes to optimize the secure computation from a
memory perspective [67]. BatchCrypt tries to optimize the
Paillier encryption by encoding a batch of quantized gradi-
ents into a long integer and encrypting it in one batch [95].
VF2Boost proposes a novel training protocol to reduce the
idle time of each participant [49]. Relative to them, we design
FLASH from a different angle: accelerating the cryptographic
operations used in FL, and our FLASH could be easily com-
bined with these prior works.
Domain Specific Accelerator (DSA): DSA has recently
been an emerging research topic that adopts hardware, e.g.,
FPGA, ASIC, etc., to accelerate particular applications [37,
62, 64, 75, 75, 76, 79, 93, 94]. For example, Tiara [94] uses
FPGA and a programmable switch to accelerate layer-4 load
balancing. FlowBlaze [75] offloads complex networking func-
tions to a NetFPGA SmartNIC. hXDP [37] proposes to use
FPGA to accelerate eBPF programs for fast XDP execu-
tion. MicroRec [62] offloads neural networks to FPGA to
implement efficient recommendation systems. Various DSAs
have been proposed to accelerate fully homomorphic encryp-
tion (FHE) [96], such as HEAX [76], F1 [78], BTS [64] and
CraterLake [79]. Similar to them, FLASH follows the princi-
ple of DSA to design a hardware-based solution to efficiently
accelerate cross-silo FL.

9 Conclusion
This paper presented FLASH, a hardware acceleration archi-
tecture for cross-silo FL. We have provided a fully functional
FPGA prototype and evaluated our design as an ASIC. Exten-
sive experiments with realistic applications and cryptographic
operations have shown that FLASH is a viable solution.
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Appendix
A Cross-silo Federated Learning
Cross-silo federated learning (FL) denotes the scenario where
companies or institutions collaboratively train machine learn-
ing models without data privacy leakage [39,40,44,48,88,89].
Compared with cross-device FL, where participants are mo-
bile devices, cross-silo FL focuses more on data security and
incentive mechanism. From the data partition angle, Yang
et al. proposed to categorize FL into horizontal FL, vertical
FL, and federated transfer learning [70]. Federated transfer
learning has rarely been applied in the industry and remains
in the research stage. In most cases, cross-device FL contains
only horizontal FL, while cross-silo FL usually contains both
horizontal and vertical FL. Because of the different data par-
tition situations, horizontal and vertical FL are different in
model construction, protocol design as well as the utilized
cryptographic systems.
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A.1 Cross-silo Horizontal FL
Participants in horizontal FL have different sample ID spaces
but the same feature space, as shown in Figure 1a. Each partic-
ipant owns the labels of their samples. Therefore, horizontal
FL enlarges the number of training samples to train a model
with better generalization ability. In most cases, there is a
third-party central server for parameter aggregation.

The tth iteration of the training process among three partic-
ipants is shown as follows:

1. All participants negotiate about keys for encryption.
2. Each participant i trains local model wwwt

i with its own sam-
ples and encrypts its model weights to [[wwwt

i]] with either
additively homomorphic encryption (e.g., Paillier [74]).

3. Each participant i sends the encrypted weights to the central
server.

4. The server receives the encrypted local model weights
from all participants and aggregates them to global model
weights ∑i [[wwwt

i ]]
n , where n stands for the number of partic-

ipants. Because the weights are encrypted via additively
homomorphic encryption, we can directly perform an ag-
gregation over the ciphertext.

5. The central server sends the aggregated global weights to
all participants.

6. Each participant receives the global weights and decrypts
them locally. Then the participant can update its local
model wwwt+1

i with the decrypted global model.
After the federated training process, each participant ob-

tains the same well-trained model. Thus, each participant can
perform model inference locally.

A.2 Cross-silo Vertical FL
Participants in vertical FL scenarios have the same sample
ID space but different feature spaces, as shown in Figure 1b.
Under normal circumstances, only one participant holds the
label of the FL task, which is called the active party. The other
participants without labeling information are called passive
parties. Compared with horizontal FL, vertical FL could en-
rich the feature information of samples. Unlike horizontal
FL, the training process of vertical FL is conducted after the
entity alignment stage, which aligns common samples while
protecting privacy. Besides, the training schema of vertical
FL is also different from horizontal FL. More specifically,
each participant only owns part of the model parameters cor-
responding to the local feature dimensions. Hence, vertical FL
cannot simply conduct the secure aggregation as horizontal
FL does. In addition, various machine learning algorithms do
not have a unified design of the vertical FL implementation.

Taking the federated linear regression [89] between two
participants as an example, we illustrate the training process
as follows:

1. Participants and the third-party central server negotiate
about keys for encryption.

2. Passive party B computes local point estimate ut
B, j and

partial loss Lt
B, j for the jth aligned sample, then encrypts

them to [[ut
B, j]] and [[Lt

B, j]] with Paillier [74]. Active party
A calculates local point estimate ut

A, j.

3. Passive party B sends the encrypted numbers to the active
party A.

4. Active party A receives the encrypted numbers and com-
putes the total loss [[Lt

j]] and the intermediate results [[dt
j]]

used to calculate gradients.

5. Active party A sends [[Lt
j]] to server and [[dt

j]] to passive
party B.

6. Party B and party A separately compute encrypted gradients

[[
∂Lt

j
∂wwwt

P
]] and [[

∂Lt
j

∂wwwt
A
]] and add random masks.

7. Both parties send the encrypted and masked gradients to
the central server.

8. The third-party central server decrypts the received cipher-
text to get the plain-text masked gradients and sends them
back.

9. Party B and party A respectively remove the random masks
from gradients and update the local partial model.

All participants of vertical FL should be involved in the
inference stage since each of them only owns part of the whole
model.

A.3 Security Analysis of Cross-silo FL
The adopted FL algorithms in this paper are proved secure
under the semi-honest assumption [42, 89]. The semi-honest
assumption means that each party does not violate the fed-
erated protocols and only tries to infer the sensitive data of
other parties from the received messages. For the horizon-
tal FL models, the transmitted model updates are protected
by additively HE for aggregation. Therefore, nothing can be
learned by the arbiter. Moreover, each party obtains the ag-
gregated model updates and can only calculate the average
model updates of the other parties. Hence, given more than
two parties, the model updates computed over the local data
of one party cannot be leaked to the other parties [89]. For the
vertical federated linear models, the transmitted intermediate
results are protected by random masks and HE, which reveals
no information. Furthermore, from the obtained model up-
dates, one party cannot infer the sensitive data of other parties
without prior knowledge of their data structures [89]. For
the vertical SecureBoost model, the active party with labels
could learn some information agreed in advance, such as the
instance spaces and the responsible parties of splits. However,
under the protection of HE, the original data records of one
party cannot be revealed to other parties, either [42].

B Paillier Cryptosystem
Paillier Cryptosystem [73] is a widely-used additively (i.e.,
partially) homomorphic encryption scheme. Paillier cryp-
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tosystem supports two kinds of operations, including the ad-
dition of two values of ciphertext and multiplication between
ciphertext and cleartext. We will introduce Paillier key gener-
ation, encryption and decryption respectively in the following
section.
Key Generation: Key generation of Paillier Cryptosystem
follows the following steps.
1. Choose two random prime numbers p and q which satisfy

that gcd(pq,(p−1)(q−1)) = 1, where gcd stands for the
greatest common divisor.

2. Compute n = p ·q.
3. Compute λ = lcm(p−1,q−1), where lcm means the least

common multiple.
4. Randomly select an integer g which satisfies that

gcd(Ln(gλ mod n2),n) = 1. Function Ln(x) is defined as
Ln(x) = (x−1)/n.

5. Compute µ = [Ln(gλ mod n2)]−1 mod n.
After the above computation, we will obtain the public key:
(n,g) and private key: (λ,µ) respectively.
Encryption: The encryption algorithm of Paillier is straight-
forward and follows the following equation.

c = gm · rn mod n2. (B.1)

Optimization of Encryption: The encryption can be ac-
celerated by assigning public key g as n+1. Therefore, the
encryption algorithm is simplified as follows.

c = gm · rn mod n2

= (n+1)m · rn mod n2

= [(
m

∑
i=0

(
m
i

)
·ni) · rn] mod n2

= [(1+m ·n) · rn] mod n2

(B.2)

One modular exponentiation operation is saved by this
optimization. FLASH uses the optimized encryption for better
performance.
Decryption: Paillier ciphertext c is decrypted to plaintext m
with both public key (n,g) and private key (λ,µ):

m = Ln(cλ mod n2) ·µ mod n (B.3)

Optimization of Decryption: The workload of the decryp-
tion algorithm of Paillier can be reduced with the Chinese
Remainder Theorem (CRT). In this scheme, prime numbers p
and q generated with the key pair are considered as the private
key. The process of optimized decryption is shown below:
1. Compute hp = Lp(gp−1 mod p2)−1 mod p and hq =

Lq(gq−1 mod q2)−1 mod q.
2. Compute mp = Lp(cp−1 mod p2) · hp mod p and mq =

Lq(cq−1 mod q2) · hq mod q. Function Lp(x) and Lq(x)
are defined by Lp(x) = (x− 1)/p and Lq(x) = (x− 1)/q.

It can be proved that mp = m mod p and mq = m mod q,
where m is the plaintext corresponding to ciphertext c.

3. Apply CRT to recombine the modular residues. m =
CRT(mp,mq) mod pq.
With the optimization above, the workload can be reduced

to only about one-quarter of the original decryption algorithm,
leading to better performance. FLASH also uses optimized
decryption in its implementation.

C RSA Intersection
RSA (Rivest–Shamir–Adleman) is an asymmetric public-
private key method used to securely transfer data [77]. The
whole RSA algorithm mainly contains three operations: key
generation, encryption, and decryption.
Key Generation: The generation process is shown below:
1. Randomly choose two distinct prime numbers p and q.
2. Compute n = p ·q.
3. Compute λ(n) = lcm(p−1,q−1).
4. Randomly choose a number e such that 1 < e < λ(n) and

gcd(e,λ(n)) = 1.
5. Compute d by solving d · e = 1 mod λ(n).
Generally speaking, (n,e) is regarded as a public key, while
d is regarded as a private key.
Encryption: Using public key (n,e), plain-text message m
is encrypted to cipher-text message c:

c = me mod n. (C.4)

Decryption: Using private key d, cipher-text message c is
decrypted to plain-text message m:

m = cd mod n. (C.5)

RSA-based PSI: The RSA-based private set intersection can
protect the privacy of sample ID out of the intersection set
with the mechanism of blind RSA signature [45, 69]. We take
the two-party setting as an example. Party A contains three
user IDs, i.e., XA = {x1,x2,x3}, while party B contains four
user IDs, i.e., XB = {x1,x2,x4,x5}. They want to find their
common users via RSA-based intersection:
1. Party A generates RSA keys n,e,d and sends public key

(n,e) to party B.
2. Party B blinds and encrypts its user IDs XB to YB = {H(x)

mod n · re mod n) | x ∈ XB}, where r is a unique random
number for each x, and sends YB to party A.

3. Party A signs the received YB, obtains ZB = {yd mod n =
r ·H(x)d mod n | y ∈ YB} and sends ZB to party B.

4. Party A also signs its own user IDs, gets DA = {H(H(x))d |
x ∈ XA} and sends DA to party B.

5. Party B unblinds the received ZB and obtains DB = {H(z/r
mod n) = H(H(x))d | z ∈ ZB}.
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6. Party B computes DA ∩DB = {H(H(x1))
d ,H(H(x2))

d}
and gets common user IDs {x1,x2}.
H(·) denotes the hash function. After party B knows the

overlapping users, it could choose whether to inform party A
according to different scenarios.

D Modular Exponentiation & Multiplication
Algorithm Optimization

D.1 Binary Exponentiation
Modular exponentiation is defined as P = me mod N, as
shown in Equation 1. In the naïve algorithm, m is multiplied
by itself for e times, and the algorithm uses e− 1 multipli-
cations to obtain the result. Therefore, if e is a large integer,
the computation time is dramatic. As a result, to optimize
the computation, people usually apply binary exponentiation
optimization to reduce the dramatic computation time. Al-
gorithm D.1 shows the process of the binary exponentiation
optimization algorithm.

Algorithm D.1 Binary Exponentiation
Input: m, e, N, where N > 0
Output: P = me mod N

1: P = 1 . Initialization
2: while e > 1 do
3: if e is odd then
4: P = P ·m mod N
5: end if
6: e = e� 1
7: m = m2 mod N
8: end while
9: return P

The idea of binary exponentiation is to reduce the number
of multiplications by using the binary representation of the
exponent e. As a result, we only need to compute at most
2blog2 ec multiplications, which is much smaller than e−1.
Since the time complexity of modular exponentiation is de-
termined by the number of multiplications, binary exponenti-
ation can reduce its time complexity from O(e) to O(loge).
Worth mentioning, the modulo computation can be performed
after each multiplication because of the distribution law in
modular arithmetic: (a mod N)(b mod N)≡ ab mod N.
Summary: By using the binary exponentiation optimization
algorithm, we can largely optimize the time complexity of
modular exponentiation computation.

D.2 Montgomery Modular Multiplication
After applying the binary exponentiation optimization algo-
rithm as shown in §D.1, we lower the time complexity of
modular exponentiation computation by reducing the num-
ber of multiplications. However, after each multiplication, we
have to perform one modulo operation. Although we can
implement modulo operation on hardware with Cyclic Reduc-
tion and Barrett Reduction algorithms [32], the performance

Algorithm D.2 Montgomery Modular Multiplication
. Given three input numbers X , Y and N, the Montgomery Modular
Multiplication outputs Z = X ·Y ·R−1 mod N, where R is a power
of 2 and blog2 Rc= blog2 Nc.
Input: X = (Xd−1, ...,X0), Y = (Yd−1, ...,Y0), N = (Nd−1, ...,N0),

N′, where
N′ = (−N)−1 mod r, . N′ is pre-computed in S1
r = 2w, d = blogr Nc+1, . r and d is used to split data
gcd(N,r) = 1, with N×N′ ≡−1 mod r

Output: Z = ModMult(X ,Y,N) = X×Y ×R−1 mod N
1: Z = (Zd−1, ...,Z0) = 0 . Initialization
2: for all i = 0,1, ...,d−1 do . Loop on Y
3: q = (Z0 +X0×Yi)×N′ mod r
4: C = 0
5: for all j = 0,2, ...,d−1 do . Loop on X
6: S = Z j +X j×Yi +q×N j +C
7: if j > 0 then
8: Z j−1 = S mod r
9: end if

10: C = S� w . Carry higher bits
11: end for
12: Zd−1 =C
13: end for
14: if Z ≥ N then
15: Z = Z−N
16: end if
17: return Z

of these algorithms is still not satisfying because of the divi-
sion operations used in these algorithms. Therefore, FLASH
utilizes Montgomery Modular Multiplication [65] to replace
the modulo operation with a bit-shifting operation, which is
more hardware-friendly.

The process of applying Montgomery Modular Multiplica-
tion includes three major steps: (1) converting the data into
Montgomery space, (2) computing the modular multiplica-
tion in the Montgomery space, and (3) converting the data
back from Montgomery space. Before going into details, we
will first describe Algorithm D.2. This algorithm implements
efficient A∗B∗R−1 mod N in a hardware-friendly way. The
key optimization of the algorithm is the introduction of the
divider R = rd . Thus the division can be easily implemented
by bit-shifting since r is a power-of-2 integer, and after the
division, the result is an integer within [0,2N) and no more
modulo operation is needed. Afterward, we will show details
of each step in the following sections.
Converting the data into Montgomery space: Before ap-
plying Montgomery Modular Multiplication, the input num-
bers should be converted to Montgomery space. The conver-
sion formula is A = a ·R mod N. It can also be written as
A = a ·R2 ·R−1 mod N, so we can leverage Algorithm D.2
to efficiently calculate it. In the formula, a is one of the mul-
tiplicands of modular multiplication. A is the Montgomery
space of a. N is the modulus. R is a power of 2 and it satisfies
the condition that blog2Rc= blog2Nc.
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Figure D.1: FLASH adopts hierarchical data distribution to enable efficient data exchange between on-chip and off-chip memory.

Computing the modular multiplication in the Mont-
gomery space: We can directly use Algorithm D.2 to ef-
ficiently calculate the modular multiplication.
Converting the data back from Montgomery space: To
convert a number out of Montgomery space, the conversion
formula is p = P ·R−1 mod N. p is the result of modular
multiplication. P is the Montgomery format of p. Similarly,
we can leverage Algorithm D.2 to complete the computation.
Parameter Computation: In the above steps, we notice
that if N, which is usually the public key in cryptosystems,
remains unchanged, R2 mod N (e.g., used in converting the
data into Montgomery space) and (−N)−1 mod r (e.g., line 3
and 8 in Algorithm D.2) remain constant values. We call these
constant values parameters in this paper, and we show that we
can compute these parameters in advance and avoid duplicate
calculations to improve the performance further.
Summary: By applying the Montgomery Modular Mul-
tiplication, we mainly replace the modulo operation with
a hardware-friendly bit-shifting operation, which improves
the performance of modular multiplication/exponentiation on
hardware.

E The Montgomery Modular Multiplication
Circuit Design

In this section, we will describe how our Montgomery Modu-
lar Multiplication Circuit works (shown in Figure 5).

According to Algorithm 1, the outer loop iterates over
operand Y . Therefore, the circuit sequentially reads differ-
ent Yi from RAM Y and performs execution over them. The
workflow of our Montgomery Modular Multiplication circuit
contains four steps. Steps 1 and 2 in the following introduc-
tion focus on the workflow for a fixed Yi while steps 3 and 4
show how we bridge the operations between iterations with
different i and obtain the final result. We use Reg to represent
the register group.

1. X0 and Yi are sent to Mul 1 to get a 2w-bit multiplication
result. The higher w bits of the result are cached in Reg r1.
The lower w bits, denoted as α in Algorithm 1, are cached
in both Reg α and r7. The numbers stored in Reg α are
used for the calculation of β via Add 5. With β and N′

available, their multiplication result q can be obtained from
the output of Mul 2. After that, q is sent back to the input of
Mul 2 and multiplied with N0. Similarly, the higher w bits
of the multiplication result are cached in Reg r3 and the

lower w bits are sent to Reg r8. Combining data cached in
r7 and r8, it is straightforward to get δ1 and δ2 with several
addition units. The results of addition, Z0 and C, are cached
in Reg Z0 and Reg C for subsequent operations.

2. Following step 1, the inner loop for j begins. Different
iterations of the inner loop are fully pipelined, which im-
plies the jth iteration is executed by the circuit just one
cycle after the ( j−1)th iteration. At the beginning of the
pipeline, Mul 1 and Mul 2 simultaneously calculate X j×Yi
and q×N j. The higher w bits and lower w bits of the results
are separately cached in different registers. Please note that
we use Reg r5 and r6 to register the higher w bits in the
circuit for one more cycle compared to the lower w bits
so that δ1 can be calculated through the addition between
higher w bits from the ( j−1)th iteration and lower w bits
from the jth iteration (i.e., line 12 in Algorithm 1). After
the calculation of δ1, the subsequent calculation of δ2 can
also be simply executed by the adders in the pipeline. The
intermediate results, Z j−1 and C, are cached in RAM Z and
Reg C.

3. We begin the execution of the (i+1)th iteration of the outer
loop when all the multiplications in the ith iteration accom-
plish. Although some operations like addition are still in
progress, the multipliers are free to start the multiplications
in Step 1 for the (i+1)th iteration.

4. After accomplishing the outer loop, the result Z should be
stored in RAM Z. If Z < N, we directly output Z. Other-
wise, we calculate Z−N as the final output.

F Hierarchical Data Distribution
While the design in §4.2.3 is efficient, it also introduces a
practical problem. As shown in Figure D.1a, FLASH adopts
AXI interconnect to manipulate the external memory [68, 72].
However, as the on-chip memory units are placed near each
engine for low latency, naïvely distributing data from the AXI
interconnect to these memory units, as shown in Figure D.1b,
leads to high fan-out near interconnect and long data paths.
These two issues will cause (1) large design difficulties for
circuits placement because there are too many long paths to be
placed near interconnect; (2) degraded performance because
long paths cause large delay for the circuits.

To solve the problem, we design a hierarchical data dis-
tribution mechanism as shown in Figure D.1c. Instead of
directly sending data to all engines, FLASH distributes data

1078    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



DDR0

DDR1

DMA
Driver

libfl.soPython 
Wrapper

Add data Fetch data

Add result

A
cceleration C

ard

Task 
M

anager

FLASH

FederatedM
L

FATE
Fetch data

Get data

Figure G.2: FLASH integrates with cross-silo FL frameworks
by providing an integrated software package.

at multiple layers. At each layer, the data distributors receive
data from the previous layer and further distribute data to the
data distributors/engines in the next layer. Suppose we have
m engines and n layers, the fan-out of each data distributor is
∼ logn m, which is much smaller than m. As a result, FLASH
achieves a much smaller fan-out and shortened logical data
path. These two advantages first reduce the design complexity
because a small fan-out with short logical paths will make
the circuits’ placement much easier. Furthermore, they also
improve performance because they allow a high operating
frequency by restricting the delay of all logic paths. In our
FPGA implementation, the delay of all logic data paths is
within 3.3ns, thus we can achieve a high FPGA operation
frequency of 300MHz [20].

G Software Stack Architecture
Figure G.2 illustrates how FLASH integrates with the cross-
silo FL software. As introduced in §4.4, FLASH’s software
stack contains Xilinx DMA Driver [21], libfl.so library
and its corresponding Python wrapper.
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Abstract
An emerging trend in cloud deployments is to adopt ma-

chine learning (ML) models to characterize end-to-end system
performance. Despite early success, such methods can incur
significant costs when adapting to the deployment dynamics
of distributed systems like service scaling-out and replace-
ment. They require hours or even days for data collection
and model training, otherwise models may drift to result in
unacceptable inaccuracy. This problem arises from the prac-
tice of modeling the entire system with monolithic models.
We propose Fluxion, a framework to model end-to-end sys-
tem latency with modularized learning. Fluxion introduces
learning assignment, a new abstraction that allows model-
ing individual sub-components. With a consistent interface,
multiple learning assignments can then be dynamically com-
posed into an inference graph, to model a complex distributed
system on the fly. Changes in a system sub-component only
involve updating the corresponding learning assignment, thus
significantly reducing costs. Using three systems with up to
142 microservices on a 100-VM cluster, Fluxion shows a per-
formance modeling MAE (mean absolute error) up to 68.41%
lower than monolithic models. In turn, this lower MAE al-
lows better system performance tuning, e.g., a speed up for
90-percentile end-to-end latency by up to 1.57×. All these
are achieved under various system deployment dynamics.

1 Introduction
Predicting cloud system performance is critical for improving
the end-user experience. While this problem has been tradi-
tionally addressed with analysis and handcrafted performance
models, an emerging trend is to incorporate machine learning
(ML) techniques for performance modeling [7,9,23]. Such ap-
proaches [2,3,6,13,14,20,21,34,41] typically use monolithic
ML models, to predict the performance (e.g., user request

This work was done when Zilin Fang, Yuqing Xie, and Zhao Lucis Li
were interns at Microsoft Research.

latency), given configurable knobs of the system component
(e.g., cache size) and observable states (e.g., request rate).

In recent years, the microservice architecture has gained
popularity in building distributed cloud systems [1, 12, 18, 25,
40]. Its per-service flexibility enables continuous integration
and continuous delivery (CI/CD), and per-service horizontal
scaling (e.g., replication) and vertical scaling (e.g., capacity
adjustments) can handle load dynamics. Interestingly, the
monolithic approach of modeling the entire system could still
be applicable to such distributed systems, and doing so frees
operators from explicitly modeling service dependencies.

Unfortunately, our first-hand experience at Microsoft sug-
gests inherent limitations in effectively learning distributed
system’s end-to-end performance. There is a need to continu-
ally adapt performance models to the deployment dynamics.
As services are independently scaled and replaced over time,
deployment updates become frequent operations.

Continually updating monolithic models can incur signifi-
cant time costs, especially if deployment dynamics are han-
dled in an ad-hoc way. First, collecting a sufficient amount of
training data can be time-consuming, as new system dynamics
can take minutes and even hours to be fully warmed-up and
stable [39]. Second, designing and training a new model can
also be time-consuming, even with the help of automation
tools [4, 19, 27]. For example, a system evaluated in §5 has
142 microservices, and requires a performance model that
considers 1,034 service knobs and states. Collecting suffi-
cient data points to train such a complex monolithic model
takes us ∼46 hours, and model training takes additional ∼24
hours. Such a practice hinders the practicality of monolithic
approach, for performance tuning in the real world.

Given the above challenges, we advocate modularized
learning for microservice-based distributed systems. Our key
observation is the locality of deployment dynamics, where
changes happen at the granularity of system components (e.g.,
microservices). So, modularized learning models the perfor-
mance of each service individually, and carefully composes
these models on-demand to follow deployment dynamics.

Fluxion is a framework that realizes modularized learning
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to model end-to-end latency while handling system deploy-
ment dynamics efficiently and effectively. Fluxion introduces
learning assignment, an abstraction to model each service in
a distributed system. Learning assignment is instantiated on
each service instance to model its performance metrics (e.g.,
latency). It can accommodate any service and different ML
modeling techniques (e.g., DNN or Gaussian process). Learn-
ing assignments can be composed into an inference graph to
model a large complex system, similar to how services are
composed into an end-to-end system. Changes in a service of
the system only induce modeling errors in the corresponding
learning assignments. Since the configurations and internal
logic of other services remain the same, their corresponding
learning assignments along with their modeling accuracy also
remain unchanged. Therefore, Fluxion only needs to update
the learning assignments corresponding to the changed ser-
vice, thus significantly reducing the costs.

Three unique characteristics enable learning assignment
to handle system deployment dynamics effectively. First, to
capture the impact from other services, learning assignment
defines external performance dependencies as part of mod-
eling inputs. This enables the composability — multiple as-
signments can be composed into an inference graph, to follow
service dependencies of a complex distributed system on the
fly. Second, instead of considering only the performance met-
ric of interest (e.g., p90 latency), learning assignments can
take in a spectrum of performance metrics from upstream as-
signments (e.g., p50–p99 latencies) in inference graph. This
allows a learning assignment to better observe (and capture)
the impacts of system deployment dynamics from upstream
assignments. Finally, to capture the temporal system dynam-
ics, a learning assignment can host one or more ML models
trained in different time periods and scales.

In summary, this paper makes the following contributions.
(1) We propose a modular approach to modeling end-to-end
latency for complex and dynamic distributed systems, ex-
emplified by microservice systems. (2) The abstraction of
learning assignment and the resulting inference graph effec-
tively capture intrinsic system dynamics, as well as dependen-
cies among services. (3) We conduct comprehensive experi-
ments to demonstrate the significantly superior performance
of Fluxion over existing approaches, under various system de-
ployment dynamics. In some microservice systems spanning
100 VMs, Fluxion’s performance model exhibits up to 68%
lower MAE (mean absolute error). In turn, this enables better
system performance optimization, or p90 latency speed up
by up to 1.57× over the use of baselines. At the same time,
Fluxion reduces the model training time by up to 99.98%.

2 Background and Motivations
2.1 Performance Prediction and Modeling

Performance models predict the end-to-end system perfor-
mance (e.g., user request latencies), given observable states

Figure 1: General workflow of auto-tuning. Fluxion focuses
on step #2, or the efficiency in adapting performance models
to system deployment dynamics.

(e.g., per-service request rates) and configurable knobs (e.g.,
per-service cache size and thresholds). Performance models
can be analytically constructed with mathematical formula-
tions, but doing so does not scale well with the size or com-
plexity of large-scale distributed systems. A typical microser-
vice system can have hundreds (and even thousands [40]) of
services, and requests can traverse 40+ services [25].

Learned performance model. Advances in machine learning
(ML) enable performance modeling to be learned, with regres-
sion techniques such as Gaussian process and DNN. Like pre-
vious efforts that model monolithic systems [2,3,9,13,21,23],
it is possible to treat an entire microservice system as a black-
box. To match system deployment scale, ML models can
monolithically grow in size (e.g., adding DNN neurons). Fur-
thermore, black-box modeling eliminates the need to explic-
itly consider service interactions and dependencies.

For training performance models, each training data point
consists of inputs (i.e., per-service knob settings and observ-
able states) and an output (i.e., a system performance measure-
ment). Data are collected through benchmarks in controlled
environment (e.g., testbeds or isolated sections in production),
or telemetries in production. Trained models may be evalu-
ated with testing data, which are collected in the same fashion.
One common evaluation metric for performance modeling is
MAE (mean absolute error) [37], or the average magnitude
of errors in a set of test predictions made by the model.
Performance auto-tuning scenario. As Fig 1 illustrates, per-
formance models can drive auto-tuning [2, 3, 21–23]. The
goal is to guide non-system-experts to set system knobs, to
optimize for a performance metric. Auto-tuning relies on opti-
mizers (step #3), which iteratively search for global optimum
in the modeled space. Each iteration algorithmically selects
new knob setting (for performance model to predict), based
on performance predictions from previous iterations.

2.2 High Costs to Maintain ML Models
We observe significant time costs in continually keeping
ML-based performance models updated to system deploy-
ment dynamics. Deployment dynamics make performance
models drift over time and impact modeling accuracy, hence
auto-tuning outcomes (c.f. §5). Main sources of deployment
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dynamics include (1) system scaling, i.e., replicating or re-
claiming service instances, and (2) continuous integration and
delivery (CI/CD), i.e., replacing existing services.

We discuss the breakdown of time costs below.

Problem #1: Collecting training data points for perfor-
mance modeling can be time-consuming. As the model
complexity grows, the number of training data points nec-
essary also grows. However, each benchmark requires the
system to be fully warmed-up and stable [39]. In our cases,
one benchmark can take up to 15 minutes, and collecting
sufficient data points can require ∼46 hours.

The problem exacerbates as distributed cloud systems re-
quire a significantly higher model complexity than previously
considered. Unlike monolithic systems with ∼20 knobs and
states to consider, this number can quickly add up to hundreds
and thousands for microservice-based systems. For exam-
ple, Train-Ticket [31] has 41 services. At initialization, it
has 242 model inputs: 148 configuration knobs (e.g., Mon-
goDB’s eviction_dirty_target), 94 states (e.g., Docker’s
cpu-limit and per-service requests per second). As Train-
Ticket scales-out by a factor of 6, there is a total of 210 service
instances, and 1,020 model inputs.

Problem #2: Designing and training new models for per-
formance modeling can be time-consuming. Keeping per-
formance models updated goes beyond simply fine-tuning
models with recent benchmarks. In many cases, the required
changes lie in the model structure. One motivating example
is how replicating services essentially alters the deployment,
with respect to the available knobs, service states, and service
dependencies. As a result, we need a new model of different
input dimension and even different modeling technique.

Although AutoML toolkits can automate this process to
some extent, our experience suggests that it can take at least 20
hours to produce a reasonably accurate ML model for perfor-
mance modeling. Furthermore, it is not feasible to pre-train all
monolithic models for all possible deployment setups. Since
services can be independently replaced and arbitrarily scaled,
the number of possible deployment setups is unbounded.

2.3 Modularized Learning
The principle of modularity has been proven in engineering
scalable and elastic systems. It provides opportunities to real-
ize ML-based performance modeling in an agile and accurate
way. Instead of monolithically modeling the end-to-end la-
tency of distributed systems with one performance model, we
propose modularized learning that breaks down this model to
align with a deployment’s modular units.

Challenges. To practice modularity, it is natural to indepen-
dently model each system component, e.g., a microservice.
Given system components can have vastly different configu-
ration knobs and states, different types of ML models can be
chosen for individual system components. The key challenges
are: (1) to represent different system components, possibly

Figure 2: Learning assignment is a wrapper for ML models.
It has a consistent interface for composability.

using different ML techniques, with a consistent interface;
and (2) to have a composability criteria that combines these
component representations into an end-to-end ML model for
performance modeling.

3 Fluxion Framework

Fluxion is a framework that realizes modularized learning for
distributed systems. To address the two challenges discussed
in §2.3, Fluxion introduces learning assignment to abstract
away model and component heterogeneity and provide a uni-
fied interface to model service-level latency (§3.1). Moreover,
Fluxion presents inference graph to dynamically compose
assignments into an end-to-end performance model (§3.2).

3.1 Learning Assignments
A learning assignment is a basic modeling unit. It hosts one
or more ML models that collectively model a modular unit
in distributed systems. Since system deployment dynamics
typically happen at the unit of services (e.g., scaling and
replacing services), assignments are instantiated on a per-
service-instance and per-performance-metric1 basis. When
deployment dynamics happen, this mapping of modular units
allows Fluxion to localize changes to some learning assign-
ments. Fig 2 illustrates the internal structure of an assignment,
and we elaborate the details next.

Interface. The learning assignment interface is designed to
abstract service-level performance for ML models. Model-
ing individual services is different from modeling the entire
system monolithically. The former needs to take service de-
pendencies into account. E.g., a service’s observed latency in-
herently includes the latency of its downstream services [10].

Therefore, in addition to internal configuration knobs and
internal observable states, the assignment inputs further in-
clude external performance dependencies (e.g., downstream
service latency). The assignment output is a service-level

1E.g., p50 and p90 latencies require two learning assignments.
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performance metric. This interface addresses challenge #1
— the consistent service-level performance metrics as input
and output, together with the heterogeneous internal states
and knobs, are sufficiently general to model different services
and to host ML models of different modeling techniques, and
a learning assignment’s output can be connected to another
assignment as an external performance dependency.

Exposing a spectrum of performance metrics. To predict
the end-to-end latency more accurately, a learning assignment
may expect the external performance dependencies to be a
spectrum of performance metrics from dependent services.
For example, to predict end-to-end p90 latency, a learning
assignment may require p50–p90 latencies of the downstream
services (and even their CPU utilization and disk throughput),
so as to decide which metrics are appropriate for considera-
tion. This allows a learning assignment to better observe the
extent of impacts that system deployment dynamics impose
on its downstream services.

However, not all performance metrics are highly relevant to
the one being predicted. An example is the bottom-percentile
latencies vs. the top-percentile latencies. Including irrelevant
performance metrics incurs additional costs. The first is the
training costs. As unnecessary inputs add noises to the train-
ing dataset, some ML models would need more data points to
distinguish and learn from the relevant inputs. And collecting
training data points can be time-consuming (c.f. §2.2). The
second is the unnecessary learning assignments introduced to
predict these irrelevant metrics.

To this end, learning assignment introduces "input selec-
tion" (shown in Fig 2) to prune unnecessary metrics and the
corresponding learning assignments. The problem of input se-
lection can be formulated as follows. Given a set of k learning
assignments (mk) as inputs to a specific learning assignment,
we want to find the k-dimensional binary weight vector (w∗

k).
w∗

k should minimize the prediction error of an weighted sum
of mk, over a batch of n data points (inputs X , and outputs Y ).
This is formulated as the following equation:

w∗
k = argmin

wk ∈ W
(

n

∑
i=1

Yi − f (wk,mk(Xi)))
2. (1)

The goal is to search for w∗
k , or the optimal k-dimensional

binary vector. f is a predefined function that aggregate outputs
of k learning assignments, and it can be hand-written code or
non-linear functions such as neural networks. We can expand
f as follows:

f (w,m(X)) =
∑

k
i=1 w(i)m(i)(X)

∑
k
i=1 w(i)

. (2)

In practice, k can be large. For example, RocksDB has k = 99
performance metrics. To select three relevant metrics need
to search 941,094 possible combinations. To find a solution
effectively, §4.1 presents one generic approach in the current
implementation of Fluxion.

(a) Execution graph

(b) Inference graph

Figure 3: A simplified inference graph of a microsevice ap-
plication, Hotel Reservation. Vertices represent services, and
directed edges capture performance dependencies among ser-
vices. Graph inputs include configuration knobs and observ-
able service states. (M) represents models. In this example,
the Recommend service is scaled out to two instances.

Capturing system’s temporal dynamics. A learning assign-
ment can host multiple ML models trained in different time
periods and scales. Doing so promotes the reuse of previously
learned models, in order to better capture temporal dynamics
and predict recurring patterns. An example is the daily vari-
ations in incoming request rates. In this case, we can train a
new model with data points collected each day.

Learning assignment introduces "output weighting" (shown
in Fig 2) to weight over outputs from different time peri-
ods/scales and reduce all models’ outputs to one succinct
value. The formulation of output weighting is similar to that
of input selection, except that k assignments are changed to k
internal models and w∗

k here is a k-dimensional vector of con-
tinuous numbers between 0 and 1 inclusively. And the output
is computed as the weighted sum of all k models’ outputs.

Similarly, to find a good combination of weights is compu-
tationally expensive. §4.1 presents one generic approach in
the current implementation of Fluxion.

3.2 Inference Graph of Learning Assignments

Inference graph is a set of interconnected learning assign-
ments. It represents the performance modeling of an end-to-
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end system. From external user’s perspective, inference graph
has the same input/output semantics as monolithic models.
In other words, inference graph exposes the following per-
formance modeling inputs: all services’ configuration knobs
and observable states. Its output predicts for an end-to-end
performance metric: the end-to-end tail latency in our case. In-
ference graph addresses challenge #2, i.e., the composability
criteria to compose learning assignments.

3.2.1 Inference Graph Construction

Fig 3 illustrates a simplified inference graph for a microser-
vice system, Hotel Reservation [11].

Graph vertices. An inference graph has two types of vertices:
instance-vertices and service-vertices (c.f. Fig 3b). Instance-
vertices correspond to the learning assignments modeling the
performance of service instances. They expose learning as-
signment inputs (e.g., service configuration knobs, observable
states, and external performance dependencies) and output
(e.g., a service-level performance metric). Service-vertices ag-
gregate instance-vertices that model the same service and per-
formance metric. In Fig 3b, the Recommend service (marked
in dash-line) is scaled out to two instances.

Graph edges. Graph edges are directed dataflows, and they
satisfy services’ external performance dependencies. To draw
the edges correctly, we leverage the observation that the per-
formance dependency of two services is the reverse of their
execution dependency. Since an upstream service invokes
RPC calls to its downstream service, the upstream service’s
latency would depend on the latency of downstream service.
Hence an edge should be connected from the learning as-
signment (i.e., vertex) representing the downstream service
to the one representing the upstream service (i.e., the reverse
direction of the service execution order).

Handling deployment dynamics through inference graph
updating. Since graph vertices and edges have a strong
correspondence to services in the system deployment,
orchestration-induced dynamics can be localized to certain
regions of the inference graph. This implies that other re-
gions can remain unchanged. Fluxion provides APIs to update
graph for common orchestration operations (c.f. §4.1.2). First,
scaling-out a service is conceptually equivalent to replicating
the corresponding instance-vertices, to match the number of
deployed instances. Similarly, scaling-in a service removes
some of the corresponding instance-vertices. Second, upgrad-
ing a service (or even a migration from MySQL to Post-
greSQL) is conceptually equivalent to replacing old service’s
instance-vertices with new service’s.

3.2.2 Graph Inferencing to Predict End-to-End Latency

Graph inferencing is performed through graph traversal. The
traversal starts from graph vertices that do not have external

performance dependencies, or services that do not invoke any
downstream services (e.g., the top vertices in Fig 3b). At each
vertex, the learning assignment output metric is computed
with its ML models. Following graph edges, the output is
then passed to subsequent vertices as an external performance
dependency. The traversal stops at the last vertex in the graph,
or typically the gateway service in a deployment. The output
of this last vertex is the output of the graph, and it predicts
the end-to-end system performance.

3.2.3 Inference Graph Re-training

Inference can be performed immediately after graph is com-
posed, but in cases where the prediction error rate is high,
re-training can mitigate the problem. Fluxion identifies two
major error sources. And, it can effectively reduce the re-
training costs by taking advantage of the inherent modularity
in the graph, rather than re-designing and re-training the entire
monolithic model. Particularly, graph prediction errors can be
traced back to some subsets of vertices.

Graph error source #1: New learning assignments. New
learning assignments are required when new services are de-
ployed to microservice systems or existing services are being
updated. From our experience, their high MAE is typically
due to insufficient training, especially by non-ML-experts.
This case can be mitigated with the use of AutoML toolkits.
Another possibility is service-vertices. Since they aggregate
instance-vertices, scaling out/in a service requires them to
have a new model with a new input dimension. Localizing
new assignments is trivial, and the information is available
through recording graph manipulations over time.

Graph error source #2: Unforeseen prediction inputs. Un-
foreseen prediction inputs can happen when the system re-
ceives unforeseen request types, or unexpected request ratios.
This is a situation monolithic models also have to handle. As
different requests stress different service-to-service execution
paths, a service can observe unfamiliar states (e.g., requests
per second and CPU utilization) or even downstream service
performance. In the monolithic approach, the solution is to re-
train the monolithic models. Modularized learning gives new
optimization opportunities. Fluxion only needs to retrain the
learning assignments being impacted to better handle these
prediction inputs.

Identifying the impacted assignments, i.e., vertices in the
inference graph, to address error source #2 can be non-trivial.
This step is not simply about identifying vertices whose learn-
ing assignments have the largest prediction MAE. A well-
trained learning assignment can still output unexpected pre-
dictions if it receives erroneous inputs from another. The
reason is that local errors of individual assignments can prop-
agate. This is an artifact of how the inference graph output
is a function of all its models. As graph traversal passes the
prediction of a learning assignment to another assignment,
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Figure 4: Fluxion architecture overview. It is implemented as
three engines. Graph Engine hosts inference graphs. Testing
Engine implements features for graph uncertainty estimation
and graph debugging. Ingestion Engine ingests and buffers
streams of telemetries, for ML model training and testing.

prediction errors propagate and accumulate.
Unfortunately, it is not trivial to analytically derive formu-

las describing the error accumulation. As ML models apply
non-linear transformations to inputs, this non-linearity also
transforms input errors to prediction errors. Furthermore, a
learning assignment can have multiple model inputs. Not only
can different model inputs be weighted differently, but they
can also be of predictions from different assignments.

Pair-wise debugging approach. Fluxion implements a pair-
wise debugging approach for error source #2. This is an itera-
tive process, and each iteration selects one vertex. The core
idea is to evaluate the likelihood that the vertex’s prediction
error is due to its own learning assignment or parent vertices.

System operators provide a test dataset, which contains
recent deployment benchmarks. Fluxion then computes the
test MAE for each graph vertex. And, it computes the Pear-
son correlation, or r(maeparent , maechild), for each directly
connected pair of graph vertices. With all rs computed, the
debugging procedure follows a depth-first traversal. It starts
from the last graph vertex (i.e., the vertex that produces the
graph output), and performs the following steps — (step #1)
with respect to the current vertex, we rank all parent vertices
by their r in descending order. (step #2) If the top-ranked
parent vertex has an r larger than 0, we traverse the edge to
it and repeat step #1. (step #3) Otherwise, if the top-ranked
parent vertex does not have an r larger than 0, we stop and
return the current vertex as the debugging result.

4 Implementation

Current implementation has 13,012 SLOC, supports PyTorch
and scikit-learn models, and integrates NNI [27]. Fig 4 shows
an overview. A model repository stores models in serialized
form and retrieves them with the unique model ID.

4.1 Graph Engine (GE)

GE serves inference graphs. During auto-tuning, the optimizer
queries GE for performance predictions, just like how it would
query monolithic models. GE implements the input selection
strategy and the output weighting strategy (c.f. §3.1), and it
offers APIs to manipulate inference graphs.

Input selection strategy. Our implementation is based on
Thompson sampling with Beta distribution [30]. For a learn-
ing assignment, each external performance dependency has a
Beta distribution, to estimate the probability of being selected
for w∗

k . The probability density is governed by two variables,
α and β. A larger α increases the mean probability, and a
larger (α + β) decreases the probability variance.

αs and βs are initialized to 0, or system operators can man-
ually specify a larger α to favor certain performance metrics.
Then, the input selection strategy repeatedly updates αs and
βs as follows. Each round starts by randomly generating a
combination of models — specifically, we generate random
numbers from each β-distribution and select k performance
metrics with the largest number. This combination is then
evaluated for the prediction accuracy. If the current round
results in a higher accuracy then the first round, we increment
each performance metric’s α value, otherwise the β value.

This process of updating α and β repeats for a user-defined
number of rounds, or if the random selection converges for
several rounds. Upon termination, we again generate random
numbers from each β-distribution and select k performance
metrics with the largest number.

Output weighting strategy. Our implementation is based
on differential evolution for stochastic minimization [33]. It
makes no assumptions on the search space distribution, and
it is easy-to-use due to few hyperparameters. Differential
evolution is initialized with a population of starting points
in the search space. In rounds of mutation-recombination-
selection, it moves towards the optimum.

A subset of the initial population can be based on cached
w∗

ks. So, the N initial population (w0
1,w

0
2, . . .w

0
N) consists of

uniformly random candidates and previously computed w∗
k .

At each round G, differential evolution creates mutant vectors
storing combinations of individuals (wG

i ,w
G
j ,w

G
k ) that are ran-

domly chosen from the current population. Mutant vectors
are then mixed with a pre-determined population candidate,
to produce a new trial candidate. With data points selected by
the Ingestion Engine, we then evaluate this trial candidate. If
the new trial candidate yields a better prediction accuracy, it
is added to the population.

This process of updating population repeats for a user-
defined number of rounds, or if the population converges for
several rounds. Upon termination, the population candidate
that best maximizes Equation 2 is returned.
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4.1.1 Learning Assignment APIs

LA.init(X_names, y_name) sets the labels for assign-
ment inputs and output.
LA.add(X, y, del) adds a new model, and trains the
new model with input X and output data y. del specifies
whether existing models should be deleted.
LA.input_selection(X, y) runs the input selection
strategy with the inputs X and output y.
LA.output_weighting(X, y) runs the output weight-
ing strategy with the inputs X and output y.
LA.predict(X) predicts for X.

4.1.2 Graph Update APIs

GE.add(s_name, p_name, a_ptr) adds a new
instance-vertex in the graph, to represent one instance of the
service s_name for the performance metric p_name. a_ptr
points to the learning assignment instance.
GE.connect(s1_name, s2_name) specifies the per-
formance dependency from the service s1_name to s2_name.
Since a service can have multiple performance metrics,
GE.connect adds directed edges for all combinations of
s1_name’s and s2_name’s metrics. It matches learning as-
signments’ input and output labels to make the connection.
GE.scale(s_name, num_inst) replicates/removes
instance-vertices to match num_inst, for all s_name’s per-
formance metrics. And, for each performance metric, it adds
a service-vertex to aggregate instance-vertices. These service-
vertices are initialized to an input dimension of num_inst,
and they can be trained by invoking GE.fit.
GE.replace(s_name, p_name, a_ptr) updates in-
stance vertices to reference the new learning assignment
a_ptr. Service-vertice needs to be initialized by GE.fit.
GE.fit(s_name, p_name, time_window) creates
a learning assignment, for the service-vertex of s_name ser-
vice and p_name metric. Then, it retrieves data points within
the last time_window seconds from IE, and invokes LA.add.

4.2 Testing Engine (TE)
TE implements functionalities to support graph testing. First,
TE.compute_err computes the per-vertex test error, with the
test dataset given in the argument. The current implemen-
tation uses the mean absolute error. The test dataset is in a
tabular format; each row represents one system benchmark,
and columns record service config knob settings and perfor-
mance measurements. Second, TE.debug starts the graph
debugging strategy and returns a learning assignment’s name.

4.3 Ingestion Engine (IE)
IE ingests and buffers per-service telemetry streams for ML
model training and testing. A stream contains one time-series

data type, which can be a performance metric, a configuration
knob, or an observable state. Data are published to IE by
IE.add_data. They are in JSON format with the following
fields: stream_uri, type, seq_num, and val. The type field
can be "continuous", "discrete", or "choices". The seq_num
field is an incrementing integer such as the Unix timestamp.

5 Evaluation

We evaluate and demonstrate the superior performance of
Fluxion, with three complex microservice systems on up to
100 VMs, under deployment dynamics like service scale-out
and replacement. Our major results include:

(1) Fluxion consistently maintains a lower performance
modeling MAE (mean absolute error). Considering the case of
gradually scaling Hotel Reservation from 15 to 142 services,
Fluxion’s MAE is 29.14% lower on average and up to 68.41%
lower than comparison baselines.

(2) Fluxion’s lower MAE enables better end-to-end sys-
tem latency. Considering the case of switching from base-
lines to Fluxion, auto-tuning optimizers achieve a speedup
of 1.24× on average (and up to 1.44×), for TrainTicket’s
90th-percentile latency.

(3) Using a 30-day Azure trace, results show that Fluxion
can capture system dynamics in the temporal dimension. By
recognizing and adapting to the recurring patterns, the daily
training time is reduced by up to 99.98%.

5.1 Microservice Systems
We evaluate the effectiveness of Fluxion, by measuring
both the performance modeling accuracy improvement (or
MAE reduction), and the resulting latency improvement for
microservice-based systems. Our evaluations are based on
case studies — as microservice systems are orchestrated to ex-
hibit deployment dynamics, we run auto-tuning to continually
optimize their tail latency, i.e., the 90th-percentile latency.

Microservice system setup. We deploy three systems: (1)
TrainTicket [31], with 41 unique services, (2) Hotel Reserva-
tion, with 15 unique services from DeathStarBench [11], (3)
Boutique, with 11 unique services from Google [15]. Services
are managed by Kubernetes, and they can be replicated and
replaced. KubeDNS is used for round-robin load-balancing.
Services log per-request latencies for all remote procedure
calls, and measurements are centrally stored in an InfluxDB.
Appendix lists each system’s knobs. For databases, we se-
lect top knobs that have been identified to impact read/write
latency in production, by Microsoft engineers.

Experiment setup. Our comparison baselines are perfor-
mance models of monolithic Gaussian process (GP) and multi-
layer perceptron (DNN) models. These baselines are common
in recent performance optimization efforts [2, 3, 6, 7, 9, 13,
14, 20, 21, 23, 34, 41]. GP uses Matern(5/2) kernel [3]. We
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use NNI [27] to tune DNN hyper-parameters: number of hid-
den layers, hidden layer size, and initial learning rate. We
construct Fluxion graphs with APIs in §4.1.1, and learning
assignments use GP. Externally, baselines and Fluxion graph
have the same inputs and output (c.f. Appendix).

Our testbeds are 3 clusters on Azure — 100-VM cluster
(with Intel E5-2673 CPU and 54GB RAM) for Train Ticket
and Hotel Reservation; 6-VM cluster (with Intel 8272CL CPU
and 8GB RAM) for Hotel Reservation; a 9-VM cluster (with
Intel 8171M CPU and 16GB RAM) for Boutique.

Methodology. We send workloads of requests, with wrk2 [38]
and Locust [24] (c.f. Appendix). We periodically induce the
following stresses to trigger orchestrations, hence deployment
dynamics. First, we change the requests per second (RPS) or
ratio of request types, to stress different services and paths.
This stress then triggers Kubernetes’ HPA (Horizontal Pod
Autoscaler) to replicate or reclaim multiple services, to main-
tain an average service CPU utilization of 60%. Second, we
replace a service. Third, we scale-out the entire system.

After each orchestration operation (i.e., deployment dynam-
ics), we first ensure all modeling approaches’ inputs match
system knobs. This step involves training new baselines, and
also re-composing Fluxion’s graph. In addition, to evaluate
how different approaches would improve with further training,
we collect new training dataset. Each iteration performs one
random benchmark and measures per-request latencies for
∼10 minutes. To compare prediction MAE (mean absolute
error), we collect an additional 100 random benchmarks as
the testing dataset. MAE is computed as the average error
between a benchmark’s actual latency and predicted latency.

5.1.1 Performance Modeling Error Reduction

We evaluate how well Fluxion reduces the MAE of predict-
ing the end-to-end latency, as compared to baselines. In the
presence of deployment dynamics, a consistently lower MAE
suggests a more robust performance modeling.

For TrainTicket, Fig 5b shows that Fluxion consistently
maintains a lower MAE (i.e., MAE reduction is always greater
than 0) for predicting 90th-percentile latency. It achieves 7.30–
38.92% and 4.88%–29.22% lower MAE than monolithic GP
and DNN baselines, respectively; this translates to an average
MAE reduction of 2,181.89 µs and 1,547.27 µs. Similarly, for
Hotel Reservation on the 100-VM cluster, Fig 7b shows that
Fluxion achieves 34.82–60.05% and 27.24–57.39% lower
MAE than monolithic GP and DNN baselines, respectively;
this translates to an average MAE reduction of 7,298.78 µs
and 6,858.30 µs. For Hotel Reservation on the 6-VM clus-
ter, Fig 6b shows that Fluxion achieves 10.04–68.41% and
10.87–66.14% lower MAE than baselines; this translates to
an average MAE reduction of 2,814.09 µs and 2,205.70 µs.
Finally, Fig 8b shows Fluxion’s lower MAE, for Boutique.

Right after deployment dynamics happen (i.e., orchestra-
tion operations), the MAEs of all approaches increase. How-

Step Triggered orchestration Service Knob+state
(1) Init RPS (=50) Deploy "TrainTicket" 49 242
(2) Stress RPS (=100) Scale-out Station (2×) 50 247
(3) Change req ratio Scale-out Station (2×), 51 252

Route (2×)
(4) Change req ratio Scale-out Station (2×), 53 262

Route (2×), Order (2×)
(5) Stress RPS (=250) Scale-out Station (5×), 62 307

Route (6×), Order (4×)
(6) Stress scale Scale-out all services (3×) 105 510
(7) Replace services TiDB replaces MySQL 49 242

(a) Microservice orchestrations
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Figure 5: TrainTicket on 100-VM cluster (Intel 2673).

ever, compared to baselines, the relative MAE reduction of
Fluxion becomes significantly higher after an orchestration
operation. Since monolithic baselines require entirely new
models, their modeling accuracy can improve only after col-
lecting sufficient data points and training. For example, as
we gradually scale-out Hotel Reservation from 15 to 142 ser-
vices, we need new GP and DNN baselines to accommodate
the input dimension that grows from 63 to 1,034. Further-
more, Table 6a shows an operation (Step #6) that replaces all
Memcached services by Redis. Although the input dimension
here does not change, we need new baselines because Redis
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Step Triggered orchestration Service Knob+state
(1) Init RPS (=50) Deploy "Hotel Reservation" 15 63
(2) Stress RPS (=500) Scale-out Reservation (2×) 17 72
(3) Change req ratio Scale-out Reservation (2×), 19 80

Rate (2×)
(4) Stress RPS (=800), Scale-out all services (3×) 37 139

change req ratio
(5) Stress scale Scale-out all services (4×) 48 177
(6) Replace services Redis replaces Memcached 15 63

(a) Microservice orchestrations
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Figure 6: Hotel Reservation on 6-VM cluster (Intel 8272CL).

brings a different set of configuration knobs to performance
modeling.

On the other hand, Fluxion is able to localize the inference
graph regions (or some learning assignments) that require
updating, without changing the rest of the graph. For example,
when Hotel Reservation scales-out from 15 to 142 services,
graph updates replicate all services’ instance-vertices and
train their service-vertices. The former incurs no costs, and
the latter represents only 15 of the 157 learning assignments
in the inference graph. Similar observations can be made for
TrainTicket (c.f. Fig 5) and Boutique (c.f. Fig 8).

Step Triggered orchestration Service Knob+state
(1) Init RPS (=50) Deploy "Hotel Reservation" 15 63
(2) Stress RPS (=1,200), Scale-out all services (6×) 70 253

change req ratio
(3) Stress scale Scale-out all services (6×), 142 1,034

all Memcached (10×)

(a) Microservice orchestrations
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Figure 7: Hotel Reservation on 100-VM cluster (Intel 2673).

5.1.2 Model Adaptation Time Reduction

After each orchestration operation, all modeling approaches
are updated to match inputs to system knobs. While baselines
need to be re-trained, Fluxion minimizes the overhead by lo-
calizing updates to some inference graph regions. If none or
only a small number) of regions need updating, graph can
immediately achieve low prediction MAE, without collect-
ing training data points. Since collecting data points can be
time-consuming (c.f. §2.2), if more training data points are
necessary, the modeling accuracy will take longer to improve.

We take a deep dive into TrainTicket. After an orchestration
operation, both monolithic GP and DNN baselines generally
need at least 300–400 data points, in order to train new mono-
lithic models that have an MAE close to what Fluxion can
achieve with only 10–25 data points. If each system bench-
mark takes ∼10 minutes, this is a reduction of 2,900–3,750
minutes (or up to 30× reduction).

Furthermore, we highlight the case where Hotel Reserva-
tion is scaled-out to 142 services. With 500 data points, mono-
lithic GP and DNN models achieve an MAE of 29,576.57µs
and 22,575.57µs, respectively. On the other hand, with only
10 data points, Fluxion can already achieve an MAE of
17,716.25µs. Since Fluxion needs to update only a small
subset of the learning assignments in the graph, it requires
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Step Triggered orchestration Service Knob+state
(1) Init RPS (=100) Deploy "Boutique" 11 63
(2) Stress RPS (=200), Scale-out all services (2×) 22 126

stress scale
(3) Stress RPS (=300), Scale-out all services (3×) 33 189

stress scale

(a) Microservice orchestrations
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Figure 8: Boutique on 9-VM cluster (Intel 8171M).

much fewer training data points.

5.1.3 End-to-end System Latency Speedup

Intuitively, a better performance model should enable better
performance optimization. Based on Fluxion’s MAE reduc-
tion shown in §5.1.1, this subsection now quantifies how it
can better reduce end-to-end system latencies. To do so, we
couple performance models with auto-tuning optimizers (c.f.
§2.1): (1) a random optimizer that selects the best knob setting
from randomly generated 100,000 settings, and (2) Metis [21].

Fig 5c and 5d show TrainTicket’s 90th-percentile latency
speedup from using Fluxion, over baselines. With Fluxion,
the random optimizer achieves a speedup up to 1.41× and
1.43×, over GP and DNN baselines, respectively; the Metis
optimizer achieves a speedup up to 1.52× and 1.62×. While
the choice of optimizer can impact the auto-tuning outcome,
using Fluxion can result in better performance optimization.
Even as we introduce deployment dynamics, the speedup
is always greater than 1. We note that figures also plot the
speedup over default knobs, to demonstrate the benefits of
performance optimization.

Fig 7c shows similar observations for Hotel Reservation on
the 100-VM cluster — with Fluxion, the random optimizer
achieves a 90th-percentile latency speedup up to 1.43× and

1.40×, as compared to relying on GP and DNN baselines,
respectively. Even for the last orchestration step where Hotel
Reservation is scaled-out to 142 services, the speedup can be
up to 1.40× and 1.39×. Furthermore, compared to the default
knob setting, Fluxion achieves a maximum speedup of 1.57×.

Fig 6c and Fig 6d illustrate the results for Hotel Reservation
on the 6-VM cluster. Fluxion helps the Metis optimizer to
achieve a speedup up to 1.49× and 1.47×, over GP and DNN
baselines, respectively. Fig 8c shows Boutique, where the
random optimizer achieves a speedup up to 1.81× and 1.79×,
over GP and DNN baselines, respectively.

5.2 Microbenchmarks
5.2.1 Exposing a Spectrum of Performance Metrics

We evaluate the benefits of exposing a spectrum of metrics for
external performance dependencies. To do so, we compare
the following inference graphs that predicting Hotel Reser-
vation’s 90th-percentile latency. In the first inference graph,
all services’ learning assignments consider (50, 80–99)th-
percentile latencies as external performance dependencies
from downstream services. In the second inference graph,
they consider only the target performance metric, or the 90th-
percentile latency. The last inference graph considers only
(50, 85, 90, 95)th-percentile latencies, which are suggested
by Fluxion’s input selection strategy.

We delve into the case when Hotel Reservation is scaled-
out by a factor of 6. If we consider all (50, 80–99)th-percentile
latencies, the graph MAE is 9,722.53µs. This is a 10.87%
lower MAE, as compared to the second inference graph’s
MAE of 10,779.22µs. Even across a sequence of orchestra-
tions on the 6-VM cluster, the first inference graph MAE is
at least 1.39% lower than the second inference graph. We
note that the trade off is the inference graph size — the first
graph has 2,170 vertices and 17,647 edges, but the second
graph has only 110 vertices and 167 edges. Since each vertex
references a learning assignment, this trade off can have a
significant implication in terms of the training costs, i.e., 660
more learning assignments to train.

The third latency graph tries to include only highly relevant
metrics. In the case of scaling-out Hotel Reservation above,
this graph achieves a MAE of 10,091.87µs, or 6.81% lower
than considering only the 90th-percentile latency. Further-
more, compared to considering all (50, 80–99)th-percentile
latencies, the third latency graph reduces the graph size to
419 vertices and 1,055 edges. Although there is a modest
3.80% increase in MAE, the number of necessary learning
assignments reduces by 561.

5.2.2 Capturing System’s Temporal Dynamics

We evaluate how well learning assignments can re-use previ-
ously trained models to adapt to recurring patterns in temporal
dynamics. Our evaluations are based on a case study, which
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auto-tunes per-service VM resource allocations by predicting
incoming VM request’s max CPU utilization and lifetime.
Particularly, as the VM utilization pattern changes over time,
models are trained and added to learning assignments, which
then use output weighting to compute outputs.

Experiment methodology. We use the 30-day Azure VM
utilization trace as the workload, and this production trace
was recorded in 2019 [26]. It records resource utilization
measurements (e.g., 5-min CPU utilization and VM lifetime)
and VM metadata (e.g., VM size and encrypted subscrip-
tion/deployment ID) for 2,695,548 VM requests.

Following Cortez et al. [7], our baselines are monolithic
random forest and extreme gradient boosting tree (XGBoost),
for modeling VM’s max CPU utilization and lifetime, re-
spectively. And, these metrics are bucketized. Model inputs
include encrypted subscription/deployment ID, requested VM
size/category, hour of the day, day of the week. We re-train
monolithic baselines at the beginning of each day in the trace,
with data points from the previous day or all past days. Fur-
thermore, to ensure comparison baselines are properly trained,
we tune their hyper-parameters with NNI [27].

For Fluxion, we set up two learning assignments to rep-
resent VM’s max CPU utilization and lifetime. We then dis-
cretize the continuous trace into non-overlapping batches by
days. At the end of each day in the trace, Fluxion evaluates
the mean absolute error (MAE). A new model is trained and
added only if this MAE is below 85%. The learning assign-
ment gradually accumulates models for future re-uses, and
its output is the weighted sum of all its models’ predictions.
We re-compute the weights by invoking GE.fit() every two
hours, with recent data points.

Performance modeling error reduction. Fig 9a and Fig 10a
suggest that Fluxion can significantly reduce the daily model-
ing MAE. One reason is that GE.fit() can quickly re-adjust
weights with the output weighting strategy, rather than going
through expensive model training. In summary, compared to
baselines trained with the previous day of data, the daily MAE
reduction is 2.04%–11.25% and 3.97%–25.43%, for predict-
ing max CPU utilization and lifetime, respectively. Compared
to baselines trained with all historic data, the daily MAE re-
duction is 0.64%–6.49% and -1.16%–11.20%, for predicting
max CPU utilization and lifetime, respectively. We note that
there are days (e.g., day #20) where Fluxion has a slightly
higher MAE than baselines. The reason is that these days
exhibit a pattern that significantly drifts from previous days.

Model adaptation cost reduction. Fig 9b and Fig 10b sug-
gest that Fluxion significantly reduces the daily training time,
i.e., the time spent on model training and GE.fit(). We note
that this reduction varies by days, as Fluxion does not need to
train new models every day. By re-using models, it trains only
a total of 20 and 23 models for predicting VM’s max CPU
utilization and lifetime, respectively. Furthermore, GE.fit()
is relatively lightweight — invoking GE.fit() 12 times a day
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Figure 9: Benefits of learning assignments in predicting VM
lifetime in the Azure 30-day trace, compared to baselines.
The output weighting strategy promotes the re-use of models
trained at different time periods. We evaluate the prediction
error every two hours to produce daily boxplots.

takes ∼1,620 and ∼1,480 seconds, for modeling VM’s max
CPU utilization and lifetime, respectively. So, compared to
monolithic random forest and XGBoost baselines trained with
the previous day of data, Fluxion reduces the daily training
time by 34.93–99.97% and 68.99–99.98%, respectively. Com-
pared to monolithic random forest and XGBoost baselines
trained with all historic data, Fluxion reduces the daily train-
ing time by 64.55–99.96% and 96.51–99.98%, respectively.

5.2.3 Graph Re-training

As mentioned in §3.2.3, there are two error sources. As previ-
ous evaluation has shown Fluxion’s benefit on error source
#1 (new learning assignments), this section focuses on error
source #2 (unforseen prediction inputs). As the incoming re-
quest pattern changes, different service-to-service execution
paths are stressed. We evaluate how well Fluxion can identify
the learning assignments at fault in the inference graph.

We conduct experiments by altering the ratio of four request
types in the wrk2 workload generator: search, recommend,
reserve, and user. After we scale-out Hotel Reservation by
a factor of 6, we increase the ratio of search, recommend,
and user requests from 10% to 30%. At this point, the graph
MAE for predicting the 90th-percentile latency is 12,444.63µs.
Then, the first iteration of graph debugging identifies Mon-
goDB’s learning assignment. After adding a new model
trained with recent data points, the graph MAE reduces to
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Figure 10: Benefits of learning assignments in predicting
VM’s max CPU utilization in the Azure 30-day trace, com-
pared to baselines. Output weighting promotes the re-use
of models trained at different time periods. We evaluate the
prediction error every two hours to produce daily boxplots.

11,024.66µs (or a 11.41% reduction). Subsequent iterations
identify the following services: User, Recommendation, and
Geo; updating these services reduces MAE to 10,190.89µs (or
a 18.11% reduction), 9,483.48µs (or a 23.79% reduction), and
9,352.04µs (or a 24.85% reduction). Beyond this point, the
graph MAE reduction starts to exhibit a diminishing return.

6 Related Work

Auto-tuning. Performance tuning for distributed systems is
a problem that has continuously received attentions. Instead
of relying on heuristics, previous efforts have demonstrated
the feasibility of ML-based auto-tuning, for systems ranging
from databases [2, 20, 21, 36], storage [6], VM instances [3, 7,
13, 14, 41], cloud services [23], and big data analytics [34].

The focus of this paper is not to apply auto-tuning to new
system scenarios, nor to propose new ML techniques. Rather,
we are motivated by the limitations of driving auto-tuning
with monolithic performance models, especially in the pres-
ence of deployment dynamics. We take the first step at ab-
stractions and pieces to systematically bring the concept of
modularity to performance modeling. Furthermore, one key
question addressed is how this process should be standardized
and generalized, without being coupled to specific modeling
techniques and systems.

Ensemble of models. The system community has proposed

model ensemble as a research opportunity to improve the
development speed and adoption in the real world. Stoica et
al. [32] describe this opportunity as composable AI systems.
Their goal is to query multiple models in different patterns to
balance the tradeoff between accuracy, latency, and through-
put of a model serving system. In contrast, Fluxion focuses
on providing performance modeling for modern systems.

Ensemble learning is a popular machine learning approach
that combines multiple models to achieve a higher prediction
accuracy on a given dataset [16,17,28]. Representative efforts
include bagging [5], boosting [8] and so on. Unlike Fluxion,
these techniques do not consider system deployment dynam-
ics and the inherent modularity of ML-based performance
model for large complex distributed systems.

Previous research efforts have also applied ensemble learn-
ing, to realize incremental learning [29, 35]. They inspire our
design for learning assignments to keep a list of models.

7 Discussion

We discuss overarching issues regarding modularity level.
Fluxion’s current design closely follows the system modular-
ity of services, but a finer or coarser modularity level might
also seem viable. For Fluxion, the main difference would be
in the number of learning assignments. Having said that, we
choose the modularity level of services, in order to align with
what deployment orchestrations typically operate on. While
developers could carefully craft a monolithic system that out-
performs service-based counterpart, doing so would compli-
cate everyday CI/CD orchestrations in production. Therefore,
we advocate developers to follow the well-known principle
of engineering cohesive and loosely coupled services. And,
for training, these services should expose appropriate knobs
and performance feedback.

8 Conclusion

We report the design and implementation of Fluxion. Fluxion
applies the principle of modularity to make performance mod-
eling practical for distributed systems such as microservices.
Even under deployment dynamics, empirical results show that
Fluxion consistently maintains a higher performance model-
ing accuracy than monolithic models. This in turn enables
auto-tuning tools to better reduce end-to-end system latencies.
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A Appendix

This appendix provides further information regarding our
experiment setup in §5.

• Table 1, 2, and 3 list features (i.e., configuration knobs
and states) that we use as performance model inputs, for
our three microservice systems. These tables break down
these features by microservices.

• Our Fluxion inference graphs use Gaussian Process (GP)
models in learning assignments. These GP models use
the Matern(5/2) kernel.

• We use NNI to automatically tune hyperparameters for
the DNN baseline: the number of hidden layers (3–7),
each hidden layer size (100–2,048), and the initial learn-
ing rate (0.001–0.1). We budget 24 hours of NNI for
each baseline.

• We rely on scripts provided by microservice
systems, to generate different request payloads.
These requests are then sent by wrk2 or Lo-
cust, as recommended by each system. They
are available here: Hotel Reservation (https:
//github.com/delimitrou/DeathStarBench/
tree/master/hotelReservation/wrk2), Boutique
(https://github.com/GoogleCloudPlatform/
microservices-demo/tree/main/src/
loadgenerator), and TrainTicket (https://github.
com/FudanSELab/train-ticket/issues/131).

Service type Configuration knob Observable state
"Frontend" net.ipv4.tcp_rmem (4,096–6,291,456) RPS

net.ipv4.tcp_wmem (4,096–4,194,304)
cpu.cfs_quota_us (100–300)

All innodb_thread_concurrency (8–128) RPS (read)
MySQL innodb_buffer_pool_size (512–3,072) RPS (write)

net.ipv4.tcp_rmem (4,096–6,291,456) RPS (update)
net.ipv4.tcp_wmem (4,096–4,194,304)

All eviction_dirty_target (10–99) RPS (read)
MongoDB eviction_dirty_trigger (1–99) RPS (write)

cache (50–200) RPS (update)
net.ipv4.tcp_rmem (4,096–6,291,456)
net.ipv4.tcp_wmem (4,096–4,194,304)

All storage.scheduler_worker RPS (read)
TiDB _pool_size (2–32) RPS (write)

rocksdb.write_buffer_size (64–256) RPS (update)
net.ipv4.tcp_rmem (4,096–6,291,456)
net.ipv4.tcp_wmem (4,096–4,194,304)

All other net.ipv4.tcp_rmem (4,096–6,291,456) RPS
services net.ipv4.tcp_wmem (4,096–4,194,304)

cpu.cfs_quota_us (100–300)

Table 1: Performance model inputs, for TrainTicket.

Service type Configuration knob Observable state
"Frontend" net.ipv4.tcp_rmem (4,096–6,291,456) RPS

net.ipv4.tcp_wmem (4,096–4,194,304)
cpu.cfs_quota_us (100–300)

All hash_max_ziplist_entries RPS (read)
Redis (32–4,096) RPS (write)

maxmemor_samples (1–10)
maxmemory (1–16)
net.ipv4.tcp_rmem (4,096–6,291,456)
net.ipv4.tcp_wmem (4,096–4,194,304)
cpu.cfs_quota_us (100–300)

"Email" max_workers (1–20) RPS
net.ipv4.tcp_rmem (4,096–6,291,456)
net.ipv4.tcp_wmem (4,096–4,194,304)
cpu.cfs_quota_us (100–300)

"Recommend" max_workers (1–20) RPS
max_response (1–5)
net.ipv4.tcp_rmem (4,096–6,291,456)
net.ipv4.tcp_wmem (4,096–4,194,304)
cpu.cfs_quota_us (100–300)

"Ad" max_ads_to_serve (1–10) RPS
net.ipv4.tcp_rmem (4,096–6,291,456)
net.ipv4.tcp_wmem (4,096–4,194,304)
cpu.cfs_quota_us (100–300)

All other net.ipv4.tcp_rmem (4,096–6,291,456) RPS
services net.ipv4.tcp_wmem (4,096–4,194,304)

cpu.cfs_quota_us (100–300)

Table 2: Performance model inputs, for Boutique.

Service type Configuration knob Observable state
"Frontend" net.ipv4.tcp_rmem (4,096–6,291,456) RPS

net.ipv4.tcp_wmem (4,096–4,194,304)
cpu.cfs_quota_us (100–300)

All memory-limit (30–100) RPS (read)
Memcached threads (1–16)

slab-growth-factor (1.1–2.2)
All eviction_dirty_target (10–99) RPS (read)
MongoDB eviction_dirty_trigger (1–99) RPS (write)

cache (50–200) RPS (update)
net.ipv4.tcp_rmem (4,096–6,291,456)
net.ipv4.tcp_wmem (4,096–4,194,304)

All other net.ipv4.tcp_rmem (4,096–6,291,456) RPS
services net.ipv4.tcp_wmem (4,096–4,194,304)

cpu.cfs_quota_us (100–300)

Table 3: Performance model inputs, for Hotel Reservation.
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Abstract

Large-scale cloud providers rely on cluster managers for
container allocation and load balancing (e.g., Kubernetes),
VM provisioning (e.g., Protean), and other management tasks.
These cluster managers use algorithms or heuristics whose
behavior depends upon multiple configuration parameters.
Currently, operators manually set these parameters using a
combination of domain knowledge and limited testing. In very
large-scale and dynamic environments, these manually-set pa-
rameters may lead to sub-optimal cluster states, adversely
affecting important metrics such as latency and throughput.

In this paper we describe SelfTune, a framework that au-
tomatically tunes such parameters in deployment. SelfTune
piggybacks on the iterative nature of cluster managers which,
through multiple iterations, drives a cluster to a desired state.
Using a simple interface, developers integrate SelfTune into
the cluster manager code, which then uses a principled rein-
forcement learning algorithm to tune important parameters
over time. We have deployed SelfTune on tens of thousands
of machines that run a large-scale background task sched-
uler at Microsoft. SelfTune has improved throughput by as
much as 20% in this deployment by continuously tuning a
key configuration parameter that determines the number of
jobs concurrently accessing CPU and disk on every machine.
We also evaluate SelfTune with two Azure FaaS workloads,
the Kubernetes Vertical Pod Autoscaler, and the DeathStar
microservice benchmark. In all cases, SelfTune significantly
improves cluster performance.

1 Introduction

Large cloud services depend upon cluster managers such
as Protean [37], Borg [65], Twine [61], and Kubernetes [6]
for job scheduling [32, 33, 39, 47, 53], virtual machine pre-
provisioning [43], and resource autoscaling [42, 50, 51]. Clus-
ter managers employ algorithms or heuristics to improve
metrics such as throughput, latency, and resource utiliza-
tion. Often, these algorithms rely on multiple configuration

parameters that critically influence their behavior, that we
call cluster manager parameters. For instance, Kubernetes
exposes parameters cpu-histogram-decay-half-life
and recommender-interval to help the autoscaler [8] re-
act promptly to changes in cluster utilization without reacting
to extremely ephemeral changes in utilization.

Every cluster manager relies on developers1 to manually
set these configuration management parameters to “suitable”
values. Table 1 gives examples of such parameters (not ex-
haustive) for different cluster managers. Typically, developers
set these values using a combination of domain-knowledge
and a limited set of manually-run tests or canaries [38,60,62].
While using domain knowledge is a step in the right direc-
tion, limited testing has many disadvantages. First, the tests
may not widely explore different values of these parame-
ters in different environments. Second, the search space of
feasible values explodes exponentially when multiple inter-
dependent parameters can be tweaked simultaneously. Third,
cluster usage can change with time, and the best parame-
ter values would therefore change with time as well. Con-
sequently, clusters with manually tuned parameter values
may result in reduced throughput, high request latencies or
low resource utilization. For instance, we find that using the
default values for cpu-histogram-decay-half-life and
pod-recommendation-min-cpu parameters of the Kuber-
netes autoscaler drops the system throughput to nearly 50%
when the workloads arrive in short, heavy bursts (Section 7).

To address this problem, we observe an interesting simi-
larity between cluster manager algorithms and reinforcement
learning (RL) algorithms. Cluster managers (Table 1) often
use state reconciliation: periodically, they observe the current
state of a cluster in terms of health and utilization metrics,
compare it to a desired state, and take action to move the
observed state closer to the desired state [27]. For instance,
the Kubernetes autoscaler [8] continuously determines how to
update container sizes, by maintaining a histogram of recent
resource utilization values. RL algorithms are also iterative

1For brevity, we refer to anyone developing, deploying or monitoring
cluster managers – developers, operators, service engineers – as “developers”.
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Cluster manager Parameter Description Default

cpu-histogram-decay-half-life How long to wait before halving the weights of past CPU measurements 24 hours
recommendation-margin-fraction Fraction of usage added as the safety margin to the recommended request 0.15

Kubernetes pod-recommendation-min-cpu Minimum CPU recommendation for a pod 25 millicores
(Vertical Pod history-length Window length for CPU utilization histogram 24 hours
Autoscaler) pod-recommendation-min-memory Minimum memory recommendation for a pod 250 MB

memory-histogram-decay-half-life How long to wait before halving the weights of past memory measurements 24 hours
memory-aggregation-interval Window length for memory utilization histogram 24 hours
recommender-interval How often the resource utilization metrics should be fetched 1 minute

Azure FaaS prewarm Time to wait before pre-loading function code 5
(App manager) keepalive Time to wait before retiring the loaded VM 99

Azure Protean num-aa Number of rule-based VM allocation agents
(VM allocator) k k-highest quality clusters for VM placement [8,16]

Table 1: Key numerical configuration parameters of popular cluster management frameworks.

in nature, and use “rewards” to periodically improve and con-
verge a system to an optimal state. Hence we observe that
cluster managers are naturally amenable to RL techniques for
tuning configuration parameters.

In this paper, we propose SelfTune, a framework that au-
tomatically tunes such configuration parameters in deploy-
ment, rather than through testing. Three key aspects of our
framework are: (i) SelfTune piggybacks solely on cluster man-
ager’s periodic metric measurements, to help tune the cluster
manager parameters, so that both tuning and the cluster state
reconciliation can occur simultaneously with the same goal
of moving the cluster continuously towards optimal state; (ii)
SelfTune provides a light-weight API for the developers to
augment the cluster manager code specifying which parame-
ters to tune (as we illustrate with an example in Section 3), and
an objective, e.g., average CPU utilization should be ≥ 60%
but ≤ 90%; and (iii) SelfTune uses a principled algorithm
called Bluefin, based on theoretically-founded ideas for time-
varying rewards [35, 52], to optimize the developer-specified
objective; it gradually explores choices for the cluster man-
ager parameters, observes the cluster state, and iteratively
tunes the parameters to achieve the objective (Section 4).

We have deployed SelfTune on WLM, a scheduler which
manages background job scheduling for many Microsoft
M365 services including Exchange Online. WLM runs on
hundreds of thousands of machines, of which about a third cur-
rently use SelfTune’s parameter tuning. Our deployment has
been running for the last six months. We find that SelfTune
has improved cluster throughput by 15%–20% in multiple
clusters, while simultaneously improving the resource health
in some cases. Based on this, operators are in the process of
rolling out SelfTune on the entire fleet of machines.

Despite the simplicity of the Bluefin algorithm, SelfTune
is successful and has low sample complexity (i.e., number
of iterations to converge to the desired cluster state) across
applications (Sections 5, 6, 7). This stems primarily from the
fact that SelfTune does not learn a single complex model or
“policy” for the various scenarios (e.g., high/low workloads)
and states (e.g., resource utilization levels, failures) of the de-
ployment environment, unlike standard RL techniques used in

systems [45], to tune parameters. Instead, SelfTune relies on
pre-determined “scoping” of scenarios (by developers, which
is easy in practice) to learn optimal parameters per scope
(e.g., one model per machine in our WLM deployment). This
scoping, along with light-weight parameter updates (Bluefin)
within each scope, makes our solution sample efficient, requir-
ing only about 20 iterations to converge in all our case-studies.

This paper makes the following contributions.
(1) We present SelfTune, a framework that developers can
use to automate parameter search for their cluster manager
via a minimal interface (Section 3).
(2) We use a novel algorithm, Bluefin, based on rigorously-
studied ideas in online learning [35, 52], which allows
multiple parameters to be tuned quickly and jointly (Sec-
tion 4). SelfTune, with Bluefin, enables systems to converge
to their objective, i.e., their most desired state faster than
previous systems that use Bayesian Optimization [55] and
standard RL algorithms [26] (Sections 2.1, 7). We have open-
sourced an implementation of SelfTune with Bluefin [14].
(3) We describe our deployment of SelfTune on WLM and
show results from multiple clusters where SelfTune achieves
up to 15%–20% improvement in the throughput (Section 5).
(4) To the best of our knowledge, ours is the first developer-
centric framework for automated tuning of parameters of
online systems, not just cluster managers, with large-scale
deployments. We show SelfTune’s generality in the contexts
of (a) resource management for Azure FaaS with production
workloads [54] (Section 6) yielding significant improvement
in resource efficiency and (b) container rightsizing with Ku-
bernetes and DeathStar benchmark [36] (Section 7), yielding
significant improvements in tail latency and throughput.

2 Related Work

Optimally configuring systems is a long-studied research
problem in both systems and machine learning [34, 40, 44, 63,
64, 68]. In this section, we describe how SelfTune improves
upon previous work, in terms of both the core algorithm it
uses, and the framework it provides to the developer.
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2.1 Algorithm

Commonly-used techniques for tuning or learning system
parameters are variants of Bayesian Optimization [25, 55],
reinforcement learning [20, 67], and heuristic search [30].
Bayesian Optimization (BO): CherryPick [23] uses BO
to pick the best cloud configuration for big data analytics
while Metis [40] uses it to improve performance metrics like
tail latency by tuning key system parameters. BO is meant
for settings where one seeks global optima of a fixed reward
function, and requires users to specify a model for the function.
For example, CherryPick and Metis use Gaussian Processes
to model the prior function. In contrast, Bluefin focuses on
online settings where the reward function may change with
time, and so does the optimal solution. Also, BO algorithms
have high sample complexity, i.e., the number of parameter
deployments needed to converge to an optimal solution is
large, especially when the number of parameters is also large.
Thus BO is not ideal for tuning parameters in deployment or
online. Our evaluation in Section 7 confirms this.
Reinforcement learning (RL): RL solutions for tuning
database systems [67] or learning scheduling algorithms [45]
support continuous parameters but require the system to ex-
plicitly provide state information in addition to reward values.
For instance, Decima [45] needs every node to specify state
in terms of a feature vector consisting of average task dura-
tion, number of servers assigned to a node, etc. Defining and
implementing states needs domain expertise and engineering
effort which is hard to scale across diverse systems. In con-
trast, Bluefin works with just the reward values and does not
need the system to explicitly define such state.
Heuristic search: Using branch-and-bound [30] based tech-
niques for large combinatorial spaces, or domain-specific de-
ductive search for high-dimensional spaces [68] are primarily
meant for systems where the goal is to obtain the best config-
uration parameters for a fixed reward function, and a fixed set
of workloads. Often, these techniques do not apply to online
settings for the same reason as BO (discussed above); also,
heuristic search space modeling lacks the generality of RL
techniques like contextual bandits [20, 26] and Bluefin.

SelfTune’s Bluefin algorithm addresses the concerns in
both BO and state-of-the-art RL techniques. It is a princi-
pled gradient-descent based algorithm which (a) needs no
modeling, ML expertise, or non-trivial engineering effort, (b)
works seamlessly with large real-valued and discrete parame-
ter spaces, and (c) converges to local (or global) optima, with
fewer samples than previous approaches.

2.2 Framework

MLOS [31] is a framework to automatically tune configura-
tion parameters using BO; thus, its applicability is limited as
discussed above. OpenTuner [24] provides a meta-framework
using which domain-specific tuners can in turn be built. CG-

PTuner [29] considers contextual data, e.g., workload infor-
mation, for DBMS tasks and uses BO to guide tuning. Best-
Config [24] finds good configuration settings using heuristic
search and sampling techniques. As discussed in Section 2.1,
these techniques do not generalize to dynamic environments
unlike SelfTune, where the rewards observed change with
time, and in turn the optimal configurations themselves.

OtterTune [64, 66] is a framework for tuning DBMS con-
figuration parameters. Though it also uses a variant of BO for
tuning, it incorporates a novel technique to mitigate the risk
of using stale configurations for new workloads. It builds ML
models for selecting an appropriate workload (from a work-
load repository) that best represents the current workload, and
uses the selected workload to estimate the effect of parame-
ters on the current workload. In contrast, our online setting
is much more dynamic, where it is extremely challenging to
characterize and maintain such repositories.

AutoPilot [51] reduces resource wastage for containerized
workloads using ML techniques for setting job-specific re-
source limits based on resource utilization. SelfTune is orthog-
onal to such cluster management frameworks and solutions —
in fact, we show how SelfTune helps tune the key parameters
of the open-source version of AutoPilot, called Vertical Pod
Autoscaler [8], that is part of Kubernetes, in Section 7.

State-of-the-art RL frameworks, e.g., Microsoft’s Decision
Service [21] are suited for settings where the parameter (“ac-
tion”) space is discrete or categorical, as they rely on “multi-
arm bandit” formulations [20]. Extending these techniques
to multiple numerical parameters results in very large action
spaces which makes it much more challenging to learn (as
we see in Section 7). RL frameworks like SmartChoices [28]
naturally support numerical parameters, but rely on providing
explicit reward separately for each parameter. We, on the other
hand, do not require such disambiguation — our problem for-
mulation, and Bluefin, work with a single reward value (i.e.,
the desired system state objective) for tuning several, possibly
inter-dependent, parameters together.

3 SelfTune Overview

We provide an overview of SelfTune and, using a simple
example, explain how a developer uses it. Then we describe
SelfTune’s main system components and their functions.

3.1 SelfTune Interface
To use SelfTune, a developer augments their cluster man-
ager code in four ways. First, they specify the set of param-
eters SelfTune should tune. Second, they either initialize a
fresh SelfTune instance or connect to an existing one. Third,
they specify at what point in the code and at what frequency
SelfTune should update the values of these parameters. Fi-
nally, they use the current state of the cluster to determine a
reward, which captures the difference between the desired
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state and the current state of the cluster. SelfTune’s algorithm
(in our implementation this is Bluefin) uses this reward to
set the parameter values in the next iteration. One of the
main insights of this work is that the cluster manager already
computes the current state of the cluster, and already has a
notion of the desired state of the cluster. Hence SelfTune
simply piggybacks on existing code to determine the reward,
which is essential for any reinforcement learning platform.
The example in Figure 1 shows how a simple token-based
job scheduler uses SelfTune to tune the frequency with which
it makes scheduling decisions. Using this example, we now
describe the SelfTune-specific additions to code in detail.

1: public const double optLoad = 0.80;
2: // UpdateCycle = new TimeDelta("00:00:05");

3: Config UpdateCycle = new Config("UpdateCycle",

4: 1 Specification "TimeDelta",

5: "00:00:01-00:00:30",

6: "00:00:05");

7: SelfTune st = new SelfTune.Create(UpdateCycle);

8: st.Connect(); 2 Creation

9: // This is the scheduler loop
10: var currentLoad = 0.0;
11: while(1)
12: {
13: if (currentLoad < optLoad)
14: {
15: int numTokens = GenerateTokens(currentLoad);
16: GrantTokensToJobs(numTokens);
17: }

18: Guid callId; 3 Prediction

19: UpdateCycle = st.Predict(callId, "UpdateCycle");

20: sleep(UpdateCycle);

21: currentLoad = CalculateLoad(); 4 Feedback

22: st.SetReward(callId, currentLoad - optLoad);

23: }

Figure 1: Token-based scheduler augmented with SelfTune to
tune the frequency with which its main algorithm runs — the
highlighted lines show the three basic additions for SelfTune.

Specify Tunable Parameters: For each parameter, the de-
veloper specifies its data type, and optionally, initial value, a
range of permissible values, and step-size (e.g., TimeDelta
data type with values in multiples of 5 seconds). Line 3 in
Figure 1 says that SelfTune should tune the UpdateCycle
parameter, which determines the time between consecutive
iterations of the main scheduler loop. Here, the developer has
specified that this parameter can lie between 1 second and 30
seconds. They also specify 5 seconds as its initial value.

The developer has determined that UpdateCycle should
be tuned because if the scheduler waits too long between
iterations, it will not react fast enough to changes in cluster
state, hence causing the cluster resources to be used sub-
optimally. If, on the other hand, the scheduler iterations run

very frequently, the scheduler may react prematurely to ex-
tremely transient changes to system state, thereby causing
sub-optimal resource usage. Note that though this example
shows SelfTune tuning only one parameter, one instance of
SelfTune can tune any number of parameters simultaneously.
Initialize and Connect to SelfTune Instance: Line 7 in Fig-
ure 1 starts a new SelfTune instance. In a cluster-wide deploy-
ment, the developer decides how many instances of SelfTune
to set up. In our WLM deployment, each machine initializes a
separate SelfTune instance. However, if needed, cluster man-
agers can reuse the same instance of SelfTune across various
machines, simply by connecting to an existing SelfTune in-
stance (Line 8).
Get Parameter Values: Lines 11 to 23 show the main sched-
uler loop. Lines 13 to 17 capture the main algorithm of the
scheduler. The developer measures the current cluster state as
currentLoad (set to 0 in Line 10 and updated by the function
CalculateLoad() in Line 21). The developer states the de-
sired cluster state, i.e. optLoad, in Line 1. If the current load
of the system currentLoad is less than the specified optimal
load optLoad, it generates a number of tokens proportional to
the difference between the optimal load and the current load.

After this, in Line 19, the scheduler invokes SelfTune’s
Predict function to determine the value of UpdateCycle,
and sleeps for UpdateCycle seconds. Without SelfTune, the
scheduler loop would have slept for a fixed value of 5 seconds,
as the commented Line 2 shows.
Set Reward Function: SelfTune needs the developer to spec-
ify a domain-specific function to determine the outcome of
tuning the specified parameters. Note that the developer’s
code already defined both optLoad and currentLoad since
the core scheduling algorithm uses them both. The developer
reuses this pre-existing code: in Line 22, the developer in-
puts the difference between currentLoad and optLoad to
SelfTune’s SetReward function as the reward value.

Every reward is a result of a certain set of parameter
values. So, the code associates the calls to Predict and
SetReward using the same callId. The Data Collector
stores this information for later use (details in Section 3.2).

3.2 SelfTune Components
We now describe the different components SelfTune needs
to support the functions in Section 3.1. Figure 2 depicts the
four main components: the Client API (which supports the
Predict and SetReward functions), the Learning Engine,
the Data Collector, and the Reward Tracker. Appendix A
discusses the specifics of the client API. We describe the rest
of the components here.
Learning Engine: The learning engine implements the neces-
sary optimization algorithms such as Bluefin. While SelfTune
primarily uses Bluefin, the framework itself is generic and
can therefore include other algorithms, e.g., Azure Decision
Service’s Contextual Bandits.
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Figure 2: SelfTune architecture. The cluster manager interacts
with the SelfTune server via client API. The learning happens
on the server side, and it is transparent to the cluster manager.

Section 4 describes Bluefin algorithm that uses a variant of
gradient descent. It determines the next value of the parameter
based on how the cluster reacted to past parameter choices.
For instance, in the example explained in Figure 1, Bluefin
observes past values of UpdateCycle and the corresponding
reward, and then determines the next value with the objective
of getting the load as close as possible to optLoad.

Data Collector: The data collector is a background service
that maintains the history of all parameter values and the
corresponding reward for each SelfTune instance. In the ex-
ample of Figure 1, whenever the client code makes a call to
Predict and a subsequent call to SetReward, the data
collector associates the parameter values and reward using
the callId and stores this as the tuple (callId,a,r) where a
is the value for UpdateCycle that the client code obtained by
calling Predict() and r is the resulting reward. The learn-
ing engine uses this data to set future parameter values as
described in Section 4. The data collector also stores refer-
ences to each SelfTune instance so that cluster managers can
lookup existing SelfTune instances and connect to them. In
our SelfTune implementation, since we use the Bluefin algo-
rithm (Algorithm 1), the space requirement for Data Collector
is negligible — it needs to persist only one (callId,a,r)
tuple (the most recent), per SelfTune instance (see Section 5).

Reward Tracker: In practical settings, the reward computa-
tion may have to happen asynchronously off the critical path;
there may not be a natural place in the main control flow to
call SetReward, unlike in the example of Figure 1. In fact,
the actual implementation of WLM discussed in Section 5 is
such a setting. To facilitate this scenario, SelfTune supports
another background service, called the Reward Tracker, which
computes rewards periodically, at a frequency determined by
the developer, and pushes the values to the data collector.

4 The Bluefin Algorithm

This section describes the Bluefin algorithm used by
SelfTune’s learning engine. We first define a “round”, that is
essential to explaining the algorithm. Next, we describe two
characteristics essential for making SelfTune generic as well
as lightweight. Finally, we describe the algorithm in detail
and explain how it achieves both the essential characteristics.

Definition of a round: Standard reinforcement learning
(RL) proceeds sequentially in “rounds” between the learning
engine and the system whose parameters are tuned. We define
a round in the context of tuning deployed systems as the du-
ration for which the system executes with a particular set of
parameter values as returned by the calls to Predict. The
client code terminates a round when it calls SetReward.
In Figure 1’s example, the developer may introduce an if
statement around Line 22, checking the last time the reward
was set, and setting the reward only if more than a day has
passed since. In this case, each day constitutes a round. Alter-
natively, the developer may share the same SelfTune instance
across multiple machines and call SetReward only after all
machines have had a chance to call Predict; here, a round
completes only when all machines have called Predict.

Characteristic 1: Bluefin uses One-point Feedback. Clus-
ter state is the result of a complex combination of parameter
values and external factors such as sudden bursts in work-
loads and time-of-day effects. Therefore, the reward, which is
a function of the cluster state, also changes with time. Model-
ing this behavior using a fixed function is extremely difficult,
if not impossible.

Bluefin (like any other RL approach) uses rewards only
at the parameter values that the cluster manager obtains by
calling Predict. It does not assume any other information
about the inherent, unknown function that determines the re-
ward. In other words, following standard practice in RL litera-
ture [21,56], Bluefin assumes only bandit-feedback or zeroth-
order access to the reward function. This constraint is referred
to as “one-point feedback” [35], as against multi-point feed-
back [22] in learning theory. Techniques such as Bayesian
Optimization, branch-and-bound heuristics [30], and genetic
algorithms [46, Chapter 1.6] need to compute the reward for
multiple parameter values that may not have been deployed
in the system. Hence they need a model to represent the po-
tentially complex and unknown reward function. Thus, these
techniques are much more suited to offline tuning than to
our setting of tuning in deployment to optimize cumulative
time-varying rewards.

Characteristic 2: Bluefin has Low Sample Complexity and
Low Engineering Overhead. Our goal is to reach the op-
timal parameters that maximize the cumulative reward over
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time. The metric of efficiency is sample complexity, i.e., the
number of rounds it takes to converge to the optimal values.
Each round can be very resource-intensive (as we discovered
in SelfTune’s deployment on WLM, explained in Section 5),
so the fewer the number of rounds the less the overhead of the
parameter tuning framework itself. SelfTune reduces the en-
gineering overhead and makes tuning highly sample efficient
by letting developers statically identify suitable “scopes” for
tuning. That is, rather than learning a single global model to
account for all the complex behaviors of the underlying sys-
tem being tuned, it allows developers to instantiate a SelfTune
instance per scope (e.g., WLM uses machine as the scope, in
Section 5). Each instance executes Bluefin to learn optimal
parameters within its scope, thereby solving a relatively eas-
ier problem. Second, Bluefin algorithm (in each SelfTune
instance) can be thought of as learning a model of size equal
to the number of parameters tuned, unlike standard RL tech-
niques that use sophisticated models with orders of magnitude
more parameters to capture system states and behaviors. Thus,
both the sample and the engineering complexities of Bluefin
is much lower than the standard RL approaches.

Algorithm: We first define a few terms used to explain the
algorithm. Say the developer wants to tune m parameters. In
each round, the cluster manager receives an m-dimensional
vector a(t) when it calls Predict, and as a result of setting
these values, it measures cluster state and reports back a re-
ward value rt(.) : a(t) 7→ R. SelfTune then uses this reward to
update the parameter values.

Algorithm 1 presents the core function of Bluefin, which
leverages ideas from the rigorously-studied derivative-free
online optimization [35, 52] in the machine learning theory
community. There are two key challenges in our tuning setting.
First, if we know the exact reward function, rt , then we can
apply the standard online gradient descent techniques [69].
However, in a deployed cluster, we do not have any infor-
mation on rt other than the one-point black-box access to
it. Second, standard gradient-descent style updates are de-
rived for real-valued parameters. However, cluster manager
parameters can be discrete as well as real-valued.

To tackle the two challenges, we leverage the derivative-
free optimization ideas studied in learning theory [35, 52].
They showed that we can reliably estimate the gradient of
the black-box reward function by randomly perturbing the
parameters once, albeit under some assumptions on the func-
tion. In particular, the theory requires that the problem be
continuous, i.e., parameters are all real-valued. In practice,
we often have to tune discrete-valued parameters. To this end,
Bluefin introduces a function g, which it appropriately defines
during the Create call, to map the real-valued parameters
and the generic data-types that can be deployed in the sys-
tem. In other words, Bluefin executes the well-studied online
gradient descent updates in a suitably transformed parameter
space. We discuss the details next.

Algorithm 1 Online tuning of parameters in SelfTune

1: procedure Bluefin (radius δ > 0, learning rate η > 0)
2: Initialize the parameters w(0) ∈ Rm // Create
3: Initialize g(·) // Create
4: for t = 0,1,2, . . . do
5: Uniformly sample u ∈ Rm from {u : ∥u∥2 = 1}.
6: Compute perturbed parameters w̃(t) := w(t)+δu
7: Client receives perturbed decisions a(t) := g(w̃(t))

// Predict calls
8: Receive feedback r(t) := rt(a(t)) ∈ R //
SetReward

9: Do “one-point” gradient-ascent update (to maxi-
mize the reward): w(t+1)← w(t)+ 1

δ
·η · r(t) ·u

Initialization (Line 2). The algorithm works with a real-
valued parameter vector w ∈Rm, where m is the total number
of parameters to tune. If the developer does not give an initial
value for parameter i, the algorithm samples wi uniformly at
random from the specified range (suitably scaled, see below).
If the developer has not provided a range, it initializes wi to 0.

Defining g (Line 3). If the developer specified a step-size,
g appropriately scales the corresponding components of w.
For instance, if the developer specifies that the ith param-
eter is an integer that needs to have a step-size of 5, then
g(wi) = 5 ∗ round(wi), where wi is the real value that the
algorithm manipulates, and round is the round-to-the-nearest-
integer function. Similarly, if the developer specified range
constraints on the parameter, then g appropriately projects wi
to lie within the specified bounds. Predict applies the g
function before returning the parameter values, as in Line 7
of the Algorithm.

Update parameters (Lines 5, 6, 9). To update w, we use the
technique of [35], where we estimate the gradient of rt with
respect to w(t) by a random perturbation of w(t). Line 6 effec-
tively samples a vector w̃(t) from the hyper-sphere centered at
w(t) with a radius δ (input to the algorithm, appropriately set
as discussed below). Line 9 computes a gradient-ascent style
update (to maximize the cumulative reward) in the direction of
the random vector u scaled appropriately by the learning rate
η, and the observed reward value rt at the perturbed vector.
In some cases, such as in simulation settings, one may be
able to perturb the vector more than once and make reward
measurements. It turns out that with just two-point feedback,
we can get a very accurate estimate of the gradient (in lieu of
Line 9) as noted in the following remark.

Remark 1 (“Two-point feedback”). The accuracy of gradient
estimation, and in turn the sample complexity of Algorithm 1,
can be further improved [57] in settings (e.g., simulations in
Section 6) where it is possible to obtain reward rt(·) at two
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different a values. In that case, the gradient estimator in Line
9 of Algorithm 1 can be replaced with:

w(t+1)← w(t)+η
1
2δ

(
r(g(w(t)+δu))− r(g(w(t)−δu))

)
u

Setting radius δ, learning rate η. In general, choosing a
single real number δ can be tricky especially when the pa-
rameters have different scales. But, decoupling the deployed
parameters a (that may have very different scales) from the
weights w (that are in a normalized scale) via g(·) mitigates
this issue in practice. Given ∥w(t)∥2 = O(1) and ∥u∥2 = 1, we
set δ = O(1) and η = O(δ2), so that w(t+1) retains the scale
after the update in Line 9 of Algorithm 1.

5 Large-scale Workload Scheduling System

In this section, we describe our experiences deploying
SelfTune with WLM (short for “workload manager”), the
background task scheduler for Substrate, a large data man-
agement engine used by many of Microsoft’s services. We
first describe Substrate and WLM, and then the deployment
of SelfTune with WLM, and finally present evaluation.

5.1 Substrate

Substrate is a large-scale data management engine at Mi-
crosoft which hosts data for several of Microsoft’s enterprise
services such as Exchange Online, an enterprise email service,
and SharePoint, an online collaboration platform. Substrate
stores data in a local database on each machine. Substrate
runs upon hundreds of thousands of machines worldwide and
hosts billions of data items.

In Substrate, compute and storage are tightly coupled. Each
machine runs many user-facing tasks, such as reading emails,
writing documents, and searching through data. These tasks
are latency-sensitive and need to complete within a few mil-
liseconds. Simultaneously, Substrate runs a vast range of
background tasks on the same machines such as data index-
ing, data analytics, machine learning, and data defragmenta-
tion. More than 70% of all tasks that run on Substrate are
background tasks. An example background task analyses a
customer’s mailbox to provide daily to-do lists [10]. Most
tasks are defined to finish very quickly (e.g., process one
mailbox and return), in the order of a few seconds.

5.2 WLM

To ensure that background tasks do not interfere with user-
facing tasks, Substrate uses a background task scheduler
called WLM which regulates these tasks’ access to disk,2

CPU, memory, and network on that machine. WLM contin-
uously polls the background task queues, granting the tasks

2majority of Substrate data is hosted on cost-effective HDD media

Figure 3: WLM service architecture.

access to resources when permissible (to ensure high through-
put), while trying to keep resource utilization on the machine
within a specified range (to ensure room for user-facing tasks).

Figure 3 depicts WLM’s scheduling algorithm. WLM’s
resource monitor continuously tracks CPU, disk, network,
and memory usage (IO latency for disk, utilization % for
CPU and memory, and a function of bandwidth utilization
and ping losses for network). For each resource, developers
specify a lower and a higher usage threshold. If the resource’s
utilization is under the lower threshold, the resource is said to
be under-utilized. Similarly, if the resource’s utilization is over
the higher threshold, WLM considers it to be over-utilized.

Configuring WLM: Every few seconds, determined by a
configuration parameter called RefreshCycle,WLM updates
a state variable called MaxConcurrency. MaxConcurrency
determines the maximum number of background tasks that
can run on a machine simultaneously. WLM operates an
Additive Increase, Multiplicative Decrease (AIMD) algo-
rithm to determine MaxConcurrency: every RefreshCycle
seconds, it determines resource usage. If all four resources
are under-utilized, WLM increments MaxConcurrency by 1.
Even if even one of the resources is over-utilized, WLM cuts
MaxConcurrency to half its current value. For instance, the
developer may set the higher threshold for CPU usage to
60%, the idea being to reserve 40% for the more important
user-facing tasks. If WLM observes that background tasks are
using more than 60% CPU, it decreases MaxConcurrency to
half the current value, thereby going into a mode of rejecting
tasks until the usage comes down sufficiently. WLM thus grad-
ually schedules more tasks and increases resource utilization,
while also checking that no resource is over-utilized.

The ideal value of RefreshCycle depends on machine
type and workload characteristics. A less powerful ma-
chine might benefit from a larger RefreshCycle. A smaller
value of RefreshCycle may help machines with vari-
able workloads. In the absence of an automated tun-
ing framework, WLM’s developers have set up different
versions of this parameter such as CPU-RefreshCycle,
machine-type-A-RefreshCycle, etc. to control it in dif-
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ferent contexts. This approach increases the number of con-
figuration parameters, hence management overhead, as well
as the developer burden to continuously check cluster state in
these various contexts and manually tweak parameters.

Our deployment of SelfTune automatically and con-
tinuously tunes only one configuration parameter –
RefreshCycle – for every machine independently, which
is the scope identified by the domain experts. Developers
can now stop using the context-specific RefreshCycle
parameters, and also stop the continuous manual monitoring
of the parameter value and its effect on cluster state.

Performance metrics: WLM measures its performance us-
ing two metrics, and hence SelfTune uses either one of these
as its reward metric. The first, called a resource’s Healthy
Utilization Percent (HUP), measures the fraction of time the
resource is neither over-utilized nor under-utilized. The ideal
value of HUP is 1. WLM usually calculates HUP for every
hour and for every resource.

The second metric, grant ratio (GR), measures the ratio
of the total number of tasks that WLM runs in a given time-
period to the total number of tasks that were submitted to it
in the same time-period. A grant-ratio of 1 implies that WLM
did not reject any task. Thus ideally, WLM needs to drive the
cluster to have HUP=1 and GR=1. We use the same metrics,
aggregated over a day, as the reward function for SelfTune in
our deployments.

While these are the two primary metrics that WLM directly
exerts influence over, there are other workload-specific met-
rics, that are outside the scope of WLM, instrumented by the
teams who rely on the scheduler. For instance, background
task developers use a higher-level metric, i.e., background
task throughput, to determine how promptly WLM schedules
their tasks. This is measured as the total number of back-
ground tasks successfully completed within one day. While
SelfTune does not use this as a reward metric, we use this
metric to determine if SelfTune does indeed help improve the
efficiency of the system (Section 5.3).

Integrating SelfTune: We integrate SelfTune with WLM
to tune RefreshCycle separately for every machine. While
the WLM code-base consists of tens of thousands of lines
of code, we required less than 50 lines of code to inte-
grate SelfTune, most of which is replacing parameter usage
with Predict, and setting up the Reward Tracker service
(to invoke SetReward asynchronously, as discussed in Sec-
tion 3.2) with the appropriate reward function.

We look at aggregate metrics over a subset of machines for
a month to set the scale of δ (which helps exploration) and η

appropriately. We find that a single, fixed choice of δ and η

works across clusters; we do not shrink these parameters to
0 with increasing iterations, which is needed in theory. This
helps prevent stagnation when tuning in deployment.

Minimal overhead of running SelfTune: Each Substrate
machine runs its own local SelfTune (i.e., its component ser-
vices) instance; so Predict calls (executing Steps 5 and
6 of Bluefin) are just like any other local function calls in
the WLM code-base. Parameter updates (Step 9 of Bluefin)
are extremely light (at most 5 FLOPS) and are made once
a day when the reward arrives. To enable debugging, the
Data Collector (introduced in Section 3) persists a history
of (callId,a,r) tuples from the previous 30 days; this takes
at most a few hundred KBs space per instance in produc-
tion. Overall, there is minimal overhead to operationalizing
SelfTune in production, in terms of both compute and space.

We enable parameter tuning with SelfTune on individual
production servers via flights, a mechanism used for gradually
deploying any code change in production. Deployment starts
with a few hundred servers, and then slowly expands to more
servers. This helps us perform controlled experiments.

5.3 Evaluation
In this section, we first describe our evaluation methodology.
Then, we describe our experiments and results.

Evaluation Methodology: A significant challenge we
faced while evaluating SelfTune is that resource HUP varies
widely week over week in Substrate. Figure 4 shows the disk
HUP over six weeks in Aug-Sep 2021 for two randomly cho-
sen machine sets in a representative cluster in South America
consisting of 450 servers. The sets contained 225 machines
each, and were completely disjoint. The figure shows that, for
the same machine set, utilization changes significantly from
one week to the next. Hence we cannot evaluate the efficacy
of SelfTune simply by observing HUP on the machine set
before deploying SelfTune, and comparing it to HUP after
deploying SelfTune. However, we also observe that the distri-
butions of disk HUP computed on the two disjoint machine
sets are very similar (e.g., relative difference between HUP
P50 percentiles of the two sets was ≤ 0.5% for all weeks).
Therefore, to evaluate SelfTune, we deploy it on one machine
set, called the Treatment Group, and compare this machine
set’s HUP values after deployment to the HUP values on the
other machine set within the same cluster, which is the Con-
trol Group. Similarly, we evaluate grant ratios across the two
groups (for the same duration, the relative difference between
GR P50 percentiles of the two sets was ≤ 3.0%).

Results: We ran three large-scale experiments to evaluate
SelfTune. We chose three clusters with sub-optimal values
of resource HUP and GR: (1) We chose Cluster 1 because,
despite being under-utilized (and thus having low values of
HUP), it also had low GR. Developers were submitting back-
ground tasks to WLM but a significant fraction of them were
surprisingly getting rejected despite low resource utilization.
Developers thus reported a trouble-ticket for Cluster 1, and
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Cluster Control Treatment Experiment Reward Metric Improvement RefreshCycle
Size Size Duration HUP GR Value (minutes)

P25 P50 P75 P25 P50 P75 P25 P50 P75

1 144 144 July 1–July 30 GR SI SI SI 214% 178% 169% 5.05 6.00 6.08
2 1000 1000 Aug 25–Oct 12 GR SI SI SI 34% 37% 25% 5.02 10.19 15.11
3 1950 1950 Oct 11–Nov 17 (CPU) HUP 2% 1% 3% 18% 18% 20% 0.016 0.043 0.071

Table 2: SelfTune experiment details, resulting performance improvement (SI=Statistically Insignificant) & RefreshCycle values.

Figure 4: Disk HUP for a cluster in South America (of 450
servers) during Aug-Sep 2021: The (normalized) percentiles
drift across weeks (1%− 32%) significantly; but they vary
much less (1%−2%) across the two disjoint server sets.

this made it a good candidate for SelfTune. (2) Cluster 2,
with predominantly disk-intensive workloads, faced heavy
disk throttling and consequently had poor GR. (3) Cluster 3,
with predominantly CPU-intensive workloads, had low CPU
HUP (CPUs were mostly in the over-utilized state), and conse-
quently, low GR (recall that the CPU MaxConcurrency will
quickly drop to 1, when it is in an over-utilized state for a
short amount of time).

Our objective was to see if SelfTune, by tuning
RefreshCycle on each machine in the cluster, could improve
GR for Cluster 1 and Cluster 2, and CPU HUP for Cluster 3.
Thus, in Cluster 1 and Cluster 2, we set up SelfTune with the
Grant Ratio (GR measured over a period of one day) as the re-
ward metric. For Cluster 3, we set up SelfTune with CPU HUP
as the reward. In Cluster 1, we initialized RefreshCycle to
20 minutes since it was the default value used for the cluster.
For Cluster 2 and Cluster 3, we initialized RefreshCycle to
the default value of 6 seconds that was already in use.

(1) SelfTune improves utilization metrics in all three clus-
ters significantly. Table 2 describes the duration of the experi-
ments, sizes of the control group and treatment group, and the
impact on the performance metrics using SelfTune. In particu-
lar, for each cluster, it shows the improvements in the resource
HUP and the GR metrics. Given confidentiality requirements,
we are unable to present absolute numbers, but present the
percentage improvements. Since SelfTune separately tunes
RefreshCycle on every machine, we present improvement
in utilization in terms of 25th%-ile (P25), 50%-ile and 75%-
ile of metric values across all machines in the treatment group
relative to the corresponding percentile values in the control

group (during the deployment period). For all the results, we
ensure statistical significance using the standard t-test, at a
p-value of 0.05.

From Table 2, we observe significant improvements in GR,
between 18% and 178% improvement in the median, across
all three clusters. We see drastic improvements in the GR met-
ric in Cluster 1, chiefly due to the sub-optimal and obsolete
choice of RefreshCycle value used in this cluster (reflected
in the Control Group). In Cluster 3, where SelfTune employed
CPU HUP as the reward, the improvement in the median CPU
HUP was around 2% (also see Figure 5 that shows relative
values for confidentiality reasons). Even though the improve-
ment in HUP is small (2%–3%), it is statistically significant;
importantly, even a 2% improvement in the median HUP im-
plies several minutes to an hour of better resource utilization
per machine per day for at least 50% of the machine-days in
the cluster. The actual impact is magnified manyfolds by the
number of machines in the cluster over weeks and months.
Furthermore, the small improvement in HUP led to significant
improvements (18%–20%) in the GR metric.

(2) SelfTune has to tune RefreshCycle separately and
continuously for each cluster. Table 2 gives the P25, P50 and
P75 values of RefreshCycle that SelfTune converged to in
each cluster. We find that Cluster 1’s RefreshCycle values
converged to a median value of about 6 minutes, Cluster 2’s
median value was about 10 minutes, whereas Cluster 3’s me-
dian value was much lower, i.e., 2.6 seconds. Additionally,
in some cases, there is a significant spread of converged val-
ues within a cluster, as the P25 and P75 values show. Such
differences in the ideal values of RefreshCycle are due to
various reasons, such as varying workload characteristics and
provisioned hardware even within the same cluster. Moreover,
these workload and hardware characteristics also change with
time, which means SelfTune should continuously run on every
cluster for WLM to be able to react appropriately and quickly
to such changes. Figures 11, 12, and 13 in Appendix B show
how RefreshCycle converges differently for the three clus-
ters over the course of deployment duration.

(3) SelfTune significantly improves background task
throughput. SelfTune uses either resource HUP or GR as
reward metrics since WLM already calculates these met-
rics. Ultimately, however, background task developers want a
high background task throughput. We therefore evaluate how
SelfTune improves this metric. Figure 6 shows the improve-
ment in the task throughput when SelfTune was enabled in the
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Figure 5: Both HUP (CPU) and GR (weekly P50 values) are
significantly better after SelfTune was enabled in Cluster 3,
with a 1% to 3% relative improvement over the control set in
utilization and a 12% to 34% improvement in GR.

Figure 6: Background task throughput (normalized w.r.t. Jan
21st) clearly improved when SelfTune was enabled.

first week of Jan 2022, in a random half of a 750-machine clus-
ter in the Asia-Pacific region. Before we enabled SelfTune,
the throughput of both control and treatment groups were
similar. Once enabled, SelfTune improves the background
task throughput by as much as 17%. We disabled SelfTune
on Jan 21, and the treatment group’s throughput went back to
being the same as that of the control group. This shows that by
improving resource HUP and/or GR, SelfTune significantly
improves the background task throughput as well.

Since SelfTune has shown significant improvements in
multiple metrics in our experiments, starting January 2022,
we have enabled SelfTune in all Substrate clusters in North
America, consisting of tens of thousands of machines.

6 Serverless Scheduling in the Cloud

Customers are increasingly using serverless computing, or
“Functions as a Service” (FaaS), for deploying applications
on the cloud [1, 3–5]. Previous work has proposed informed
resource management strategies to use cluster resources ef-
ficiently for FaaS applications [54]. We evaluated SelfTune
with this work and observed significantly improved resource
usage with minimal to no performance loss. This section

describes the problem, experiments, and results.

6.1 FaaS Resource Usage
Cloud providers charge FaaS-based applications for the num-
ber of functions executed, and not for the resources that the
applications use. Hence, to maximize their benefit, providers
seek to offer good function performance to customers with
the least resources assigned to run the customers’ functions.

To achieve good function performance, the provider should
load the customer’s application into memory before the cus-
tomer invokes the function (warm start), as opposed to load-
ing it from persistent storage only after the customer invokes
the function (cold start). However, keeping all applications
in memory at all times is prohibitively expensive. Ideally,
the provider should pre-load the customer code just before
the function is invoked. This approach will minimize the re-
sources that the provider assigns to this application and yet
provide good performance.

To achieve this, Shahrad et al. [54] have proposed a pol-
icy that predicts two key parameters for a FaaS platform: 1)
prewarm: The time the policy waits, since the last execution,
before it loads the application image expecting the next func-
tion invocation. A large value of prewarm reduces resource
usage but may cause cold starts. 2) keepalive: The time
for which an application is kept in memory after it has been
loaded in memory. A larger keepalive can reduce cold starts
but will also waste resources. Therefore, the challenge is to
predict suitable values of prewarm and keepalive that will
provide good function performance and, at the same time,
reduce resources used.

To determine these parameters, Shahrad et al. maintain
a histogram of time between function invocations for each
application, called the Idle Time (IT) histogram. Based on
an empirical study, they suggest using keepalive = 99th
percentile3 and prewarm= 5th percentile of the IT values in
the histogram for all applications.

6.2 Evaluation Setup and Goals
We hypothesize that it may be sub-optimal to set prewarm and
keepalive to the same value for all applications. Moreover,
the IT histogram can change with time, and therefore these
parameters should be set not once, but periodically. In this
section, we seek answers to the following two questions:
1. Per-application Tuning: Can SelfTune set prewarm and
keepalive for each application (i.e., use application as the
scope for SelfTune instance) based on its invocation pat-
terns, to achieve a better performance trade-off for the cloud
provider? (Section 6.3)
2. Time-varying Tuning: Can SelfTune periodically tune
these parameters to improve the trade-off, as the invocation
patterns could change over time? (Section 6.4)

3henceforth, we write keepalive= 99, dropping the percentile
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Simulation setup: We use the Python-based simulator used
in [54] which replays real function invocation traces (obtained
from Azure as described in Sections 6.3 and 6.4), and infers
if each invocation creates a warm or cold start. The simulator
also keeps track of when each application image is loaded in
order to aggregate the wasted memory time for the application
(i.e., the time the image is kept in memory without execut-
ing any functions). Following [54], we simulate (a) function
execution times equal to 0 to quantify the worst-case wasted
resource time, and (b) all applications use the same amount
of memory (as memory data is only partially available).
Performance metrics: We focus on two metrics, following
the analysis presented in [54]: (i) distribution (in particular,
P75) of percentage of cold start invocations per application
(i.e., what fraction of invocations of the app during the time
period were cold starts), and (ii) wasted memory time (as
defined above). We normalize (ii) w.r.t. a baseline policy of
using no prewarm and a fixed 10-minute keepalive (abso-
lute value, unlike the percentile values used throughout this
section). We use the same metrics as reward for SelfTune.

6.3 Per-application Tuning

Figure 7: Performance of the VM management policy [54]
on AzureFaaS data: (left) sweep of prewarm and keepalive,
fixed for all apps; circled dots are the choices recommended
in [54]; (right) with SelfTune for tuning the two parameters
for each app, and memory wastage as reward; the dots are the
starting points for SelfTune, and the corresponding crosses
indicate the performance at convergence.

To answer the first question, we use the AzureFaaS
dataset [2] consisting of 14 days of function invocation traces
for about 22,000 applications running on Azure Functions.

Optimal global parameters: We first obtain the pareto-
optimal trade-off frontier for the two parameters when they
are fixed to the same value for all applications. To obtain this
frontier, we did a simple grid-search with 7 keepalive values
(100, 99, 97, 95, 90, 85, 80) and 5 prewarm values (1, 5, 10,
15, 20), i.e., we ran 35 simulations which took under three
hours on a standard 64-core machine for this dataset (obviat-
ing the need for clever optimization/search algorithms). Fig-

ure 7 (left) plots normalized wasted memory time vs P75 app
cold start percent. We see that one metric improves at the ex-
pense of the other metric, for various choices of prewarm and
keepalive parameters. Our findings here align with [54], and
the choices circled in black are indeed their recommendations:
prewarm= 5, and keepalive= 99 that favors cold starts; or
keepalive= 95 that reduces memory wastage by 15% at a
small cost (< 9%) of cold starts, relative to keepalive= 99.

Optimal application-specific parameters: Doing a grid-
search to determine application-specific parameters is very
expensive since there are tens of thousands of applications.
So we leverage SelfTune to determine per-application val-
ues of keepalive and prewarm. On one week of data, every
time a function is invoked in the trace, we call Predict
to determine the values of keepalive and prewarm for the
application. The reward metric used is either wasted memory
time or number of cold starts. We then evaluate the converged
per-application parameter values on the second week of data.

Figure 7 (right) plots wasted memory time vs cold start
percent when using SelfTune. We first observe that SelfTune,
with memory wastage as the reward, reduces memory wastage
by nearly 10% relative to the fixed optimal global choices
(indicated in circled dots on both the right and left plots)
without worsening cold starts. Second, application-specific
tuning yields strictly better choices than the global frontier —
the crosses (corresponding to the converged parameters) lie
below the dots (initial values). We made similar observations
when we used number of cold starts as the reward.

Figure 8: CDF of app-wise reduction in the cost metrics rel-
ative to the best global policy (circled in Figure 7) achieved
via SelfTune on AzureFaaS. All improvements come from ≲
20% of the apps (axis curtailed for clarity).

Figure 8 shows that the overall cost reduction
with SelfTune can be attributed to less than 20% of
the apps. SelfTune is able to exploit the behavior of a
fraction of apps to find better choices of parameter values,
while for the other apps, the default global policy parameters
already work quite well.

6.4 Time-varying Tuning

To answer the second question, i.e., whether SelfTune’s peri-
odic parameter tuning helps reduce resource usage over time,
we collected a much larger set of traces from the Azure FaaS
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infrastructure between July 15 and Oct 31, 2019 and used
them to drive the simulator. As in the previous section, in this
large-scale study, we divide the traces into pairs of consecu-
tive weeks, use SelfTune to tune parameters per-application
on the first week, and evaluate the impact on the second week.
Since we use 14 weeks of data, we have 7 such pairs.

Figure 9: Performance of VM management policy [54] with
app-specific tuning of parameters via SelfTune on the large
Azure dataset: SelfTune is consistently superior or competi-
tive w.r.t. the baselines along both the metrics, across weeks.

Figure 10: Distribution of differences in converged values, for
the two parameters, over 3 months. SelfTune picked signifi-
cantly different values in October vs. August, for over 25%
apps, reflecting the temporal shift in the invocation patterns.

Figure 9 shows the value of P75 application cold starts
and normalized wasted memory time with SelfTune and three
baselines. We have included a baseline policy that achieves the
best possible cold starts (prewarm = 0, keepalive = 100)
for calibration. For SelfTune, we use multiple initial values
as in Figure 7, and pick the best results obtained. Relative
to the keepalive= 95 policy, on average, SelfTune reduces
the cold starts by 5%, while incurring a 2.1% larger mem-
ory wastage. Also, relative to the keepalive = 99 policy,
SelfTune yields 12.5% less memory wastage for a small
(0.5%) increase in cold starts.

Figure 10 shows how SelfTune changes parameter values
(for a random subset of apps) in October compared to Au-
gust. SelfTune picks significantly different values, up to 300%
relative change, for over 25% of the applications. This under-

scores the importance of continuously tuning the parameters.

7 Container Rightsizing

In this section, we show how SelfTune can be integrated with
microservices architecture and Kubernetes to improve (a) clus-
ter resource utilization, and (b) tail latencies of microservices-
based cloud applications. We also present comparisons with
BO and RL techniques.
Simulation setup: We use the social networking application
in the DeathStar microservices benchmark [36]. We set up a
cluster with 4 servers, each with 24 cores, 40GB of memory
and 250GB of disk space. We restrict monitoring services to
one server to avoid interference and deploy the microservices
on the other three servers based on the functionality (e.g.,
all backend microservices are on one server). We simulate a
diurnal workload, with short traffic bursts. Following [58], the
workload generator [16] issues GET (read timeline), POST
(create new post) requests continuously for 15 minutes at 500
requests per second, in the ratio 9 (GET):1 (POST).
Configuration parameters: We tune two types of parame-
ters: (i) the first 4 CPU-related parameters listed in Table 1
for the Kubernetes VPA (Vertical Pod Autoscaler) [8], which
impact the efficiency of autoscaling and throughput, and (ii)
about 85 key numerical configuration parameters (2–5 param-
eters per microservice) for the 28 microservices in DeathStar
(as identified in [58]), which impact the application latency.
Compared methods: We compare SelfTune’s Bluefin with
three standard techniques: (i) Bayesian Optimization — the
Gaussian Process (GP) method [25], implemented in [15],
and used in [23, 58, 66], (ii) Contextual Bandits [26] RL tech-
nique — the ε-greedy algorithm implemented in [19], and
used in [20, 21], and (iii) Deep Deterministic Policy Gradi-
ent (DDPG) [41], a popular deep RL technique for continuous
action spaces used by prior works to tune system parame-
ters [49,67]. For all the experiments, we initialize Bluefin and
BO (GP) with the default parameter values as well as ran-
dom values, and report the best results. We note that, in this
scenario, the initialization does not have a significant effect
on the algorithms’ convergence. For both the algorithms, the
difference in performances yielded by the best configurations
obtained with either initialization is around 2%–4%. Each
15-minute peak workload constitutes a sample (a round). We
fix a budget of 50 samples for all the methods for fair com-
parison. We configure the ε-greedy and DDPG algorithms to
explore for the first 25 rounds and then exploit for 25 rounds.

7.1 Results
Optimizing throughput: We now demonstrate the signif-
icance of tuning Kubernetes VPA parameters. We set up a
barebones version of DeathStar application, where Nginx
microservice with two replicas serves static content for the
GET requests. We use one of the servers in the cluster as
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Metric Bluefin BO (GP) ε-greedy DDPG

Throughput % 86.1 ± 2.2 83.9 ± 3.1 71.2 ± 4.3 73.4 ± 5.4
# Samples 12 14 13 50

Table 3: Tuning key parameters of Kubernetes VPA.

the controller node and another as the worker node [7]. As
the requests are light-weight, we ramp the workload up to
10000 rps, and see how quickly Kubernetes autoscales to
catch up with the workload. In general, it has been found
that default configuration for the Kubernetes VPA can hurt
system performance [17]. For instance, with the default value
of recommendation-margin-fraction = 0.15, Kubernetes
will add a margin of 0.15 * computed CPU recommendation
to allow the container to adapt to sudden changes in the work-
load. This ramp up can be quite slow at such high workloads.
On the other hand, setting the parameter to a very large value
might help quickly catch up with the heavy workload, but will
lead to severe resource wastage once the peak dies.

A natural question is if we can tune the VPA param-
eters (the CPU parameters from Table 1) to help im-
prove resource utilization. We use the throughput attained
(over the 15-minute peak workload), with a penalty on
the cpu-histogram-decay-half-life value as the reward
function, to minimize wastage during off-peak hours.

Table 3 shows the best throughput achieved (mean and
std. dev. over 5 deployments of the best parameters) and
the number of samples needed by each of the methods to
attain the best value. We find both BO and Bluefin con-
verge, fairly quickly, yielding over 75% better throughput
relative to the default configuration; Bluefin achieves the
best throughput overall (statistically significant), an abso-
lute improvement of 2.2% compared to BO. At conver-
gence, Bluefin sets recommendation-margin-fraction to
1.5, and pod-recommendation-min-cpu to 850 millicores
(see Table 1). This helps Kubernetes auto-scale the containers
sufficiently quickly (compared to the default values of 0.15
and 250 millicores respectively) and serve the peak work-
load of 10000 rps. At the same time, Bluefin (and the other
methods) converges to a small value (about 45 seconds) of
cpu-histogram-decay-half-life, which is ideal for short
bursts of workloads: Kubernetes evicts the worker containers
right after the peak, thereby freeing up resources.

In what follows, we show how we can also tune the config-
uration parameters of microservices (running in containers)
themselves, in order to improve application latency.

Optimizing tail latency: Microservices that are deployed
in containers have multiple configuration parameters [9, 11–
13, 18] that influence their performance. For instance, the
number of threads of performance-critical microservices (e.g.,
compose-post-service in DeathStar) is known to significantly
improve latency [58, 59]. We tuned 85 key numerical param-

Metric Bluefin BO (GP) ε-greedy DDPG

P95 latency (ms) 19.5 19.9 20.0 20.2
# Samples 8 41 30 50

P50 iter. cost (ms) 20.5 23.3 29.2 20.6
P75 iter. cost (ms) 21.1 33.0 33.2 22.1
P95 iter. cost (ms) 28.3 76541.9 67640.3 148543.1

Table 4: Tuning parameters of microservices in DeathStar:
The second row indicates the number of samples (i.e., rounds)
it took for each method to attain the best P95 latency reported
in the first row. The last three rows show the spread of the
latencies while tuning over 50 rounds.

eters of the microservices in DeathStar with P95 latency as
the reward for all the methods.
Effectiveness of Bluefin in high dimensions: Table 4 shows
the best tail (P95) latency attained by each of the methods
and the number of samples they took to achieve the same. We
deployed each parameter setting three times, and report the
median number. This high-dimensional tuning setting clearly
brings out the superiority of Bluefin over the popular tech-
niques in terms of sample complexity. Even though there are
85 parameters, there are only a few parameters that critically
influence the reward value. Indeed, Bluefin quickly converges
to 19.5ms P95 latency (starting from 31.1ms, corresponding
to the default values), with just 8 samples; in contrast, BO and
ε-greedy algorithms take 3-5 times as many samples to attain
similar latencies. The multi-arm bandits approach (ε-greedy)
treats the parameter values as categorical choices and does not
exploit continuity of the problem or correlations across the
parameters. On the other hand, the deep RL method, DDPG,
does exploit, but it has a much higher sample complexity.

We also show the iteration cost, i.e., the latency incurred
through each round of tuning (which matters in deployments).
The spread of the iteration costs for SelfTune indicates con-
vergence close to 20ms. Even though all the compared al-
gorithms eventually converge to statistically similar latency
values, they incur several orders of magnitude worse P95
iteration costs than Bluefin. This is strong evidence of the
effectiveness of Bluefin for tuning in live deployments, where
the reward function can be highly ill-conditioned and can vary
wildly in some regions of the explored parameter space.

8 Conclusion

This paper presents SelfTune, an RL-based framework using
which cluster managers can tune parameters to improve clus-
ter performance. We have deployed SelfTune with a large-
scale task scheduler at Microsoft and show how it has im-
proved overall system throughput. We show that SelfTune
significantly improves system performance with experiments
on Azure FaaS workloads, Kubernetes’s Vertical Pod Au-
toscaler, and the DeathStarBench microservice benchmark.
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A SelfTune’s Client API Implementation

We now formally present the syntax and the semantics of
SelfTune’s client API (introduced informally in Section 3,
and in Figure 1).
Creation. The Create API creates an instance of the param-
eter learning problem for SelfTune. This API allows optional
arguments that encode domain knowledge for tuning the pa-
rameters:
(a) names for the parameters to learn,
(b) (optional) initial values for the parameters,
(c) (optional) constraints on the parameters to be tuned; the
API supports range constraints (min and max), type constraints
(e.g., isInt = TRUE if a parameter takes only integral values),
(d) (optional) for user-defined types, one could specify step-
size (e.g., memory sizes in multiples of 64MB), or scale (e.g.,
logarithmic or linear).
string Create(string[] params,
Dictionary<string, double> initValue,
Dictionary<string, Constraints> constraints,
Dictionary<string, Type> type)

Connection. The Create API sets up a data store instance
in the back-end for tuning the specified parameters, initializes
the necessary background services to maintain/update this
store. A unique identifier to this store instance is returned by

the call to Create. The Connect API connects a parameter
learning instance to a SelfTune object.

void Connect (int problemId)
Note that if a store already exists (for the parameter(s) of
interest), then the client can directly connect to the instance
by referencing the unique identifier to the instance, as the
store instances are persistent. This also enables multiple
clients (distributed spatially and/or temporally) to query the
latest decisions for, as well as give feedback to, the same
learning problem.

Prediction. With the Predict interface, the developer can
query the current values for the parameters. These values are
decided by the learning algorithm (presented subsequently).

(int, double[]) Predict (string[] params)

Note that Predict returns a pair of values – a unique
identifier which identifies the particular invocation of
Predict, and the predicted value.

Feedback. As shown in Figure 1, the SetReward interface
allows the client to specify a reward value. More generally,
it allows the client to associate the value with a particular
invocation of Predict:
void SetReward(int invocationId, double
reward)

The invocation id helps associate the reward to the parame-
ters (and their values) returned by previous Predict calls
— in particular, the reward value applies to all the parame-
ters that were part of all the Predict calls since the last
SetReward call.

B Parameter Convergence

In this section, we provide graphs to give the reader an idea
of how long it takes for RefreshCycle to converge in our
experiments with WLM (see Figure 11, Figure 12 and Figure
13)

Figure 11: Convergence of RefreshCycle with SelfTune in
the experiment using Cluster 1.
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Figure 12: Convergence of RefreshCycle with SelfTune in
the experiment using Cluster 2.

Figure 13: Convergence of RefreshCycle with SelfTune in
the experiment using Cluster 3.

C Baselines

In this section, we discuss the implementation details of dif-
ferent baselines used in Section 7.

For Bayesian Optimization (BO), we used the skopt li-
brary [15] with gp_hedge as the acquisition function. The
algorithm was initialized with the default configuration or
with 3 random configurations (uniform sampling), and we
reported the best results in Tables 3 and 4.

For Contextual Bandits (CB), we used the popular Vowpal
Wabbit library [19]. Since the configuration space is too huge
for the bandits formulation to handle, we restrict tuning to
the four important parameters (memory limit parameter of
the post-storage-memcached microservice, worker_processes
and worker_connections parameters of the frontend microser-
vice, memory limit of the post-storage-mongodb microser-

vice) based on empirical observations and recommendations
from prior work [58]. Since the algorithm expects discrete
actions spaces, we suitably quantize the configuration space
of each parameter. We use a step_factor for each parame-
ter which yields (upper_limit − lower_limit)/step_ f actor
number of quantized values per parameter. The value of step_-
factor is chosen such that the resulting (discrete) action space
is not too large. After discretizing the four parameters in this
fashion, we arrived at 24960 actions for the CB algorithm. We
used the “explore first” strategy in the ε-greedy algorithm via
the command -cb_explore num_actions -first num_-
random, which implies that the algorithm will (only) explore
the action space with uniform probability for the first num_-
random iterations.

We implemented Deep Deterministic Policy Gradient
(DDPG) [41] using PyTorch [48]. DDPG is a popular policy-
based Reinforcement Learning algorithm used by prior works
to tune system parameters [49,67]. We use the CPU and mem-
ory utilization of microservices on the nodes where microser-
vices are running, workload volume (requests per second),
number of clients, and request composition as state features.
Both the actor and the critic networks consist of 1 hidden
layer. The number of inputs to the actor layer is equal to the
number of state features and the output is equal to the number
of actions (i.e., parameters tuned). The input and the hidden
layer use ReLU as the activation function while the output
layer uses Tanh. For the critic network, the number of inputs is
equal to the number of state features + the number of actions
while the output is just 1-dimensional.

We use 1 step for each episode (to match how the iterations
of the baselines and Bluefin proceed) and run the algorithm
for 50 episodes. We let the algorithm explore random points
for the first 25 episodes followed by 25 episodes where the
explored configurations are chosen by the algorithm. To im-
prove the algorithm’s ability to explore, we add a Gaussian
noise to the action chosen which is controlled by a parameter
γ (γ = 0.1 in our experiments). We update the model after
every 5 steps. Once the 50 episodes are complete, we query
the model to provide the best configuration for the initial state.
We average the rewards over 5 such queries.
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Abstract
We present CausalSim, a causal framework for unbiased

trace-driven simulation. Current trace-driven simulators
assume that the interventions being simulated (e.g., a new
algorithm) would not affect the validity of the traces. However,
real-world traces are often biased by the choices algorithms
make during trace collection, and hence replaying traces
under an intervention may lead to incorrect results. CausalSim
addresses this challenge by learning a causal model of the
system dynamics and latent factors capturing the underlying
system conditions during trace collection. It learns these
models using an initial randomized control trial (RCT) under a
fixed set of algorithms, and then applies them to remove biases
from trace data when simulating new algorithms.

Key to CausalSim is mapping unbiased trace-driven sim-
ulation to a tensor completion problem with extremely sparse
observations. By exploiting a basic distributional invariance
property present in RCT data, CausalSim enables a novel
tensor completion method despite the sparsity of observations.
Our extensive evaluation of CausalSim on both real and
synthetic datasets, including more than ten months of real data
from the Puffer video streaming system shows it improves
simulation accuracy, reducing errors by 53% and 61% on
average compared to expert-designed and supervised learning
baselines. Moreover, CausalSim provides markedly different
insights about ABR algorithms compared to the biased
baseline simulator, which we validate with a real deployment.

1 Introduction

Causa Latet Vis Est Notissima – The cause is hidden, but the
result is known. (Ovid: Metamorphoses IV, 287)

Trace-driven simulation is a widely used method for
evaluating new ideas in systems. In contrast to full-system
simulation (e.g., NS3 [31]), which requires detailed knowledge
of system characteristics (e.g., topology, traffic patterns,
hardware details, etc.), trace-driven simulation does not
model all components of a system. Instead, it focuses on
simulating one (or a few) components of interest, where we
wish to experiment with an intervention, e.g., a new design,

*Equal contribution

algorithm, or architectural choice. To account for the effect of
the remaining components that are not simulated, we collect
a trace capturing their behavior and replay it while simulating
the component of interest with the proposed intervention.

The key assumption here is that the interventions would
not affect the trace being replayed, which we refer to as the
exogenous trace assumption. If this assumption does not
hold, replaying the trace is invalid and could lead to incorrect
simulation results. This problem has been referred to as bias
in trace-driven (or data-driven) simulation [15, 37].

It is difficult to guarantee the exogenous trace assumption
in traces collected from real-world systems. Consider, for
example, trace-driven simulation of adaptive bitrate (ABR)
algorithms [35, 50, 63, 75]. It is common to use network
throughput traces from real video streaming sessions on
Internet paths [38, 75]. However, the throughput achieved
when the player downloads a video chunk is caused by certain
latent properties of the network path (e.g., the underlying
bottleneck capacity, the number and type of competing
flows, etc.), as well as the particular choices made by the
ABR algorithm (the bitrate chosen for each chunk). In other
words, the trace data reflects the combined effect of these two
causes and is biased by the ABR algorithms used during trace
collection. To simulate a new algorithm, we need to tease apart
the effect of the two causes, and predict how the trace would
have changed under the decisions of the new algorithm.

We present CausalSim, a causal framework for unbiased
trace-driven simulation. CausalSim relaxes the exogenous
trace assumption by explicitly modeling the fact that
interventions can affect trace data. Using traces collected
from a randomized control trial (RCT) under a fixed set
of algorithms, it infers both the latent factors capturing the
underlying conditions of the system and a causal model of its
dynamics, including the unknown relationship between latents,
algorithm decisions, and observed trace data. To simulate a
new algorithm, CausalSim first estimates the latent factors at
every time step of each trace. Then, it uses the estimated latent
factors to predict the alternate evolution of the trace, actions,
and observed variables of the component of interest, under the
same latent conditions that were present when the trace was
collected. This two-step process allows CausalSim to remove
the bias in the trace data when simulating new algorithms.
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CausalSim provides two benefits: (i) it improves the accu-
racy of trace-driven simulation when the intervention could af-
fect (in possibly subtle ways) the trace data; (ii) it enables trace-
driven simulation of systems where defining an exogenous
trace is not possible and therefore standard trace-driven simu-
lation is not applicable. We evaluate both settings in this paper,
by simulating ABR and heterogeneous server load balancing
algorithms as examples for cases (i) and (ii) respectively.

CausalSim requires training data from an RCT. Large
network operators have increasingly invested in RCT infras-
tructure to evaluate new ideas, but due to their low throughput
and risk of disruptions or SLA violations [42], they can afford
to evaluate only a fraction of proposed ideas in RCTs. Causal-
Sim greatly extends the utility of RCT data by learning a model
that can simulate a wide range of algorithms using traces from
a fixed set of algorithms. Periodically or whenever an operator
believes the underlying system characteristics have changed
significantly, they can collect fresh data using an RCT (again,
with the same fixed set of algorithms) to retrain CausalSim.

CausalSim’s design begins with the observation that
unbiased trace-driven simulation can be viewed as a matrix (or
tensor) completion problem [9, 14]. Consider a matrix M of
traces (it is a tensor if traces are higher dimensional), with rows
corresponding to possible actions and columns corresponding
to different time steps in the trace data. For each column, the
entry for one action is “revealed”; all other entries are missing.
Our task can be viewed as recovering the missing entries.

A significant body of work has shown that it is possible to
recover a matrix from sparse observations under certain as-
sumptions about the matrix and the pattern of missing data.
Roughly speaking, the typical assumptions that make recovery
feasible are that the matrix has low rank, the entries revealed are
chosen at random, and that enough entries are revealed. Low-
rank structure is prevalent in many real-world problems [69]
and has also been observed in network measurement data [16,
43, 44, 60]. But unfortunately the other two assumptions do
not hold in our problem. As we detail in §4.3, one observed
entry per column is below the information-theoretic bound for
low-rank matrix completion (even for rank r=1). Moreover,
not only are the entries revealed in our problem not random,
they depend on other entries of the matrix, since the actions
are being taken by algorithms based on observed variables.

To overcome these challenges, CausalSim exploits two key
insights. First, it assumes a causal model (§3) where the latent
factors are exogenous and are not affected by the interventions
we want to simulate in the component of interest. This exoge-
nous latent assumption relaxes (and is therefore implied by)
the exogenous trace assumption in standard trace-driven simu-
lation. For example, in ABR, it says that underlying factors like
the bottleneck link speed on a network path are not affected by
a user’s ABR algorithm, whereas ABR decisions can impact
the trace that user observes (i.e., the achieved throughput).

Second, CausalSim uses a basic property of trace data
collected via an RCT. Since the assignment of an algorithm

to a trace is completely random in an RCT, the distribution of
latent factors should be the same for the traces obtained using
different algorithms, i.e., the latent distribution is invariant
to the algorithm. We provide conditions on the RCT data
(e.g., in terms of the number and diversity of algorithms) that
guarantee recoverability of the low-rank matrix using this
invariance property (§4.2), and we operationalize this idea in
a practical learning method that exploits the invariance using
an adversarial neural network training technique (§5).

We evaluate CausalSim on two use cases, ABR and server
load balancing, with both real-world and synthetic datasets, and
further verify CausalSim’s predictions with a test in the wild on
the Puffer [71] video streaming testbed. Our main findings are:

1. We use CausalSim to debug and improve an ABR
algorithm, BOLA1 [53,63]. In a ten month experiment on
Puffer [71], BOLA1 exhibited high stalling compared to
BBA [35], with slightly better quality. Using CausalSim,
we tune BOLA1’s parameters via Bayesian Optimization
and deploy our improved version on Puffer. We show that
it improves the stall rate of this well-known algorithm by
2.6×, achieving 0.7× the stall rate of BBA with similar
perceptual quality. The expert-designed baseline simu-
lator that ignores bias predicts the exact opposite: that
the new variant should stall 1.34× the stall rate of BBA.
This case study shows that removing bias is crucial to
draw accurate conclusions from trace-driven simulation.

2. Evaluation of CausalSim on more than ten months of real
data from Puffer shows that CausalSim’s error in stall
rate prediction is bounded to 28%, while expert-designed
and standard supervised learning baselines have errors in
the range of 49–68% and 29–187% respectively. Similar
observations are also made for perceptual quality metrics
and buffer occupancy levels.

3. CausalSim opens up new avenues to apply trace-driven
simulation to systems where the exogenous trace
assumption is invalid. Using a synthetic environment
modeling a heterogeneous server load balancing problem,
we show how CausalSim reduces average simulation
error by 5.1×, a stark improvement compared to a
baseline simulator with a median error of 124.3%.

This work does not raise any ethical issues. Our code is
available at https://github.com/CausalSim/Unbiased-Trace-
Driven-Simulation.

2 Motivation

2.1 Bias in Trace-Driven Simulation
Trace-driven simulation is a widely used technique to design
and evaluate systems. Unlike full-system simulation, it focuses
on simulating one (or a few) components of the system while
capturing the effect of remaining components by replaying
a trace. For example, to simulate new ABR algorithms, it is
common to replay network throughput traces from real Internet
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(a) Trace-driven simulation (b) CausalSim

Figure 1: CausalSim relaxes the exogenous trace assumption
in standard trace-driven simulation.1

paths in a simulator modeling only the video player/server.
As we alluded to earlier, the key assumption here is that the

interventions being simulated would not affect the trace being
replayed; otherwise, replaying the trace would be invalid. We
refer to this as the exogenous trace assumption, and it is central
to standard trace-driven simulation. Figure 1a is a visual
depiction of the exogenous trace assumption. In the figure, a
represents the intervention we want to simulate; for example,
the actions taken by a new algorithm. o is the observed state
of the component being simulated. u represents the latent state
of the rest of the system, which we do not observe or simulate.
Finally, m is the trace, which captures the behavior of the other
components.2 The existence of each edge represents a causal
effect. For example, the trace m and intervention a both affect
o. Note the absence of the edge from a to m, which implies
that the intervention cannot affect the trace (the exogenous
trace assumption).

The simulator designer must define the trace carefully to
meet this assumption. But what happens if it does not hold, i.e.,
there exists an edge from a to m (as in Figure 1b)? Ignoring
the violation of exogenous trace assumption leads to biased
simulation outcomes, as we will see next.

2.2 An Example Using Real-world Traces

In this section, we use more than ten months of real-world
data from Puffer [71], a recently deployed system for
experimenting with video streaming protocols, to illustrate
the issue of bias in trace-driven simulation.

Puffer collects data from a continual Randomized Control
Trial (RCT) that tests several Adaptive Bit Rate (ABR)

1In general, a and u can be correlated. For example, they can both depend
on prior latent conditions of the system. In ABR, for instance, recent latent
path conditions are correlated with current path conditions (u), and also affect
the action taken by the ABR algorithm (a). Correlation of a and u, however,
does not imply a causal relationship between them. In particular, our model
assumes exogenous latents, i.e. a does not affect u.

2Variables in Fig. 1a can be multidimensional and vary with time.

algorithms. In the period of interest (July 27, 2020 – June 2,
2021), the tested algorithms include Buffer-Based Algorithm
(BBA) [35], two versions of BOLA-BASIC (henceforth
called BOLA) [63]3, and two versions of an algorithm called
Fugu developed by the Puffer authors. The dataset includes
more than 56 million chunk downloads from more than 230
thousand streaming sessions, totaling 3.5 years of streamed
videos. For each streaming session, it provides logs of the
chosen chunk sizes, available chunk sizes, achieved chunk
download throughputs, and playback buffer levels.4

Consider a typical trace-driven simulation scenario, where
we wish to simulate a new ABR algorithm using traces from
previous video streaming sessions. We define such a task on
the Puffer data as follows. We let one of the algorithms, say
BBA, be the algorithm that we wish to simulate. We leave
out the data for this algorithm and ask whether it is possible
to predict its performance using the other algorithms’ traces.
In evaluating a new ABR algorithm, we may be interested in
various performance measurements, e.g. buffer occupancy,
rebuffering rate, chosen bitrates, etc. Here, we focus on
predicting the behavior of playback buffer occupancy, which is
one of the key indicators of an ABR algorithm’s behavior [35].

The goal of trace-driven simulation is to predict the
trajectory of the system (e.g., buffer, bitrates, etc.) for one
algorithm in the same underlying conditions that were present
when a trace was collected using a different algorithm. When
simulating algorithm B based on a trace collected using
algorithm A, we will refer to A as the “source” algorithm and
to B as the “target” algorithm.

It is generally not possible to evaluate the accuracy of indi-
vidual simulated trajectories using real-world data, because we
do not have ground truth trajectories for the target algorithm un-
der the same exact network conditions that were present when
running the source algorithm. However, since the Puffer data
was obtained using an RCT, we can evaluate predictions about
distributional properties of the target algorithm, such as the
distribution of the buffer occupancy achieved by the algorithm
over the population of network paths present in the RCT.

To summarize, our task is: predict the distribution of the
buffer occupancy for the users assigned to BBA (the target
algorithm) in the Puffer dataset, using only the data from the
other (source) algorithms.

2.2.1 Simulation via Expert Modeling (ExpertSim)

As our first strawman, we build a simple trace-driven simulator
(ExpertSim) using our knowledge of how an ABR system
works. ExpertSim models the playback buffer dynamics for
each step, where a step corresponds to one ABR decision and

3BOLA1 and BOLA2 are variations on BOLA adjusted to target the
SSIM quality metric instead of bitrate [53]. They pursue different objective
functions and use different principles for hyperparameter adjustment.

4We use ‘slow stream’ logs (by Puffer’s definition, streams with TCP
delivery rates below 6Mbps) available on the Puffer website [1].
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Figure 2: (a) CausalSim is accurate in predicting buffer
level distribution of BBA users, while baseline simulators’
predictions are similar to BOLA2 users. (b) Distribution of
achieved throughput is different in BBA and BOLA2 users.

the download of a single video chunk. Let ĉt be the throughput
achieved in step t (for the tth chunk) of a particular video stream-
ing session using, say, the BOLA2 algorithm. To simulate
BBA for the same user, ExpertSim assumes that the user would
achieve the same throughput ĉt in each step under the BBA al-
gorithm as well. In other words, it assumes that ABR decisions
do not affect the observed network throughput (the exogenous
trace assumption). Under this assumption, ExpertSim models
the evolution of the video playback buffer as follows. Let bt be
the buffer level at the beginning of step t (before the download
of chunk t), rt be the bitrate chosen in step t, and st be the size
of the t th chunk implied by the chosen bitrate. Then the buffer
at the end of step t is derived as: bt+1=max(0,bt−st/ĉt)+T ,
where T is the chunk duration.5 Although simple, the
assumption that throughput is an exogenous property of a
network path is common in modelling ABR protocols. For
example, both FastMPC [75] and FESTIVE [38] assume that
the observed throughput does not depend on the chosen bitrate.

Figure 2a shows the true distribution of buffer level for
BOLA2 and BBA users in the Puffer dataset (the two dashed
lines), as well as the distribution predicted by running BBA
on the traces collected from BOLA2 users using ExpertSim
(solid blue line). The predictions are inaccurate: the buffer
distribution generated by ExpertSim is more similar to the
buffer distribution of BOLA2 users (the source algorithm) than
the buffer distribution of BBA users (the target algorithm).

5The complete buffer dynamic equation is slightly more complex to handle
cases with full buffers. Refer to §C.1 in the appendix for further clarification.

2.2.2 Simulation via Supervised Learning (SLSim)

Perhaps the simple model of buffer dynamics in ExpertSim
does not accurately reflect the actual system behavior. As a next
attempt, we turn to machine learning and try to learn the system
dynamics from data. Specifically, we use supervised learning
to train a Neural Network (NN) that models the step-wise
dynamics of the system. This fully connected NN includes 2
hidden layers, each with 128 ReLU activated neurons. For each
timestep t, the NN takes as input the buffer level before down-
loading the t th chunk bt , the achieved throughput ĉt for chunk
t, and the chunk size st (which depends on the birate chosen by
ABR). The NN outputs the download time of the tth chunk, and
the resulting buffer level bt+1. We train the NN to minimize the
prediction error on our dataset. To avoid information leaking,
we exclude the logs for BBA from the training data.

Figure 2a shows the predicted buffer level distribution via
this approach (SLSim) for BBA. As with ExpertSim, we use
the traces collected from BOLA2 users as the source algorithm.
The results are similar to ExpertSim; once again, the predicted
buffer distribution is closer to that of BOLA2 than BBA.

2.2.3 What Went Wrong?

To understand the limitations of ExpertSim and SLSim, we
plot the distribution of achieved per-chunk throughput for users
assigned to BOLA2 and BBA in Figure 2b. Since algorithm
selection is completely random, we would expect inherent net-
work path properties such as bottleneck link capacity to have
the same distribution for users assigned to different ABR algo-
rithms. However, such an invariance should not be expected for
achieved throughput, because even on the same path different
ABR algorithms could achieve different throughput. For exam-
ple, since congestion control protocols take time to discover
available bandwidth (e.g., in slow start) or converge to their
fair share rate when competing against other flows, an ABR
algorithm that tends to choose lower bitrates (and hence down-
load less data per chunk) may achieve less throughput than an
ABR algorithm that picks higher bitrates [34, 64]. We can see
this behavior in the Puffer dataset. The achieved throughput
for BOLA2 and BBA is clearly different in Figure 2b.

This confirms that ABR algorithms cause a bias in the mea-
sured throughput traces, and the exogenous trace property does
not hold. To perform accurate trace-driven simulation, we need
to account for this bias when simulating new ABR algorithms.

2.3 Causal Inference to the Rescue!
If the traces were the underlying network capacity when each
chunk was downloaded (rather than the achieved throughput),
the exogenous trace assumption would hold and our problem
would be simple. First, we would learn the relationship
between network capacity and achieved throughput for
different ABR actions using our data. Then, to simulate BBA
for a given trace, we would start with the network capacity
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at each step of the trace and predict the achieved throughput
taking into account the bitrate chosen by BBA in that step.
This would then allow us to predict how the buffer evolves.
This works because unlike achieved throughput, underlying
capacity is an exogenous property of a network path and is
not affected by the ABR actions.

However, underlying network capacity is a latent quantity
— we do not observe it in our traces. The key challenge is
therefore to infer such latent quantities from observational
data. Concretely, in our running example, we wish to estimate
the latent factors like network capacity in each step of a trace,
using observations such as the bitrate, the chunk size, the
achieved throughput, etc.6

Inferring such latent confounders and using them for
counterfactual prediction is the core issue in the field of causal
inference [57, 58]. In this paper, we develop CausalSim, a
causal framework for unbiased trace-driven simulation. Causal-
Sim relaxes the exogenous trace assumption in trace-driven
simulation. It explicitly models the fact that interventions can
affect trace data (the edge from a to m in Figure 1b), and infers
both the latent factors and a causal model of the system dynam-
ics. This allows CausalSim to correct for the bias in trace data
when simulating an intervention. As an illustration, Figure 2a
shows the predicted buffer occupancy distribution when sim-
ulating BBA on the traces of users assigned to BOLA2, using
CausalSim. CausalSim matches the ground-truth distribution
for BBA much more accurately than the alternatives.

3 Model and Problem Statement

3.1 Causal Model

Consider the following discrete-time dynamical model7

corresponding to Figure 1b:

mt =Ftrace(at , ut), (1)
ot+1=Fsystem(ot , mt , at). (2)

Here, t denotes the time index, mt is the trace, at is the
intervention, ut is the latent factor, and ot is the observed state
of the component of interest. The function Ftrace models the
effect of interventions on the trace (which traditional methods
ignore), and Fsystem models the dynamics of the component
of interest. When the intervention changes an algorithm in the
component of interest, at can be viewed as the action taken
by that algorithm at time t.

We assume that interventions do not affect the internal state
of the rest of the system, i.e., that the latent factors are exoge-
nous. This assumption is implicit in the dynamical system

6For simplicity, we only mention network capacity here, but other latent
path conditions like the number of competing flows could also affect achieved
throughput and the same reasoning applies to them.

7This model is similar to a special type of Partially Observable Markovian
Decision Processes (POMDPs) in which the unobserved part of the state is
exogenous [51].

equations, and also visualized in Figure 1b by the absence
of the edge from a to u. Note that this is a strict relaxation
of the exogenous trace assumption in standard trace-driven
simulation. There, the trace itself is assumed to be unaffected
by intervention, which also implies exogenous latent factors.

In our running ABR example, we want to simulate the video
player and server (components of interest) without precisely
modeling the entire network path (the rest of the system). Each
time step t corresponds to the download of a new chunk, and ut
represents latent network conditions during that transmission,
e.g., bottleneck link speed, number of flows sharing the same
network path, type of congestion control used by competing
flows, etc. At each time step, the ABR algorithm chooses a
bitrate at , which together with ut generate mt , the achieved
throughput when downloading a chunk. Typically, latent
network conditions are exogenous factors, beyond the impact
of a particular user’s actions. For instance, the bottleneck link
speed and type of congestion control that competing flows use,
are not affected by the actions of the ABR algorithm.

Note that the achieved throughput depends on the ABR
action as well as the latent network conditions. Equation (1)
captures this relationship and is the source of the bias induced
by the ABR algorithm, which we demonstrated in §2.2.3.
When is the model applicable? The causal model applies
in any trace-driven simulation setting where the trace may be
impacted by interventions. Examples include:

• Job scheduling, where we wish to simulate a workload’s
performance under different types of machines. The trace
is the job performance (e.g., runtime), interventions are
the scheduling decisions, and latent factors are intrinsic
properties of each job (e.g., compute intensity) or latent
aspects of the machines such as collocated interfering
workloads.

• Network simulation, where we wish to simulate how
some aspect of network’s design (e.g., congestion control,
packet scheduling, traffic engineering, etc.) impacts
application performance. The trace is an application’s
traffic pattern, the intervention is the network design,
and latent factors are the internals of the application that
dictate its traffic demand.

In some cases, like our running ABR example, the exoge-
nous trace assumption may not hold exactly but still be
roughly valid.8 Here, CausalSim removes bias and improves
simulation accuracy. But in certain problems, ignoring the
effect of interventions is meaningless. For example, consider
scheduling or load balancing on heterogeneous machines
(e.g., with different hardware capabilities). Given a trace
of job performance on specific machines, it isn’t possible
to merely replay the trace for new machine assignments. In

8Even in these cases, these subtly biased simulations can produce entirely
incorrect conclusions (§6.2).
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such problems, CausalSim enables trace-driven simulation
by explicitly modeling the effect of interventions on the trace.
When is the model invalid? Our causal model relaxes the
exogenous trace assumption but still requires exogenous
latents, i.e. that the latents are unaffected by the intervention.
This won’t hold in all systems. For example, we cannot model
the effect of network routing policies (e.g., BGP) on observed
video streaming throughput in this way, since changing the
path would change the latent network conditions that impact
a video stream. Another example is simulating the effect
of a CPU feature like the branch predictor on instruction
throughput. Here, we can’t model the state of the instruction/-
data caches as an exogenous latent factor, since changing the
branch predictor can change their internal state significantly.

Overall, a simulation designer needs to reason about the
causal structure of observed and latent quantities to define
the appropriate model in the form of Equations (1) and (2).
However, the designer does not need to precisely specify the
meaning of the latents or the dynamics (the functions Ftrace
and Fsystem). CausalSim learns both from observational data.

3.2 Problem Formulation

We are given N trajectories, collected using K specific
policies.9 Let Hi be the length of trajectory i ∈ {1, ... ,N}.
For trajectory i, we observe (mi

t ,o
i
t ,a

i
t)

Hi
t=1. We assume that

trajectories are generated using an RCT, i.e., that each
trajectory is assigned to one of the K policies at random.

Our goal is to estimate the observations under an arbitrary
given intervention (e.g., a new algorithm) for each of the N
trajectories. Let {ui

t}Hi
t=1 be the exogenous latent factors for

trajectory i. Formally, for any given trajectory i and given a
sequence of actions {ãi

t}Hi
t=1, starting with observation oi

1 and
under the same sequence of latent factors {ui

t}Hi
t=1, we wish

to estimate the counterfactual observations {õi
t}Hi

t=1 that are
consistent with Equations (1) and (2).

This is a counterfactual estimation problem since it requires
(i) estimating latent {ui

t}Hi
t=1 factors for observed trajectory i

and using them along with the counterfactual actions {ãi
t}Hi

t=1
to predict the counterfactual trace {m̃i

t}Hi
t=1 consistent with

Equation (1), and then (ii) using the counterfactual trace
and actions to predict counterfactual observations {õi

t}Hi
t=1

consistent with Equation (2).
For (ii), learning Fsystem is a supervised learning task

because its inputs, (oi
t , mi

t , ai
t), and output, oi

t+1, are fully
observed. If {ui

t}Hi
t=1 was observed, then (i) would also boil

down to learning Ftrace in a supervised manner. It is the lack
of observability of {ui

t}Hi
t=1 that makes our simulation task

extremely challenging. In short, we are left with (i), the task
of estimating {m̃i

t}Hi
t=1 and learning Ftrace.

9We use policy and algorithm interchangeably in this paper.

4 CausalSim: Theoretical Insights

This section describes the theory behind CausalSim. We
discuss how to operationalize this theory in a practical learning
algorithm in §5. We begin by casting counterfactual estimation
as a challenging variant of the matrix completion problem [14].
We then formalize conditions that allow us to complete the
matrix using a certain distributional invariance property that
is present in data collected in an RCT.

4.1 Counterfactual Estimation
as Matrix Completion

Recall from §3.2 the task of estimating the counterfactual
trace {m̃i

t}Hi
t=1 consistent with Equation (1). In this section, we

pose this task as a variant of the classical matrix completion
problem. For simplicity, let action ai

t be one of the finitely
many options {1,...,A} for some A≥ 2. Imagine an A by U
matrix M, where rows correspond to A potential actions, and
columns corresponds to U = ∑N

i=1 Hi latent factors (ui
t for

different choices of i and t) in the dataset. To order the columns,
we may index ui

t as a tuple (i, t) and order these tuples in
lexicographic order. The matrix M is called the potential
outcome matrix in the causal inference literature [61].

At the t th step of the ith trajectory, we observe
mi

t = Ftrace(ai
t , ui

t), which is the entry in M in the row
corresponding to ai

t and the column corresponding to ui
t . The

counterfactual quantities of interest, m̃i
t = Ftrace(ãi

t , u
i
t) for

ãi
t ̸= ai

t , are the missing entries in M in the same column. In
summary, we observe one entry per column of the matrix M
and we wish to estimate the missing values in the matrix.

The task of filling missing values in a matrix based on its
partially observed entries is known as Matrix Completion [19],
a topic that has seen tremendous progress in the past two
decades [18, 20, 47]. However, standard matrix completion
methods do not apply to our problem (see §4.3 for details).

We use a distributional invariance property of data collected
using an RCT to complete the potential outcome matrix M.
The key observation is that, in an RCT, the latent factors for
trajectories collected under each of the policies will have the
same distribution. For example, in Puffer’s RCT, incoming
users are assigned to an ABR algorithm at random. Therefore
each ABR algorithm will “experience” the same distribution
of underlying latent network conditions, which is precisely
why we can compare their performance in the RCT. The same
property helps us recover the matrix M, as we show next.

4.2 Exploiting RCT for Matrix Completion
We use a minimal non-trivial example to give intuition about
how we can exploit an RCT for matrix completion, before
stating our main theoretical result.

Consider a simple example where A = 2 and U = 2n, and
the rank of potential outcome matrix M is equal to 1. Rank 1
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implies that M=auT for some a∈R2 and u∈R2n with Mα,β=

aα ·uβ.10 Suppose we have K=2 policies, where each policy al-
ways chooses only one of the two actions. Furthermore, we con-
sider an RCT setting. That is, the distribution of latent factors
across trajectories assigned to both policies should be the same.

Without loss of generality, we can re-order the columns of
M so that the first n columns correspond to the latent factors of
the trajectories assigned to policy 1, and the second n columns
are those assigned to policy 2. Then the observed entries of
matrix M appear as
[

M1,1 M1,2 ... M1,n ⋆ ... ⋆ ⋆
⋆ ⋆ ... ⋆ M2,n+1 ... M2,2n−1 M1,2n

]

where ⋆ represents the missing values.
Let us consider recovering the missing observation M2,1.

For column 1, we know the observation under the first action,
i.e. M1,1. Due to rank 1 structure, we have

M2,1

M1,1
=

a2u1

a1u1
=

a2

a1
. (3)

Therefore, to find M2,1 (and by a similar argument, to find all
missing entries of M), we need to estimate the ratio a2

a1
.

Due to the distributional invariance induced by RCT, the
samples u1, ... , un (which correspond to the latent factors
encountered by policy 1) come from the same distribution
as the samples un+1, ... ,u2n (which correspond to the latent
factors encountered by policy 2), for large enough n. Thus,
their expected value should be equal:

1
n

n

∑
β=1

uβ≈
1
n

2n

∑
β=n+1

uβ (4)

Equation (4) implies

∑n
β=1M1,β

∑2n
β=n+1M2,β

=
∑n

β=1a1 ·uβ

∑2n
β=n+1a2 ·uβ

≈ a1

a2
. (5)

This provides precisely the quantity of interest in Equation (3)
based on the observed entries, enabling us to complete the
matrix.
Formal Result. This simple illustrative example relied on
a convenient observational pattern (based on policies that
always choose one action) and rank 1 structure. But the idea
can be generalized. If the trace includes D measurements,
Mα,β,γ∈RA×U×D becomes a tensor rather than a matrix, where
α, β, and γ index the actions, latent factors, and measurements,
respectively. The following theorem provides conditions
where completion is possible for a rank r tensor. For more
details and the proof, refer to Appendix A.

Theorem 4.1. We can recover all entries of M by only
observing one D−dimensional element in each column (corre-
sponding to one latent and action) if the following is satisfied:

10Note that for readability, we are abusing notation by overloading a and
u to refer to both the action and latent, and their encodings in the factorization.

1. (Low-Rank Factorization) M is a low-rank tensor
(rank = r), i.e., it admits the following factorization:
Mα,β,γ=∑r

ℓ=1aαℓuβℓzγℓ.
2. (Invertibility) The factorization implies existence of a

linear mapping from latent encoding to trace for each
action. This linear mapping is invertible.

3. (Sufficient measurements) D≥r.
4. (Sufficient, Diverse Policies) The number of policies

K ≥ Ar, and the matrix S ∈ RAr×K is full-rank where
Sw.D:(w+1).D,x = E[m|action_index = w,policy_index =
x]P(action_index = w|policy_index = x). Linear inde-
pendence of columns of S can be interpreted as diversity
among policies (Appendix A).

4.3 Discussion

Why not standard tensor completion? Tensor completion
methods [26, 41, 48, 78] make several assumptions. First,
the tensor M must be (approximately) low rank, which
CausalSim also requires. Low-rank structure holds in many
real-world problems [69] and has been observed in network
measurements, e.g., in traffic matrices [16, 43, 44, 60] and
network distance (i.e., RTT) [46, 52, 66]. As an example of
how it emerges in the problems we study in this paper, we
use a simple model of congestion control in Appendix C.4 to
provide intuition about low-rank structure in ABR data.

Second, the pattern of missing entries should be random.
If the missing patterns is not random and depends on latent
factors or the entries themselves [8], standard approaches
have difficulty recovering the tensor. This assumption does
not hold in trace-driven simulation. Revealed entries are
determined by the actions taken by the policies, which often
use recent observations to make their decisions (e.g., an ABR
policy may use recent throughput measurements). Hence
the revealed/missing entries in a column are not random and
depend on the entries in previous columns.

Third, a sufficient number of entries need to be revealed.
For example, when D = 1 (i.e., when M is a matrix), the in-
formation theoretic lower bound to on the number of revealed
entries needed to recover M is 4Ur− r2 [39, 70]. Thus even
for rank r=1, it requires 4 entries per column, whereas only
one entry per column is revealed in trace-driven simulation.

Since the second and third assumptions do not necessarily
hold in our setup, we cannot use existing tensor completion
methods. However, as we argued in §4.2, exploiting the
additional problem structure imposed by RCT data can make
tensor completion feasible in certain conditions.
Limitations of Theorem 4.1. The proof of Theorem 4.1
(Appendix A) provides an analytical method for recovering
the tensor M that generalizes the procedure described for the
simple example in §4.2. While this provides a theoretical basis
for why tensor recovery is possible, the analytical approach
is not practical. First, it relies on M being exactly rank r; if it
is approximately rank r, we have found the calculation to be
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brittle. Second, it applies only to discrete action spaces. Third,
it gives sufficient conditions for recovery, but they’re not all
necessary. One reason is that the analytical method uses only
mean invariance, i.e. the fact that the mean of the latent factors
is the same across all policies (as in Eq. (4)), even though RCT
data has the stronger property that the entire distribution of
latents does not depend on the policy. In the next section, we
describe our practical implementation of CausalSim that uses
learning techniques and NNs to overcome these limitations
(at the expense of theoretical guarantees).

5 CausalSim: Algorithm

CausalSim builds upon the insights presented earlier but
replaces the factorized model with a learning algorithm based
on NNs. For ease of notation, we will drop the trajectory index
for all variables in the dataset, e.g. we will refer to the latent
factor ui

t : t≤Hi,i≤N as ut : t≤H.

CausalSim architecture. As discussed, CausalSim aims
to extract ut and learn Ftrace and Fsystem from observed
trajectories (ot+1,ot ,mt ,at) : t < H. Figure 3 summarizes
CausalSim’s algorithmic structure.

To extract latent factors, we use a NN that takes in at and mt ,
and computes ût (an estimate of ut ). To apply invariance on the
extracted latents, i.e. distribution of ut being the same regard-
less of the policy applied to it, we use a NN called the Policy
Discriminator. This NN aims to predict the policy pertaining
to that sample given ût , and if invariance is upheld, it will fail to
do so. Unlike the analytical approach, the policy discriminator
can enforce policy invariance on the entire latent distribution,
potentially improving the accuracy of the estimate.

To calculate the counterfactual traces and observations,
we need to learn Ftrace and Fsystem. However, we can simplify
the learning problem by merging these two into one single
combined function. Thus, we use a NN that takes in counter-
factual actions ãt , observation ot and estimated latent ût , and
computes counterfactual observation õt+1. Of course, we can
explicitly use separate NNs for Ftrace and Fsystem if we require

Algorithm 1 CausalSim Training
1: initialize parameter vectors γ,θ,ϕ
2: initialize hyper-parameters num_disc_it, κ
3: initialize dataset D←{(oi,mi,ai,πi)}m

i=1 from an RCT
4: for each iteration do
5: for num_disc_it do
6: sample minibatch B←{(ol ,ml ,al ,πl)}b

l=1
7: ul←Eθ(ml ,al) for l∈{1,...b}
8: Ldisc← 1

b Σb
l=1

[
−logWγ(πl |ul)

]

9: γ=γ−λγ ·∇γLdisc
10: end for
11: sample minibatch B←{(ol+1,ol ,ml ,al ,πl)}b

l=1
12: ul←Eθ(ml ,al) for l∈{1,...b}
13: Ldisc← 1

b Σb
l=1

[
−logWγ(πl |ul)

]

14: Lpred← 1
b Σb

l=1

[(
ol+1−Pϕ(ol ,al ,ul)

)2
]

15: Ltotal←Lpred−κ·Ldisc
16: θ=θ−λθ ·∇θLtotal
17: ϕ=ϕ−λϕ ·∇ϕLpred
18: end for
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access to the simulated trace (m̃t ) values.

Overall, CausalSim uses three NNs for counterfactual
simulation; Eθ as the latent factor extractor, Wγ as the policy
discriminator and Pϕ as the combination of Ftrace and Fsystem.
Figure 3 depicts the structure. Training these NNs is quick;
on an A100 Nvidia GPU, CausalSim’s time to convergence
on 56M data points (230K streams) was less than 10 minutes,
and each simulation step in inference (on CPU) takes less
than 150µs. A full inference run on the same volume of data
takes less than 6 hours on a single CPU core and less than 20
minutes on 32 cores.

Training procedure. CausalSim’s training procedure
alternates between: (i) training the policy discriminator using a
discrimination loss Ldisc; and (ii) training other modules using
an aggregated loss Ltotal. Algorithm 1 provides a detailed
pseudo code of this training procedure.

Training the policy discriminator (Lines 5–10 in Algo-
rithm 1). Distributional invariance means restricting the
distribution of latent factors u to be identical across policies.
To that end, we first use Eθ to extract latents ût , and then search
for invariance violations via a discriminator NN, a standard
approach in the paradigm of adversarial learning [29, 68].
Specifically, the policy discriminator aims to predict the policy
πi that took action at from the estimated latent factor ût (see
Figure 3). Towards that, we use a cross-entropy loss to train
the policy discriminator:

Ldisc=EB[−logWγ(π|û)], (6)

where the expectation is over the a sampled minibatch B from
dataset D. We train the policy discriminator to minimize this
loss, by repeating gradient decent num_disc_it times, as the
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policy discriminator needs multiple iterations to catch up to
changes in the latent factors.
Training simulation modules (Lines 11–17 in Algorithm 1).
In this step, we need to impose consistency with observations,
all while preserving the distributional invariance. Thus, we
compute latent factors ût with Eθ and simulate the next step
of the trajectory ôt+1 with Pϕ. We use an aggregated loss to
enforce consistency and invariance. This loss combines the
negated discriminator loss with a quadratic consistency loss
using a mixing hyper-parameter κ.

Ltotal=EB

[
(ot+1−ôt+1)

2
]
−κLdisc, (7)

where the expectation is over the a sampled minibatch B
from dataset D. Here, we used a quadratic loss function, but
one could use any consistency loss fit to the specific type of
variable (e.g. Huber loss, Cross entropy, ...).

Note the negative sign of discriminator loss, which means
we train these NNs to maximize discriminator loss i.e., fool
the discriminator to ensure policy invariance. If the extracted
latent factors are policy invariant, the policy discriminator
should do no better at its task than guessing at random.
Counterfactual estimation. To produce counterfactual esti-
mates, as described above, the estimated latents ût are extracted
from observed data. Using the extracted latents factors, along
with the learned combined function Pγ, we start with o1 and
predict counterfactual observations ôt+1, one step at a time.

6 Evaluation

We evaluate CausalSim’s ability to do accurate counterfactual
simulation (§6.1 and §6.3) using trace data from one real-world
and one synthetic dataset. As a rigorous proof of concept,
we debug and improve an ill-performing ABR policy with
CausalSim (§6.2), and verify it through deployment on a public
ABR testing infrastructure. Our baselines are as follows:

1. ExpertSim: Uses the analytical model described in §2.2.1.
2. SLSim: Uses a standard supervised-learning technique to

learn system dynamics from data, as described in §2.2.2.
Finally, we show how CausalSim enables trace-driven

simulation in problems where defining an exogenous trace
is not straightforward and traditional trace-driven simulation
is not applicable (§6.4). Further supporting experiments in the
appendix provide more details about how CausalSim operates
(§B.1, §B.2, §B.3, §B.4, §B.5, §B.7, §C.2, §C.3, §C.4 and
§D.1).

6.1 Simulation Accuracy
We use CausalSim to predict the end performance of ABR
policies, and compare them with ground truth data. We
explore the same two metrics reported by Puffer to evaluate
algorithms; 1) stall rate, which is the fraction of time a user
spent rebuffering, i.e. paused and waiting for a new chunk

to download; 2) average Structural Similarity Index Measure
(SSIM) in decibels, which is a perceptual quality metric. Our
ground truth data comes from public logs of ‘slow streams’ on
Puffer. Whenever a client initiates a video streaming session
in Puffer’s website, a random ABR algorithm is chosen and
assigned to that session. Sessions are logged (buffer levels,
chunk sizes, timestamps, download times, etc) anonymously
and the data is available for public use. Our dataset contains
more than 230K trajectories from an RCT during July 2020
to June 2021, where five ABR algorithms (BBA, BOLA1,
BOLA2, Fugu-CL, Fugu-2019) were evaluated. Exhaustive
details of the setup and data can be found in §B.8.

6.1.1 Can CausalSim simulate a policy it has not seen?

We choose one of BBA, BOLA1, and BOLA211 as the new
policy that we want to simulate, and call it the target policy.
The remaining four policies are called source policies. Traces
assigned to the four source policies comprise our training
dataset, which we use for training CausalSim and the two base-
lines. The goal is to simulate the outcome of applying the target
policy on trajectories assigned to any of the source policies.

Figure 4a plots the stall rate and SSIM in the simulated
trajectories and ground truth, denoting each target policy with
a different color. Four source policies give us four separate
predictions per target policy and simulator. Each point depicts
the average of these four predictions, and the intervals show
the minimum and maximum among the four. For either metric,
CausalSim is the most faithful to ground truth among all
simulators. For instance, in stall rate, CausalSim’s relative
error spans 2 − 28%, while ExpertSim spans 49 − 68%
and SLSim spans 29 − 187%. CausalSim may not always
predict the correct relative ordering among policies with close
performance. For example, BOLA1 and BOLA2 (shown in
orange and red) have similar performance in both stall rate and
SSIM. CausalSim predicts that these policies are similar but it
infers their relative ordering incorrectly. However, CausalSim
avoids the large errors made by the baseline simulators. In
absolute terms, its predictions are close to the ground truth.

CausalSim also has the most consistent predictions across
different source policies, because it removes the biases of the
source policies. As an example, we investigate all four simula-
tion results for BOLA1 in Figure 4b. SLSim and ExpertSim’s
simulation results are only good when the source algorithm
is BOLA2 (a similar algorithm to BOLA1 performance-wise).
However, their predictions are far off from the ground truth
for the other three source algorithms. CausalSim’s simulation
results, on the other hand, are all close to the ground truth
target. Appendix §B.7 demonstrates the same observation for
other target algorithms, i.e. BBA and BOLA2.

11We exclude Fugu as a test policy since we could not reproduce its logged
actions (see §B.8).
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Figure 4: (a) In a real-world dataset of live video streaming,
CausalSim is the most faithful, compared to traditional trace-
driven (ExpertSim) or data-driven (SLSim) simulators. Colors
indicate different target ABR algorithms. (b) Predictions
for BOLA1, separated by the source policy. Each point
indicates a different source ABR algorithm. ExpertSim and
SLSim predictions carry over biases of the source data, while
CausalSim mitigates the bias.

6.2 Case Study: CausalSim in the Wild
An accurate simulator allows researchers to debug and
improve protocols without repeated and invasive deployments.
We shall demonstrate this with CausalSim, by improving a
well-known ABR policy, and verifying our findings with a
real-world deployment on Puffer.

Recall that in the particular RCT we used in §6.1, five ABR
algorithms (BBA, BOLA1, BOLA2, Fugu-CL, Fugu-2019)
were evaluated. Figure 5 shows the result of this evaluation
for BBA, BOLA1 and BOLA2, across ‘slow streams’.12

Similar to Figure 4a, the X-axis shows the stall rate, and the
Y-axis is the average SSIM. BOLA1 exhibited 82% more
rebuffering compared to BBA. A revised version of BOLA1,
called BOLA2, was deployed alongside it, since the Puffer

12The data for this plot comes directly from Puffer [2, 3].
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Figure 5: In an experiment preceding this work, BOLA1
exhibits high stalling. By deploying a BOLA1 variant in a later
experiment CausalSim improved the stall rate by 2.6×, with
comparable quality to BBA. User population is ‘slow streams’
and error bars denote 2.5%–97.5% confidence intervals.

team and the authors of BOLA believed the SSIM metric (in
decibels) is incompatible with the protocol [53]. This new
version had 12.8% less rebuffering and slightly higher quality,
but still far too much stalling compared to BBA.

BOLA1 is an ABR policy with two hyperparameters,
similar to BBA, and our hypothesis was that BOLA1 uses
sub-optimal hyperparameters. To investigate this, we used the
logged data pertaining to that plot along with CausalSim to
exhaustively analyze the performance of BOLA1 and BBA for
a range of hyperparameters. Using Bayesian Optimization13,
we explored the parameter space and created a Pareto frontier
curve for each policy. During this process, we evaluated over
150 different algorithms in two days, which is achievable only
in a simulator. Each curve demonstrates the trade-off between
quality and stall rate in that policy. Figure 6 presents the curves,
where the left and right plots show CausalSim and ExpertSim
predictions. For ease of comparison, we highlight where the
original BOLA1 and BBA lie. CausalSim confirms our sus-
picion; the curve for BOLA1 is strictly better than that of BBA.
We can revise the hyperparameters in BOLA1 for an improved
BOLA1 variant, henceforth called ‘BOLA1-CausalSim’. We
chose BOLA1-CausalSim, such that it would have better stall
rate and marginally better SSIM compared to BBA.

Interestingly, ExpertSim predicts the complete opposite.
It predicts that not only will BBA always improve on any
BOLA1 variant in at least one metric, but also that any BOLA1
variant will stall more. This serves as a great opportunity
to test CausalSim’s edge compared to traditional (biased)
trace-driven simulation, which is used in prior work [38,50,75].
The results of BOLA1-CausalSim’s deployment can be seen
in Figure 5. Considering confidence intervals, it is clear that
it stalls less than BBA; in fact, BBA stalls 43% more than
BOLA1-CausalSim on average. The confidence intervals for

13We use a Gaussian Process prior with a Matern Kernel [54].
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Figure 6: Pareto frontier curves for BOLA1 and BBA variants.
CausalSim correctly predicts BOLA1’s potential, while
ExpertSim fails to do so.

quality are wide and will need more data to be separable14,
but based on the ongoing trend, BOLA1-CausalSim will have
similar quality compared to BBA.

Our goal was to show CausalSim’s potential, and for that
we targeted one of several plots on Puffer (‘slow streams’).
We could have chosen a different plot to optimize on, but it
would not affect the takeaway. Note that our opportunities
for deployment on Puffer are limited, as other researchers
use Puffer as well; hence we only deployed one BOLA1
variant. Furthermore, we hoped to also compare CausalSim’s
prediction of stall rate and quality with the deployment results,
but the client and network population has clearly changed; as
shown in Figure 5, BBA achieves a different SSIM value for
the two periods of time. Since CausalSim’s predictions are
based on data from the previous RCT, directly comparing the
predicted values to results from the new RCT isn’t meaningful.
However, as our results show, the old RCT data allows us to
compare different schemes. For example, CausalSim predicts
BBA stalls 58% more than BOLA1-CausalSim on network
distribution of the old RCT, which is reasonably close to the
43% observed in the new RCT (ignoring confidence intervals).

6.3 A Closer Look at Simulated Trajectories

For a deep dive in simulator accuracy, we focus on buffer
occupancy level, a key indicator of ABR algorithm behavior.
Ideally, we would like to compare simulated trajectories to
ground truth. But this isn’t possible using real trace data,
since it requires us to have multiple traces of different policies
running under the exact same underlying path conditions. To
overcome this issue, we resort to distributional evaluation.
Puffer data is collected in an RCT setting; hence the character-
istics of network paths assigned to each policy is the same. If
we accurately simulate the target policy on traces assigned to
one of the source policies, the distribution of each variable (e.g.

14Updated plots can be found on the ‘Experimental Results’ page of the
Puffer website [1], under "Current experiment, full contiguous duration, slow
streams only".
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Figure 7: On average, CausalSim improves the EMD distance
metric compared to ExpertSim and SLSim by 53% and 61%
respectively. (a) Distribution of CausalSim, ExpertSim, and
SLSim EMDs over all possible source/target choices. (b)
Error (EMD) increases for baseline as simulation scenarios
get harder, but CausalSim maintains good accuracy.

buffer level) must be similar in the simulated trajectory and
ground truth trace assigned to the target policy. This motivates
using distributional similarity as our performance metric.

To quantify the similarity of two distributions, we use
the Earth Mover Distance (EMD) [62]. We can calculate
EMD for one-dimensional distributions as EMD(P ,Q ) =∫ +∞
−∞ |P (x) − Q (x)|dx, where P and Q are the Cumulative

Distribution Function (CDF)s of p and q, respectively. A small
EMD between two distributions implies that they are similar.

Figure 7a shows the CDF of the EMD (between actual
and simulated buffer level distributions) for CausalSim and
baselines, over all possible source/target policy pairs. EMD
of CausalSim is smaller than EMD of baselines across almost
all experiments. In terms of the average EMD across all
experiments, CausalSim bests ExpertSim and SLSim by 53%
and 61% respectively. Figure 2a visualized differences in
buffer level distributions for the simulation scenario where
BOLA2 and BBA are source and target policies, respectively.
To observe buffer level distributions for all scenarios, refer to
Figure 9.

In about 30% of cases, SLSim is slightly better than
CausalSim. These cases are “easy” simulation scenarios
where the source and target policies make similar actions
(For more details see §B.3). In these cases, the EMD is low
for both CausalSim and baseline simulators (<0.15), and all
perform well. For instance, Figure 9c (in the Appendix) shows
source, target, and simulated buffer level distribution in an
easy scenario, where BOLA2 and BOLA1 are the target and
source policies respectively. In this example, all simulated
distributions match the target distribution quite well.

Figure 7b shows where CausalSim most shines, i.e. hard
simulation scenarios. The Y-axis is the error (EMD), and the
X-axis is the mean absolute difference (MAD) between actions
taken by the source policy and the target policy, in SLSim simu-
lation. The larger the action difference, the harder the scenario
(§B.3). As we move toward harder scenarios, the error increases
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significantly for the baselines, while CausalSim is more robust.

6.3.1 Additional experiments

We perform further evaluations of CausalSim in the ABR
environment. Due to space constraints, we summarize these
results here and defer details to the appendix.
A more fine-grained evaluation. In the results above, we eval-
uated the performance of CausalSim and baselines using the
distribution of buffer occupancy across the whole population.
One way to further validate the results is to test whether they
will hold on carefully partitioned sub-populations. In §B.4,
we show that this is indeed the case when the sub-populations
are partitioned according to the Min Round Trip Time (RTT),
a network property that is independent of the selected ABR
algorithm in Puffer.
Hyperparameters tuning. Counterfactual estimation (§3.2)
is inherently an Out of Distribution (OOD) prediction task.
Hence, typical supervised-learning hyper-parameter tuning
methods do not work. In §B.5, we describe and evaluate
CausalSim’s hyper-parameter tuning procedure.
Ground truth evaluation. Real data never comes with ground
truth counterfactual labels. As a result, we cannot evaluate
CausalSim’s simulations for each time step in real data, but we
can do this in a reproducible synthetic environment. In §C.2,
we evaluate CausalSim using ground truth counterfactual
labels and show that it still outperforms baselines in the Mean
Absolute Percentage Error (MAPE) metric.15 Specfically,
CausalSim achieves an MAPE of (∼5%), which is significantly
lower than both ExpertSim’s and SLSim’s (∼10%).

6.4 A Second Example: Server Load Balancing
We now focus on simulating load balancing policies with
heterogeneous servers, where defining an exogenous trace is
not possible and therefore standard trace-driven simulation
is not applicable. This example shows how CausalSim opens
up new avenues in trace-driven simulation.

We use a synthetic environment which consists of N = 8
servers (and a queue for each) with different processing
powers, a load balancer, and a series of jobs that need to be
processed on these servers. Each job has a specific size which
is unknown to the load balancer. Each server can process jobs
at a specific rate {ri}N

i=1, which is also unknown to the load
balancer. The load balancer receives jobs and must assign
them to one of N servers. Assuming the kth arriving job has
size Sk and gets assigned to server ak, the job processing time
will be Sk/rak . If this job is not blocked by some other job
being processed, its latency will equal its processing time. If
it is blocked, and the jobs ahead of it in the queue take Tk to
be processed, the incurred latency is Sk/rak +Tk.

15Let p̂ = { p̂i}N
i=1 and p = {pi}N

i=1 denotes the vectors of predicted and
ground truth quantity of interest, respectively. Then, MAPE is defined as
MAPE(p,p̂)= 100

N ∑N
i=1
|p̂i−pi|

pi
.

We generate a collection of 5000 trajectories each with 1000
steps and use 16 policies in the load balancer. For a detailed
explanation of the policies, job size generation process, and
server processing rates, refer to §D.2.

6.4.1 Experiment setup

The aim of this experiment is to evaluate whether we can
simulate new unseen server assignment policies in this
environment, using traces collected with other policies. Recall
that while we observe the processing time of each job, the
actual size of the job is not observed, i.e., it acts as the latent
factor in this problem. For all simulators, we assume access to
Fsystem (the queue model) and focus on the more challenging
task of learning Ftrace and estimating the counterfactual traces
m̂t

i for i≤5000, and t≤1000. Algorithmically, this translates
to enforcing consistency for the observed traces (mt), rather
than the observations (ot) (see §5). The trace we collect is
the processing time when using a source server assignment
policy. To simulate a target server assignment policy, we need
to estimate the processing time of a job on servers other than
the one where its processing time was measured (without
knowing either the job size or the server processing rates).

Standard trace-driven simulation assumes an exogenous
trace (job processing time), but this is the same as assuming
servers have equal processing rates. This contradicts the prob-
lem setup, and standard trace-driven simulation (analogous to
ExpertSim in ABR) is not applicable to this problem. Thus, we
compare CausalSim with SLSim simulations. SLSim (realized
by an NN) takes as input the observed processing time and the
target server, and its output is the processing time under the
targeted server. However, the observed and target processing
time are always the same in training data, and hence it is
impossible for SLSim to learn the true dynamics (e.g., the
server’s underlying processing power). CausalSim sidesteps
this problem by explicitly estimating latent factors. For details
regarding the network architecture and training details for
both SLSim and CausalSim, refer to Table 8 in the appendix.
Performance Metric. We compare CausalSim and SLSim
with the underlying ground truth using the MAPE metric.

6.4.2 Can CausalSim Faithfully Simulate New Policies?

As is done in the ABR case studies, we train CausalSim and
SLSim models based on a dataset generated using all policies
except one, which will be the target policy. We use the same
hyper-parameter tuning approaches explained in §B.5 for
CausalSim and §B.6 for SLSim. We carry out this evaluation
on eight target policies. We evaluate the performance for each
pair of source-target policies, as was done in §6.1. In total, we
have 120 different source/target policy pairs.

In Figure 8a and Figure 8b, we show the CDF of the MAPE
of estimating the processing time and the latency, respectively,
using both CausalSim and SLSim. As evident in these two
figures, CausalSim’s error is significantly lower than that of
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Figure 8: Distribution of CausalSim and SLSim MAPEs over
all source target pairs.

SLSim for both the processing time and latency. In particular,
the median MAPE when estimating processing time/latency is
24.4%/27.0% for CausalSim and 124.3%/467.8% for SLSim.
For a complementary view, we compare the latent factors
CausalSim extracts to the real latent job sizes and observe how
closely they match, in §D.1 in the appendix.

7 Related-Work

Data-driven simulation. Traditional packet-level sim-
ulators [21, 31, 45] tend to sacrifice either scalability or
accuracy when simulating large networks. MimicNet [77]
and DeepQueueNet [73] use machine learning to improve
simulation speed of datacenter networks. The aforementioned
approaches are all full-system packet-level simulators,
whereas CausalSim focuses on trace-driven simulation of a
specific system component and must therefore deal with latent
factors and biases present in trace data.

A very recent work, Veritas [17] (published on arXiv in Aug.
2022), models trace-driven simulation for ABR as a Hidden
Markov Model (HMM) with a known emission process. This
is equivalent to assuming that Ftrace is known in our model (see
Eq. (1)). Veritas uses the Viterbi algorithm to decode the latent
factors, which are then used for counterfactual simulation.
CausalSim solves a more general problem where Ftrace is not
known and must be learned. It therefore requires less knowl-
edge of the system’s latents and underlying dynamics to apply.
On the other hand, CausalSim requires RCT data whereas
Veritas does not. Comparing the fidelity of these approaches
using real-world ABR data would be interesting future work
(Veritas evaluates its method in a network emulator).

Panthon’s calibrated emulators [72] model the end-to-end
behaviour of a network path with a simple model including
a handful of parameters, e.g., bottleneck link rate, constant
propagation delay, etc., which are tuned to fit a collection
of packet traces collected from this path using a variety of
congestion control protocols. iBox [13] extends this approach
by modeling cross-traffic. CausalSim does not assume any
known model for the dynamics of the network. Furthermore,
it has access to only a single trace from each network path.
Policy evaluation. Policy evaluation techniques such as

Inverse Propensity Scoring [33] and Doubly Robust [15] aim
to predict population-level performance statistics for a given in-
tervention. WISE [67] builds a Causal Bayesian Network from
the data that is able to answer interventional (what-if) queries
about the future, but the method requires absence of latent con-
founding variables. Sage [25] uses a Causal Bayesian Network
model with latent factors to diagnose performance issues in
microservice applications. It answers what-if questions about
how interventions like changing the resources allocated to a mi-
croservice impacts the end-to-end application latency. Trace-
driven simulation is distinct from all these methods, in that
it requires counterfactual predictions of how an intervention
would have changed specific previously-measured trajectories
rather than how it changes population-level statistics.16

8 Concluding Remarks

The exogenous trace assumption is central to traditional trace-
driven simulation. CausalSim relaxes this key assumption,
by modeling the intervention effect on the trace and learning
to replay the trace in an unbiased manner. We showed how
this improves the accuracy of trace-driven simulation using
real-world ABR data, and how CausalSim provides insights
for algorithm improvement that are in contrast with standard
trace-driven simulators’ predictions, which we validated in a
real-world deployment. Furthermore, we showed how this ex-
pands the applicability of trace-driven simulation to problems
where defining an exogenous trace is not possible by applying it
to heterogeneous server load balancing. We believe CausalSim
could be applied to many other system simulation tasks.

CausalSim opens up several interesting paths for future
work. First, evaluating CausalSim in problems with a higher-
dimensional latent factors would be interesting. Second, it is
a natural next step to use CausalSim for more complex policy
optimization methods, e.g., using reinforcement learning. Last,
as discussed in §4.3, our theoretical analysis of CausalSim’s
approach, i.e. exploiting the policy invariance of latent factors
distributions, is not tight, and improving it could potentially
relax the assumptions of our analytical method.
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Appendix A Tensor Completion
with policy invariance

Here, we discuss a more generic version of the problem
considered in §4.2 from the lens of tensor completion.
Specifically, in §4 we considered the simplified setting where
the trace was considered to be one-dimensional. Here, we shall
consider higher dimensional traces. This, naturally suggests
using the lens of Tensor instead of Matrix completion. We will
also discuss how higher dimensional trace can enable recovery
of more complex system dynamics or models compared to the
simple solution we discussed in §4 for rank 1 setup.

Potential Outcomes Tensor. As considered in §4 let all
possible actions be denoted as [A] = {1, ... , A} for some
A≥ 2. Let the trace be of D dimension. As before, we have
N trajectories of interest with trajectory i∈ [N] being of length
Hi≥1 time steps. As before, let U =∑N

i=1Hi.
Consider an order-3 tensor M of dimension A ×U × D,

where M = [mαβγ : α ∈ [A], β ∈ [U ], γ ∈ [D]] with mαβγ
corresponds to the γth co-ordinate of the D-dimensional trace
corresponding to action at =α∈ [A] when latent factor is ui,t
with β corresponding to enumeration of (i,t) for some i∈ [N]
and t≤Hi. Recall that, as explained in Section 4, all possible
(i,t) : t ≤Hi,i∈ [N] are mapped to an integer in [U ]. We call
this tensor M as the Potential Outcomes Tensor.

Indeed, if we know M completely, then we can answer the
task of simulation or counterfactual estimation well since
we will be able to estimate the mediator for each trajectory
under a given possible sequence of counterfactual actions,
and subsequently estimate the counterfactual observation
(assuming we could learn the Fsystems).

We shall assume that there are P≥1 policies under which
these traces where observed. In particular, each trajectory was
observed under one of these P policies and the assignment of
policy to the trajectory was done uniformly at random. Define
Πp⊂ [U ] as collection of indices corresponding to trajectories
i∈ [N] and their times t≤Hi where trajectory i was assigned
policy p for p∈ [P]. Let Up= |Πp|.
Tensor factorization, low CP-rank. The tensor M admits
(not necessarily unique) factorization of the form: for any
α∈ [A],β∈ [U ],γ∈ [D]

mαβγ=
r

∑
ℓ=1

xαℓyβℓzγℓ, (8)

for some r≥1. For any tensor, such a factorization exits with
r at most poly(A,U,D).

Assumption 1 (low-rank factorization). We shall make an
assumption that r is small, i.e. does not scale with A,U,D and
specifically a small constant.

Assumption 2 (sufficient measurements). We shall assume
that number of measurements per instance, D, is at least as
large as the underlying rank r of the tensor M, i.e. D≥r.

Distributional invariance and RCT. As before, we shall
assume that the distribution of latent factors is the same across
different policies due to random assignment of policies to
trajectories in the setup of RCT. In the context of the tensor
M, this corresponds to the distribution invariance of factors
yβ· ∈ Rr over β ∈ Πp for any p ∈ [P]. Concretely, for any
p ̸= p′∈ [P] and ℓ∈ [r], we have

1
Up

∑
β∈Πp

yβℓ≈
1

Up′
∑

β′∈Πp′
yβ′ℓ. (9)

More generally, any finite moment (not just first moment
or average) of latent factors should be empirically invariant
across policies. As in §4, we would like to utilize property (9)
to estimate the tensor M.

A Simple Estimation Method and When It Works. We
describe a simple method that can recover entire tensor as
long as rank r≤D. For simplicity, we shall assume r=D (the
largest possible rank for which method will work). By (8), for
a given fixed α∈ [A] and across β∈ [U ],γ∈ [D],

mαβγ=
r

∑
ℓ=1

yβℓz̃
α
γℓ, (10)

where z̃α
γℓ=xαℓzγℓ. Since D=r, the matrix Z̃α=[z̃α

γℓ :γ∈ [D],ℓ∈
[r]] is a square matrix. With this notation, we have that for any
fixed α∈ [A], the matrix Mα=[mαβγ :β∈ [U ],γ∈ [D]]∈RU×D

(or RU×r since r=D) can be represented as

Mα=Y Z̃α,T , (11)

where Y =[yβℓ :β∈ [U ],ℓ∈ [r]]∈RU×r.

Assumption 3 (invertibility). We shall assume that the D×D
(i.e. r×r) square matrices Z̃α for each α∈ [A] are full rank and
hence invertible.

The Assumption 3 implies that Y = Mα(Z̃α,T )−1 for all
α∈ [A].

For policy p∈ [P], indices β∈Πp are relevant. For a given
β ∈Πp, if the policy p utilized action α ∈ [A], mαβ· ∈ RD is
observed. To that end, let Πp,α = {β ∈ Πp : policy utilized
action α}. Let Up,α = |Πp,α| for any α ∈ [A]. Then, define
Y p,α = [yβℓ : β ∈Πp,α,ℓ ∈ [r]] ∈RUp,α×r, Mα,p = [mαβγ : β ∈
Πp,α,γ∈ [D]]. Then we have Y p,α=Mα,p(Z̃α,T )−1.

Therefore, for any ℓ∈ [r=D],

∑
β∈Πp,α

yβℓ=1p,α,TY p,αeℓ

=eT
ℓ Y p,α,T 1p,α

=eT
ℓ

(
Z̃α)−1Mα,p,T 1p,α, (12)

where 1p,α ∈ RUp,α is vector of all 1s, and eℓ ∈ Rr be vector
with all entries 0 but the ℓ∈ [r]th co-ordinate 1 .
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Then, for any ℓ∈ [r] and p∈ [P],
1

Up
∑

β∈Πp

yβℓ=
1

Up
∑

α∈[A]
∑

β∈Πp,α

yβℓ

=
1

Up
∑

α∈[A]
eT
ℓ

(
Z̃α)−1Mα,p,T 1p,α

= ∑
α∈[A]

eT
ℓ

(
Z̃α)−1

( 1
Up

Mα,p,T 1p,α
)

= ∑
α∈[A]

eT
ℓ

(
Z̃α)−1M α,p, (13)

where M α,p = 1
Up

Mα,p,T 1p,α ∈Rr,1 is an observed quantity,

while Z̃α,T is unknown. Using (13) and (9), we obtain that for
any ℓ∈ [r] and p ̸= p′∈ [P],

∑
α∈[A]

eT
ℓ

(
Z̃α)−1M α,p≈ ∑

α∈[A]
eT
ℓ

(
Z̃α)−1M α,p′ . (14)

Let z̃α,ℓ= eT
ℓ

(
Z̃α)−1 ∈R1,r be the ℓth row the of r×r matrix(

Z̃α)−1. Then (14) implies that for any ℓ∈ [r] and p ̸= p′∈ [P],

∑
α∈[A]

z̃α,ℓ(M α,p−M α,p′)≈0. (15)

Which can be written in matrix form as

[
z̃1,ℓ z̃2,ℓ ... z̃A,ℓ

]




M 1,p−M 1,p′

M 2,p−M 2,p′

...
M A,p−M A,p′


=0 (16)

By noting that that this hold for all ℓ∈ [r], and recalling that
z̃α,ℓ is the ℓ-th row the of the r×r matrix

(
Z̃α)−1, we get,

[(
Z̃1

)−1 (
Z̃2

)−1
...

(
Z̃A

)−1
]



M 1,p−M 1,p′

M 2,p−M 2,p′

...
M A,p−M A,p′


=0,

(17)

where 0 is a vector of zeros of size r. Note that the above is a
system of r linear equations, with Ar2 unknowns (recall that the
r×r matrices

(
Z̃α)−1 are unknown for α∈ [A] ). Let Z∈Rr×Ar

and vp,p′ ∈RAr denote the first and second matrix in the left
hand side, respectively, then (17) can be re-written as,

Zvp,p′≈0. (18)

By definition, vp,p′ is observed quantity for each p ̸= p′∈ [P].
Now if we consider P−1 equations produced by considering
pair of policies (1,2),(1,3),...,(1,P) in (18), by design they are

non-redundant linear equations. Let matrix V∈RAr×P−1 be
formed by stacking v1,2,...,v1,P column-wise.

Furthermore, let us define sp ∈ RAr as [M 1,p, ··· ,M A,p]⊺.
Define S∈RAr×P by stacking s1,···,sP column-wise.

Assumption 4 (Sufficient, Diverse Policies). Let P≥Ar and
the rank of S=Ar.

Note that we can derive V from S by subtracting the first
column from all other columns, and removing the first column.
Thus, Under Assumption 4, the +rank of V is at least Ar−1.
Further,given Assumption 3 which excludes the scenario Z=0,
it follows that the rank of V is Ar−1. As rank of V is Ar−1, we
can uniquely (up to scaling) recover Z by solving for system of
linear equation ZV=0 as the null space of V is of dimension 1.

Once we know z, i.e. by undoing flattening, we obtain(
Z̃α,T )−1 for each α∈ [A]. Since for each policy p∈ [P] and

α∈ [A], Y p,α =Mα,p(Z̃α,T )−1 and we observe Mα,p, we can
recover Y p,α and hence subsequently Y ∈RU×r.

By (11), we can now recover slice of tensor M, the Mα for
each α ∈ [A], and hence we can recover entire tensor M as
desired.
Interpretation of Assumption 4. Consider βth Column of
the matrix S, i.e.,

[
E[m⊺|i = 1,πβ]P(i = 1|πβ), ··· ,E[m⊺|i =

A,πβ]P(i=A|πβ)
]⊺ where i denotes the action index and β the

policy index. This column is a vector of statistics associated
with traces collected using policy β. Each element in this
vector consists of two components: the first component is the
conditional mean of the trace given a specific action, and the
second element is the probability of taking this action. We
interpret linear independence of each of these components for
different policy vectors as policy diversity. For instance, think
of the second component which captures probability vectors
of different actions for each policy. Its linear independence
across different policies roughly means that each policy
should assign new probability vectors to different actions,
and not a probability vector similar (linearly dependent) to
that of previous policies. Also note that this assumption is not
satisfied if an action is not taken by any of the policies which
makes all elements of the corresponding row equal to zero.
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Appendix B Real-world ABR

B.1 Comprehensive results
In Figure 7a, we presented a concise view of simulator
fidelity, for an internal variable in ABR sessions called
buffer occupancy level. Specifically, we considered the
simulation of a target policy, given trajectories collected using
a different source policy. We measured the error between
buffer simulations and ground truth through EMD, a similarity
index for distributions. For a complementary view, we provide
the full distributions in Figure 9, for all simulators and ground
truth for target and source policies. Below each plot, we also
report the EMD of CausalSim predictions.

B.2 Policy Discriminator and
Latent Invariance

The policy discriminator (Wγ in Figure 3) described in §5
has the goal of predicting the source policy, given a latent
factor generated by the latent factor extractor (Eθ in Figure 3).
Since our data is collected with an RCT, the true latent
factor distribution should be indifferent to the source policy.
Therefore, if the latent factor extractor generates the ground
truth latent factors, the policy discriminator should not be able
to predict the source policy accurately. In fact, even the optimal
policy discriminator outputs the population share of each
source policy (e.g. what fraction of the data comes from BBA)
in the training data [28]. To assess this statement, we present
the confusion matrix and population share of source data, for
three left-out policies in Table 1. Each row corresponds to
one source policy, and each column corresponds to the policy
discriminator’s prediction of the source policy. We observe
that predictions do not change noticeably with different source
policies, and that they closely match the population share for
each left-out policy. This demonstrates that the extracted latent
features were indeed invariant to the source policy.

B.3 What makes a simulation
scenario easy/hard?

In §6.3, we compared the accuracy of CausalSim, ExpertSim
and SLSim, in a simulation task on real ABR data. We
observed that in about 30% of scenarios, which we call easy
scenarios, all simulators perform well. However, in about 70%
of the source/target scenarios, which we call hard simulation
scenarios, baseline predictions are highly biased towards the
source distributions. In these hard scenarios, CausalSim is
able to de-bias the trajectories and its predictions match the
target distribution well, as observable in Figure 9.

So it is natural to wonder what makes a simulation scenario
easy/hard? An easy simulation scenario happens when source
and target policies take similar actions. Similar action means
that the factual achieved throughput (of the source policy)

Prediction

Source Policy BOLA2 BOLA1 Fugu-CL Fugu-2019

BOLA2 22.44% 22.58% 26.99% 27.99%
BOLA1 22.43% 22.58% 26.99% 27.99%
Fugu-CL 22.44% 22.58% 26.99% 27.99%
Fugu-2019 22.44% 22.58% 26.99% 28.00%

Source Policy

BOLA2 BOLA1 Fugu-CL Fugu-2019

Population 22.45% 22.50% 27.11% 27.94%

(a) Left-out policy is BBA

Predictions

Source Policy BOLA2 Fugu-CL Fugu-2019 BBA

BOLA2 21.34% 26.04% 26.75% 25.87%
Fugu-CL 21.33% 26.05% 26.75% 25.87%
Fugu-2019 21.33% 26.04% 26.77% 25.86%
BBA 21.33% 26.04% 26.76% 25.87%

Source Policy

BOLA2 Fugu-CL Fugu-2019 BBA

Population 21.48% 25.94% 26.74% 25.84%

(b) Left-out policy is BOLA1

Predictions

Source Policy BOLA1 Fugu-CL Fugu-2019 BBA

BOLA1 21.46% 26.00% 26.76% 25.78%
Fugu-CL 21.45% 26.01% 26.77% 25.76%
Fugu-2019 21.45% 26.00% 26.79% 25.76%
BBA 21.45% 25.99% 26.76% 25.80%

Source Policy

BOLA1 Fugu-CL Fugu-2019 BBA

Population 21.52% 25.93% 26.72% 25.83%

(c) Left-out policy is BOLA2

Table 1: Confusion matrix and population statistics for the
policy discriminator with three left out policies.

is similar to the counterfactual achieved throughput (of the
target policy). This is what both ExpertSim (explicitly) and
SLSim (implicitly) assume for doing simulation. Making this
assumption is the core reason their simulations are biased in
hard cases, where source and target policies take different
actions, as we discussed in detail in §2.2.3.

Figure 10 validates our reasoning for what makes a
simulation scenario difficult. The X axis shows the Mean
Absolute Difference (MAD) between source and simulation
actions (bitrates) when simulating with SLSim in a specific
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(d) CausalSim EMD=0.16
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0 5 10 15

10

30

50

70

90

Buffer Occupancy (seconds)

C
D

F
(%

)

CausalSim predictions

ExpertSim predictions

SLSim predictions

BBA (left-out)

Fugu-2019 (source)

(g) CausalSim EMD=0.14
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(h) CausalSim EMD=0.25
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(i) CausalSim EMD=0.22
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(k) CausalSim EMD=0.21
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(l) CausalSim EMD=0.17

Figure 9: Buffer level distribution of source, target,CausalSim predictions,and baseline predictions across all source/target scenarios.
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Figure 10: Simulation difficulty is related to how different
counterfactual actions are from factual ones. This figure shows
scatterplot of EMD versus mean absolute bitrate difference,
for ExpertSim and SLSim, over all possible source left-out
pairs. The pink cluster signifies the ‘easy’ scenarios and the
green cluster signifies ‘hard’ ones.

source/target scenario. Y axis shows EMD (Our performance
metric for simulation, smaller is better) of both baselines in
that specific scenario.

Two main cluster of points are clearly visible in this figure.
The pink cluster on the bottom left corresponds to easy
simulations. It includes all source/target simulation scenarios
where baselines perform well (bottom), and at the same time,
source and target actions are quite similar (left).

The green cluster at the top right corresponds to the hard
simulations. It includes all source/target simulation scenarios
where baselines fail to perform an unbiased simulation (top),
and at the same time, source and target actions are quite
different (right).

B.4 A More Fine-grained
Evaluation

Ideally, we would like to evaluate CausalSim’s simulation to
ground truth on a step-by-step basis for a given trajectory. But
as discussed in §6.3, this is not possible in real-world data,as we
only see the outcome of one ABR algorithm’s chosen action for
a single step. In other words, there is no way to get ground truth
for individual steps in the observational data, which is referred
to as the fundamental problem of Causal Inference [32]. This
is the reason we evaluated predictions on a distributional level.

However, there is a way to evaluate CausalSim’s predictions
at a more fine-grained level. Instead of evaluating the predicted
distribution of buffer occupancy across the whole population,
we can evaluate on certain sub-populations of users. The only
requirement is that the way we select these sub-populations
should be statistically independent of the ABR algorithm. For
example, we can partition users by a metric such as Min RTT,
which is independent of the policy chosen for each user in the

RCT. Min RTT is an inherent property of a network path17,
and we would expect Min RTT distribution to be the same for
users assigned to different ABR policies.

We use the MinRTT to create the following four
sub-populations:

1. Sub1: users with Min RTT<35ms

2. Sub2: users with 35ms≤Min RTT<70ms

3. Sub3: users with 70ms≤Min RTT<100ms

4. Sub4: users with 100ms≤Min RTT

Now, we can ask question of the following type: had the users
in sub-population two, who were assigned the source ABR algo-
rithm, instead used the left-out ABR algorithm, what would the
distribution of their buffer level look like? As the ground truth
answer to this question, we can use the buffer level distribution
of users in sub-population two assigned to the left-out policy.

Figure 11a shows the CDF of CausalSim’s EMD when sim-
ulating the left-out ABR algorithm over each of the above sub-
populations. We can see that CausalSim maintains a superior
EMD CDF compared to ExpertSim and SLSim,and remains ac-
curate across different sub-populations. This further suggests
that even at surgically small subpopulations, CausalSim main-
tains accuracy, and does not overfit to the whole distribution.

B.5 How to Tune CausalSim’s
Hyper-parameters?

Counterfactual prediction is not a standard supervised learning
task that optimizes in-distribution generalization. Rather, it
is always an OOD generalization problem, i.e., we collect
data from a training policy (distribution 1), and want to
accurately simulate data under a different policy (distribution
2). Since we do not use data from the test policy when we
train CausalSim, we use the following natural proxy for tuning
hyper-parameters: Simulating ABR algorithms in the training
data using trajectories of other ABR algorithms in the training
data. This of course can be viewed as an OOD problem as
well. We claim that if a choice of hyper-parameters results in
a robust model that performs well OOD across all validation
ABR algorithms in the training data, it should work well for
the actual left-out test policy as well.

We verify this hyper-parameter tuning procedure empiri-
cally. For each choice of the three left-out ABR algorithms
(hence training dataset), we train eleven different CausalSim
models with different choices of κ (defined in Equation (7)).
We consider two metrics: (i) Test EMD, defined as the average
EMD when simulating the left-out ABR algorithm with trajec-
tories in the training dataset. This is our main performance ob-
jective. (ii) Validation EMD, defined as the average EMD when

17This is true to a first order approximation, if we ignore the possibility that
a video streaming session drives up queueing delays throughout the course
of a video, thereby inflating the observed Min RTT.
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Figure 11: (a) Comparing the distribution of CausalSim EMDs
with ExpertSim and SLSim over different sub-populations.
(b) Validation EMD and test EMD are highly correlated. This
justifies our hyper-parameter tuning strategy.

simulating ABR algorithms in the training dataset with trajecto-
ries in the training data that were collected with other ABR algo-
rithms. This is our proxy objective for hyper-parameter tuning.

For each model (33 in all: 3 datasets, 11 example hyper-
parameters), we calculate both Test EMD and Validation
EMD, which results in one (Validation EMD, Test EMD) point
in Figure 11b. The Pearson Correlation Coefficient (PCC)
between Valid EMD and Test EMD is 0.92, which shows high
linear correlation. Hence, though CausalSim might not always
perform well (i.e., Test EMD is not low for some combinations
of training dataset and hyper-parameters), we can have a very
good idea of how well it works by measuring Validation EMD.

B.6 How to Tune SLSim’s
Hyper-parameters?

SLSim takes as input the current buffer value, selected chunk
size and observed throughput, and similar to CausalSim,
predicts the next buffer b̂t+1 and download time d̂t . We
add two knobs to tune while training SLSim: (1) The loss
function Lξ(·,·) used to steer the NN output to the ground truth
output, and (2) The relative weighting of the loss function for
download time with respect to that of the buffer occupancy,
η. Concretely, we use the following total loss:

Lslsim=EB

[
1

η+1
.Lξ(b̂t+1,bt+1)+

η
η+1

.Lξ(d̂t ,dt)

]
(19)

where the expectation is over the a sampled minibatch B
from dataset D, and bt+1 and dt denote the ground truth values
for next buffer level and chunk download time. Table 3 lists
the loss functions and η values considered.

To tune these values, we use ground truth data from all
policies except a left out policy. We then proceed with the
proxy tuning objective used in §B.5, i.e. we look for the con-
figuration with the highest accuracy at simulating algorithms
in the training data using trajectories of other algorithms in
the training data. We then use the resulting configuration (and
model) to simulate the left-out policy on the training data.

From the perspective of tuning, this methodology puts
SLSim on equal ground with respect to CausalSim, and makes
for a fair comparison. Note that we do not tune loss function
type or η with CausalSim due to limited computational
resources, but tuning those as well could potentially improve
CausalSim’s accuracy.

B.7 Simulation Accuracy: Continued
In §6.1.1, we stated that ExpertSim and SLSim predictions are
significantly affected by the source data they are simulating
on, and demonstrated the effect of source policies on BOLA1
predictions in Figure 4b. Here, we demonstrate the same
figure for BBA in Figure 12a and BOLA2 in Figure 12b.
CausalSim is designed to remove the bias of the algorithm
used for collecting source data when simulating a target policy
and its predictions remains unaffected by the performance
of that source policy. ExpertSim and SLSim however, due to
the violation of the exogenous trace assumption, will predict
different metrics when using different source traces.

B.8 Dataset & Algorithms
Our trajectories in the real-world (Puffer) data come from ‘slow
streams‘ in the time span of July 27, 2020 until June 2, 2021. In
this period of time, 5 ABR algorithms appear consistently and
are listed in Table 2. Each trajectory is an active client session
streaming a live TV channel. We follow Puffer’s definition of
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Policies Hyperparameter Value Used as source Used as left out

BBA Cushion 3 (as used in puffer)
✓ ✓

Reservoir 10.5 (as used in puffer)

BOLA-BASIC v1

V 0.67 (As computed in puffer)

✓ ✓
γ -0.43 (As computed in puffer)

Utility function log10(1−ssim) (As used in puffer)

Minimum utility 0 dB (As used in puffer)

Maximum utility 60 dB (As used in puffer)

BOLA-BASIC v2

V 51.4 (As computed in puffer)

✓ ✓
γ -0.43 (As computed in puffer)

Utility function ssim (As used in puffer)

Minimum utility 0 (As used in puffer)

Maximum utility 1 (As used in puffer)

Fugu-CL - - ✓ ×
Fugu-2019 - - ✓ ×

Table 2: ABR algorithms used in the real-world dataset and experiments

‘slow streams’; streams with TCP delivery rates below 6 Mbps.
We use ‘slow streams‘ data, since the highest quality chunks
rarely surpass 6−7 Mbps, and paths with higher bandwidth
will always stream the highest quality chunks under all policies.
Puffer uses the same reasoning and evaluates algorithms at
two population levels; ’slow streams’ and ’all streams’.

In aggregating ‘slow stream‘ logs, we met several difficul-
ties that we outline here for reproducibility. Data without these
difficulties would potentially improve CausalSim’s accuracy.
Note that this does not affect Figure 5, as the data for that
figure is reported directly on Puffer [2, 3].

Puffer logs are reported as three separate event groups;
1) ‘video_sent’: the first packet of a chunk is sent, 2)
‘video_acked’: The last packet of a chunk is acknowledged, 3)
‘client’: The client sent a message. Stall rate is computed using
the ‘client’ logs and quality is computed using the ‘video_sent’
logs.

1. To compute download time, we have to merge
‘video_sent’ and ‘video_acked’, and ensure that merged
logs are consecutive in timestamps, i.e. no chunk is
missing in between two other chunks. However, in the
current data this removes all chunks that have been sent
but not acknowledged, usually the last chunk. Puffer uses
these chunks in measuring quality level, but we can’t.
This did not have any measurable impact, however.

2. To compute stall rate, both total stall time and total watch
time are computed with ‘client’ logs. For this, the latest

report that obeys a set of rules is used. We, however,
have to compute stall time and watch time using our
merged logs (merged logs are also what we get out of
simulation). This would be easy on the original data,
if ‘client‘ logs and ‘video_sent’ were in sync, but they
are not; whenever a rebuffering is reported by the client,
‘client’ log is updated but ‘video_sent’ is updated in
the next few chunks. To circumvent this, we recompute
rebuffering as tr =max(0,td−b), where tr is rebuffering,
b is buffer occupancy and td is download time. This
formula is off by half of an RTT, and empirically inflates
stall rates by 1.26−1.31x, for all policies. In the absence
of synchronized data, this is the best we can recover,
but it does not affect the comparison among policies.
Hence, we believe simulating with this data should lead
to similar trends as with clean unperturbed data.

3. We cannot calculate watch time as Puffer does, since
we have to use the merged log. We tried several simple
formulas that should calculate watch time, but oddly
most turn out to be inaccurate. One reason is that in some
streams, buffer playback rate is not 1, i.e. one second of
buffer is not depleted per second. These streams are likely
due to browser tabs put in background, and throttled by
the browser threading system. As a workaround, we use
the original watch time minus the original stall time that
Puffer computed for a stream, and offset it by the total
stall time in the simulation.
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Figure 12: Predictions for (a) BBA and (b) BOLA2, separated
by the ABR algorithm source data was collected with. Each
point indicates a specific source ABR algorithm.

4. At each step, the buffer should not increase by more than
a single chunk, 2.002 seconds, but it does (sometimes
by as much as 14 seconds). We filter such data out.

5. When we are about to send a chunk, our last reported
buffer value must never dip below 2.002 (except in the
beginning). When buffer is below 15 seconds, the next
chunk must be sent immediately after the last one. If
rebuffering occurs, the next buffer value will be exactly
2.002 and if it doesn’t, it will be larger than 2.002. We
frequently (more than one million instances) observe
buffer values below 2.002. We do not filter them out, as
this would invalidate most logs.

To test out CausalSim, we need to simulate the streaming
session using a different algorithm than the one that was
actually used in that session. This requires implementation
of the ABR algorithms. To ensure our implementations
are correct, we attempt to reconstruct the choices made at
runtime by each policy, and compare them to the logged
choices. We expect our reproduction to match 100% when

our implementation is faithful and logs match runtime inputs.
For the logs in July 27th, 2020, we observe 100% matching
for BOLA1 and BOLA2 and 99.993% for BBA. For the latter,
there are rare cases where two encodings are seemingly equal
in SSIM up to the 6 logged decimal places, but were likely
slightly different in double precision format at runtime. These
instances are rare enough that we can ignore them.

For Fugu-2019 or Fugu-CL however, our reproductions
did not match in 6% and 19% of cases, whether we used
the original C implementation or our own Python port. The
Puffer team informed us of a use-after-free issue regarding
the Transmission Control Protocol (TCP) info struct that was
fixed in March 7th, 2022. Hence we retried this process for
the logs pertaining to July 27th, 2022 and the error rate shrank
to 0.53% and 0.64%. Unfortunately, a 0.5% error rate is still
too high and even if we ignore that, limits us to RCT logs
after March 7th. Therefore, we do not consider Fugu-2019
or Fugu-CL as candidates for left-out algorithms.

B.9 Training setup
We use Multi Layer Perceptrons (MLPs) as the NN structures
for CausalSim models and the SLSim model. All implementa-
tions use the Pytorch [56] library. Table 3 is a comprehensive
list of all hyperparameters used in training.

Appendix C Synthetic ABR

As explained in §6.3.1, we also evaluate CausalSim in
a synthetic ABR environment, in which we can obtain
ground truth for individual counterfactual predictions on a
step-by-step basis for a trajectory. In these experiments, we
also use a larger set of policies than available in the real data.

C.1 Simulation Dynamics
In each simulated training session, we start with an empty
playback buffer and a latent network path characterized by
an RTT and a capacity trace. In each step, an ABR algorithm
chooses a chunk size, which is transported over this network
path to the client as the buffer is depleting. Once the user
receives the chunk, the buffer level increases by the chunk
duration. This simple system can be modeled as follows:

bt+1=min(bt−dt ,0)+c (20)

where bt , dt and c refer to the buffer level at time step t, the
download time of the chunk at time step t, and the chunk video
length in seconds, respectively. Streaming the next chunk
is started immediately following receiving the previous one,
except when the buffer level surpasses a certain value (in
our case, 10 seconds to mimic a live-stream ABR setting).
To compute dt , we model the transport as a TCP session
with an Additive Increase - Multiplicative Decrease (AIMD)

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1139



Model Hyperparameter Value

SLSim (1 network), CausalSim (3 networks)

Hidden layers (128, 128)

Hidden layer Activation function Rectified Linear Unit (ReLU)

Output layer Activation function Identity mapping

Optimizer Adam [40]

Learning rate 0.001

β1 0.9

β2 0.999

ε 10−8

Batch size 217

CausalSim

κ {0.05, 0.1, 0.5, 1, 5,
10, 15, 20 ,25, 30, 40}

Training iterations (num_train_it) 5000

num_disc_it 10

Loss function Huber(δ=0.2)

η (download time weight wrt buffer) 1

SLSim

Training iterations 10000

Loss function {Huber(δ=0.2), L1, MSE}

η (download time weight wrt buffer) {0.5, 1, 10}

Table 3: Training setup and hyperparameters for the real-world ABR experiment

congestion control mechanism with slow start. For every
chunk, the TCP connection starts from the minimum window
size of 2 packets and increases the window according to
slow start. Therefore, it takes the transport some time to
begin fully utilizing the available network capacity. The
overhead incurred by slow start depends on the RTT and
bandwidth-delay product of the path. When downloading
chunks with large sizes, the probing overhead is minimal but it
can be significant for small chunks. Therefore, as we observed
in the Puffer data, the throughput achieved for a given chunk
in this synthetic simulation depends on the size of the chunk.

Performance Metric: We compare CausalSim predictions
with ground truth counterfactual trajectories, via the Mean
Squared Error (MSE) distance between the two time series:

MSE(p,q)= ||p−q||22 (21)

Here, p = {pt}N
t=1 and q = {qt}N

t=1 are time series vectors.
Better predictions yield smaller MSE values, where an ideal
MSE is 0.

C.1.1 Data & Algorithms

Simulating a trajectory in our synthetic ABR environment
needs three components:

• A video, with several bit-rates available. We use
"Envivio-Dash3" from the DASH-246 JavaScript
reference client [22].

• An ABR algorithm. We have a set of 9 policies to choose
from, presented in Table 4.

• A network path, which is characterized by the latent
network capacity and the path RTT.

We use random generative processes to generate 5000
network traces and RTTs. The RTT for a streaming session
is sampled randomly, according to a uniform distribution:

rtt ∼ Uni f (10 ms, 500 ms)

Our trace generator is a bounded Gaussian distribution, whose
mean comes from a Markov chain. Prior work shows Markov
chains are appropriate models for TCP throughput [65], and
Gaussian distributions can model throughputs in stationary
segments of TCP flows [49].

Concretely, at the start of the trace, the following parameters
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Policies Hyperparameter Value Used as source Used as left out

BBA Cushion 5
✓ ✓

Reservoir 10

BOLA-BASIC
V 0.71 (Computed using puffer formula)

✓ ✓γ 0.22 (Computed using puffer formula)

Utility function ln(chunk sizes) (As used in BOLA paper [63])

Random - - ✓ ✓

BBA-Random mixture 1
Cushion 5

✓ ✓Reservoir 10

Random choices 50%

BBA-Random mixture 2
Cushion 10

✓ ✓Reservoir 20

Random choices 50%

MPC

Lookback length 5

✓ ✓Lookahead length 5

Rebuffer penalty 4.3

Throughput estimate Harmonic mean

Rate-based Lookback length 5
✓ ✓

Throughput estimate Harmonic mean

Optimistic Rate-based Lookback length 5
✓ ✓

Throughput estimate Max

Pessimistic Rate-based Lookback length 5
✓ ✓

Throughput estimate Min

Table 4: ABR algorithms used in the synthetic ABR experiments.

are randomly sampled:

v ∼ Uni f (30, 100)
p = 1/v

l, h ∼ Uni f (0.5, 4.5)

s.t.
h−l
h+l

> 0.3

s0 ∼ Uni f (l, h)

cσ ∼ Uni f (0.05, 0.3)

At each time step, the state remains unchanged with probability
1− p and changes otherwise. When changing, the next state
is sampled from a double exponential distribution centered
around the previous state:

λ = solvex∈R+(1− ex(h−st−1)− ex(st−1−l)=0)
st = DoubleExp(st−1, λ)

The point for this specific transition kernel is that small changes
in network capacity should be more likely than drastic changes.

Finally, the network capacity ct in each step is sampled from
a Gaussian distribution, defined by these parameters:

ct ∼ Normal(st , st ·cσ)

C.1.2 Training setup

Similar to the real-world ABR experiment, we use MLPs as
the NN structures for CausalSim models and the SLSim model.
We tune all the hyperparameters of both baselines as is done in
the real-world ABR experiment (see §B.5 and §B.6). Table 5
comprehensively lists all hyperparameters used in training.

C.2 Can CausalSim Faithfully Simulate
New Policies?

Similar to our real-data evaluations, we train models based on
training data generated using all policies except a left-out pol-
icy, for which the model does not observe any data. Although
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Model Hyperparameter Value

Hidden layers (SLSim) (128, 128)

Hidden layers (CausalSim: Extractor, Discriminator and Fsystem) (128, 128)

Hidden layers (CausalSim: Action encoder) (64, 64)

Rank r 2

CausalSim (4 networks) Hidden layer Activation function ReLU

Output layer Activation function Identity mapping

Optimizer Adam [40]

SLSim (1 network) Learning rate 0.0001

β1 0.9

β2 0.999

ε 10−8

Batch size 213

CausalSim

κ {0.01, 0.1, 1, 10, 100}

Training iterations (num_train_it) 20000

num_disc_it 10

Loss function {MSE}

SLSim Training iterations 20000

Loss function {Huber(δ=1.0), L1, MSE}

Table 5: Training setup and hyperparameters for the synthetic ABR experiments.

traces come from the same generative process, no two trajec-
tories in the dataset collected with different policies share the
exact same trace, as this would be an unrealistic data collection
scenario. Given that we have 9 possible policies to leave out,
we have 9 possible datasets and models. There are 8 possible
groups of trajectories to choose as sources, based on the policy
that generated them. In total this leaves 72 different combina-
tions and scenarios. We use the same hyper-parameter tuning
approach examined in §B.5. Figure 13a compares the CDF of
MSE values resulting from CausalSim and the two baselines.
As evident, both baselines suffer from inaccurate predictions
and in some cases are catastrophically inaccurate. On the
contrary, CausalSim maintains favorable performance, even in
the tail of its MSE distribution. Figure 13b gives a closer look
at the CDF curves. We see CausalSim dominates at every scale.

Figure 13c is a heatmap of the two dimensional histogram
of CausalSim predictions and ground truths. A fully accurate
prediction scheme would perfectly match the ground truth
and only the diagonal of this histogram would be populated.
CausalSim almost achieves that, indicating it produces
accurate trajectories on a step-by-step basis.

Further, in Figure 14, we compare the the Mean Absolute
Percentage Error (MAPE) of CausalSim, ExpertSim and
SLSim predictions across all trajectories at each time step
for the first 35 steps. Note that the error naturally accumulates

for all three methods as we move froward in time. However,
CausalSim maintains a MAPE of (∼5.1%) which significantly
lower than both ExpertSim’s and SLSim’s (∼10%).

C.3 Learning ABR policies with CausalSim
We observed how CausalSim can be used to design an im-
proved policy in §6.2, and verified this through deployment in
the wild. We would like to take these experiments one step fur-
ther and ask can CausalSim be used to design learning-based
policies, such as with Reinforcement Learning (RL)?

Recent work has shown that RL algorithms can learn
strong ABR policies by learning through interactions with the
environment [50]. Could we use a CausalSim model to train
high-performance ABR policies without direct environment
interaction? As a first step, we decided to carry out an initial
experiment in the synthetic ABR environment. We build a
CausalSim model using traces from a “simulated RCT” on
the synthetic environment.

Performance Metric. ABR algorithms are typically evaluated
through QoE metrics [75]. Assuming the chosen bitrate at step
t was qt , the download time was dt and the buffer was bt , we
use the following QoE definition:

QoEt =qt−|qt−qt−1|−µ·max(0,dt−bt−1)
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Figure 13: (a) Distribution of CausalSim, ExpertSim, and SLSim MSEs over all possible source left-out pairs. (b) The same figure
with a smaller MSE range. In this magnified view, CausalSim clearly outperforms the baselines. (c) Two-dimensional histogram
heatmap of CausalSim predictions vs. ground truth.
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Figure 14: A time series plot of the Mean Absolute Percentage
Error (MAPE) across all trajectories, for CausalSim, Expert-
Sim and SLSim predictions. Notice how errors accumulate
in trajectory simulation.

This QoE metric captures three goals (in succession): 1)
Stream in high quality, 2) Maintain a stable quality, 3) Avoid
rebuffering. Better policies yield higher QoE values, where
an ideal QoE is equal to the max bitrate.

C.3.1 How to train policies via simulators?

To train the RL agent, we take a set of logged trajectories
where the source policy was MPC and feed them to CausalSim.
In each step, CausalSim will predict the next counterfactual
observation and reward, and the RL agent will choose the
next counterfactual action based on that observation. This
process repeats until this simulated session is over, after which
the counterfactual trajectory is used to train the RL agent.
For the RL algorithm, we utilize the Advantage Actor Critic
(A2C) method, a prominent on-policy algorithm, along with
Generalized Advantage Estimation (GAE). Table 6 lists all
hyperparameters for the RL training.

C.3.2 Does CausalSim train better policies?

Figure 15a plots the CDF of average session QoE that each
policy attains. Here, Real Environment refers to training
directly with the synthetic ABR environment, and CausalSim,
ExpertSim and SLSim refer to policies trained by using each
of these simulators. CausalSim trains policies nearly as well
as training directly on the environment, while ExpertSim
and SLSim fail to provide robust policies across all sessions.
Figure 15b plots the CDFs for the high RTT (above 300 ms)
clients, where the gap between CausalSim and the baseline
simulators is even larger.

In this environment, chunk are downloaded according to
the slow start model, where congestion control must ramp up
its window size over several RTTs before the download rate
can reach the available bandwidth. As a result, downloads of
smaller chunks (with lower bitrates) incur a noticeable over-
head, particularly on high-RTT paths. This overhead becomes
less apparent as chosen bitrates become larger. Biased sim-
ulators such as SLSim and ExpertSim, which assume all ac-
tions lead to the same observed bandwidth, overestimate the
achieved rate when counterfactual bitrates are smaller than
factual ones (chosen by the source policy) and underestimate
it when the counterfactual bitrates are larger. Since the source
policy is conservative and tends to choose low bitrates, Expert-
Sim and SLSim find larger bitrates to be undesirable in the
QoE trade-off. This can be seen in Figure 15c, which visualizes
the 3 aspects of QoE in terms of the rebuffering rate and the
smoothed birate, i.e the chosen bitrates with the smoothnes
penalty. Notice how policies trained on the real environment
and CausalSim utilize the network by 200 kbps more than other
policies. The extra rebuffering that CausalSim incurs is neg-
ligible compared to the extra bitrate: 5.9 seconds every hour.
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Figure 15: CausalSim trained policies perform well, only marginally behind training on the real environment. Distribution of Quality of
Experience (QoE) in policies trained with the real environment, CausalSim, ExpertSim, and the MPC policy. CausalSim does not underestimate
bandwidth in high RTT clients and trains policies that strike the best balance in QoE goals.

Group Hyperparameter Value

Neural Network

Hidden layers (32, 32)

Hidden layer activation function ReLU

Output layer activation function
A2C actor: Softmax

A2C critic: Identity mapping

Optimizer Adam [40]

Learning rate 0.001

β1 0.9

β2 0.999

ε 10−8

Weight decay 10−4

A2C training

Episode lengths 490

Epochs to convergence (Tc) 8000 (3920000 samples)

Random seeds 4

γ 0.96

Entropy schedule 0.1 to 0 in 5000 epochs

λ (for GAE) 0.95

Environment
Chunk length c 4

Number of actions (bitrates) 6

Table 6: Training setup and hyperparameters for learning RL policies in the synthetic ABR environment.

C.4 Low-rank structure

As discussed in §4.1, we can formulate the counterfactual
estimation problem in the context of matrix completion.
For each time step, we know the chosen bitrate (action) and
the achieved throughput (trace). We also know the trace is
computed using a latent factor and the action. Suppose the

latent factor is the network bottleneck capacity ct
18. Ftrace

describes how the achieved throughput (the trace) relates to
this latent factor. Intuitively, this should be a close-to-linear
function, mt ≈ ct . But it’s not exactly linear; for example,
congestion control may under-utilize the network capacity for

18There may be other latent factors but bottleneck capacity is likely to have
the strongest influence on the achieved throughput.
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Figure 16: Singular values of matrix M in synthetic ABR
suggest that M is approximately rank 2.

small transfers on high-RTT paths.
We form a matrix M, where the rows denote actions at ∈ [A]

and the columns denote the latent factors ui
t for each trajectory.

The ‘factual’ data we have are single observed trace values in
each column, i.e for each step and each latent, we have observed
the trace from a single action. To estimate counterfactuals, we
must complete the matrix. We have no way of knowing the true
Ftrace in the Puffer dataset. But to get a sense for what it might
look like and whether it’s plausible that M is low rank, we can
investigate this in the synthetic ABR environment instead.

For the TCP slow start model this environment uses, Ftrace
takes the following form:

Let ˆRT T :=
RT T
ln(2)

(22)

mt =





ct

1+
ˆRT T ·(ln(ct/ċ)−ct+ċ)

st

if st≥ ˆRT T .(ct−ċ)

st
ˆRT T ·ln( st

ˆRT T ·ċ +1)
otherwise

(23)

where st is the chunk size (which itself is determined by
the bitrate chosen by ABR) and ċ is the starting download
rate in the slow start algorithm (in our case, equal to 2 MTUs).
We use this model to generate a version of M with A = 6
actions and U =49000 latent network conditions. We compute
the singular value decomposition with the 6 singular values
represented in non-increasing order (σ1≥σ2≥···≥σ6). The
total “energy” of matrix is given by sum of squares of these

singular values. It turns out that σ2
1+σ2

2
total energy is more than 0.999.

This suggests that most of the matrix is captured by its rank-2
approximation, as depicted in Figure 16. In other words, M
is approximately low (=2) rank.

Appendix D Load Balancing

D.1 Does CausalSim Faithfully Infer Latent
States?

We test the claim that estimating the exogenous latent state
and using it to predict the next state was indeed the key to pro-
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Figure 17: Two-dimensional histogram heatmap of CausalSim
extracted latent state vs. latent job sizes.

ducing accurate counterfactual predictions, as the architecture
of CausalSim suggests. To do so, we compare CausalSim’s es-
timated latent state with the underlying job sizes—the job size
is indeed the latent state that dictates the dynamics in the load
balancing environment. We find that the estimated latent states
and the job sizes are highly correlated, as illustrated in Fig-
ure 17, with a PCC of 0.994. This demonstrates that CausalSim
can learn faithful representations of true latent states.

D.2 Data & Algorithms
To simulate the load balancing problem described in §6.4.1,
we need to set the server processing rates {ri}N

i=1, and arriving
job sizes Sk. Server rates are generated randomly, as follows:

ri = eui (24)
where ui ∼ Uni f (−ln(5),ln(5)) (25)

We generate job sizes using a time-varying Gaussian
distribution. At step k of the trajectory, job size Sk is sampled
as follows:

Sk∼Normal(µk,σk)

where µk and σk signify the mean and variance of the generative
distribution at time step k. At each time step, with a probability
of p=1/12000, the mean and variance change and with a prob-
ability of 1−p, they remain the same. The mean and variance
values are drawn from random distributions, both at the start of
a trajectory and when a change occurs, in the following manner:

If k=0 (start of trace) or, mean and variance must change:

µk∼Pareto(α=1, L=101, H=102.5) (26)
σk∼Uni f (0, 0.5µk) (27)

Else:
µk =µk−1 (28)
σk =σk−1 (29)

Jobs generated according to this process are temporally
correlated, and therefore not independent and identically
distributed. Training data consists of 5000 trajectories of
length 1000, each of which was randomly assigned a policy
from a set of 16 policies, described in Table 7.
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Policies Description Used as source Used as left out

Server limited policy (8 variations) Randomly assign to only two servers ✓ ×
Shortest queue Assign to server with smallest queue ✓ ✓

Power of k (k∈{2,3,4,5}) Poll queue lengths of k server and assign to shortest queue ✓ ✓

Oracle optimal
Normalize queue sizes with server rates

✓ ✓
and assign to shortest normalized queue

Tracker optimal
Similar to oracle, but estimates server rates

✓ ✓
with historical observations of processing times

Table 7: Scheduling policies used in the load balancing experiment.

D.3 Training setup
As before, we use MLPs as the NN structures for CausalSim
models and the SLSim model and Table 8 is a comprehensive
list of all hyperparameters used in training. We tune the
parameter κ for CausalSim and the loss function in SLSim in a
similar fashion to what is described in §B.5 and §B.6. Note that,
as mentioned in §6.4.1, we assume access to Fsystem and focus
on the more challenging task of estimating the trace quantities,
for both CausalSim and SLSim. Therefore, in training, there
are no observations and hence Ltotal consist of two terms: the
squared loss of the trace quantities and the discriminator loss.

Appendix E Causal Inference Related Work

Identifying causal relationships from observational data is a
critical problem in many domains [30], including medicine
[55], epidemiology [59], economics [36], and education [23].
Indeed, identifying causal structure and answering causal
inference queries is an emerging theme in different machine
learning tasks recently, including computer vision [74, 76],
reinforcement learning [6, 24], fairness [27], and time-series
analysis [7] to name a few. One important aspect about
causal inference is its ability to answer counterfactual queries.
For such queries, many methods were developed; where
some approaches are motivated by Pearl’s structural causal
model [57], and by Rubin’s potential outcome framework [61].
We refer the interested reader to recent surveys such as [30] and
references there in for an overview of recent advances in our
ability to infer causal relationships from observational data.

Another related line of work within this literature is syn-
thetic controls and its extension synthetic interventions, which
aims to build synthetic trajectories of different units (e.g. indi-
viduals, geographic locations) under unseen interventions by
appropriately learning across observed trajectories [4,5,9–12].
However, these approaches assume a static set of intervention
and do not apply to our setting.
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Model Hyperparameter Value

Hidden layers (SLSim) (128, 128)

Hidden layers (CausalSim: Extractor, Discriminator) (128, 128)

Hidden layers (CausalSim: Action encoder) No hidden layers

Rank r 1

CausalSim (3 networks) Hidden layer Activation function ReLU

Output layer Activation function Identity mapping

Optimizer Adam [40]

SLSim (1 network) Learning rate 0.0001

β1 0.9

β2 0.999

ε 10−8

Batch size 213

CausalSim
κ {0.01, 0.1, 1, 10, 100}

Training iterations (num_train_it) 10000

num_disc_it 10

SLSim Training iterations 10000

Loss function Huber, L1, MSE

Table 8: Training setup and hyperparameters for the load balancing experiment.
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Google

Abstract
Video streaming services are among the largest web applica-
tions in production, and a large source of downstream inter-
net traffic. A large-scale video streaming service at Google,
YouTube, leverages a Content Delivery Network (CDN) to
serve its users. A key consideration in providing a seam-
less service is cache efficiency. In this work, we demonstrate
machine learning techniques to improve the efficiency of
YouTube’s CDN DRAM cache. While many recently pro-
posed learning-based caching algorithms show promising
results, we identify and address three challenges blocking
deployment of such techniques in a large-scale production
environment: computation overhead for learning, robust byte
miss ratio improvement, and measuring impact under produc-
tion noise. We propose a novel caching algorithm, HALP,
which achieves low CPU overhead and robust byte miss ratio
improvement by augmenting a heuristic policy with machine
learning. We also propose a production measurement method,
impact distribution analysis, that can accurately measure the
impact distribution of a new caching algorithm deployment
in a noisy production environment.

HALP has been running in YouTube CDN production as
a DRAM level eviction algorithm since early 2022 and has
reliably reduced the byte miss during peak by an average of
9.1% while expending a modest CPU overhead of 1.8%.

1 Introduction

YouTube is one of the largest sources of downstream internet
traffic, accounting for 15% of global application traffic in
2021 [27]. It leverages a Content Delivery Network with a
presence in more than 200 countries and territories to serve
videos to over 2 billion users [30]. Caching in CDNs is done
by storing content, such as videos, in proxy servers that are
distributed closer to end users instead of delivering content
from the origin servers. A CDN uses multiple levels of caches

*Equal technical contributions. The corresponding author is Pawel Jur-
czyk (pawelj@google.com).

†Zhenyu is affiliated with Princeton University, but this work was done
during his internship in Google.
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Figure 1: Byte miss ratios over time for six machines on a
rack, normalized by dividing with a reference constant to hide
the proprietary absolute values. The substantial differences
across machines and over time make it hard to measure a new
cache algorithm’s production impact accurately.

to reduce the cost of content distribution and access latency
for end users. A key metric to optimize in CDN caches is byte
miss ratio, i.e., the portion of user-requested bytes missed in
the CDN cache.

Recently, machine learning techniques have been used to
improve cache eviction and admission policies (e.g., [32,34]).
Caching algorithms can benefit from learning patterns from
existing workloads, predicting which byte is more likely to be
accessed in the future, and using this information to improve
caching decisions.

In this paper, we present a new cache eviction algorithm
called Heuristic-Augmented Learned Preferences (HALP),
and share our experience in deploying HALP at a large scale.
From our experience, while reducing the byte miss ratio is im-
portant to improve cache efficiency, it is not the sole criterion
for deployment. For a solution that uses machine learning to
be deployed in a large-scale production environment, there
are three main challenges that need to be tackled:

• Computation overhead for learning. Learning-based
cache algorithms can be more computationally expen-
sive to run compared to heuristic-based algorithms. The
model training and prediction cost is high compared to
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normal cache operation such as LRU eviction. Using
LRB [32] as an example, for each eviction it needs to
run predictions for 64 objects, which makes deployment
cost-prohibitive (≈ 19.2% additional CPU overhead)

• Robust byte miss ratio improvement. Learning-based
cache algorithms can introduce regressions if their de-
sign does not include a regression prevention mecha-
nism. For large-scale systems, bounding regression of
byte miss ratio is crucial. YouTube CDN contains a large
number of locations, and byte miss ratio regressions in
even a few locations could result in degraded user ex-
perience. In addition, having a robust algorithm also
increases our confidence in the design.

• Measuring impact under production noise. It is chal-
lenging to accurately measure the impact of a new evic-
tion algorithm in a large-scale deployment. We cannot
solely rely on simulations as they are imperfect proxies
for production behavior. It is also impractical to replicate
user requests and test different algorithms at every lo-
cation. Therefore, current production practice uses A/B
testing. An example is to compare different machines on
a rack because machines on a rack share the same hard-
ware/software configurations, and the request mix they
receive should be similar. However, in practice, the be-
haviors of machines are never identical. Figure 1 shows
byte miss ratios over time for six machines on a rack.
The substantial differences across machines and over
time make it hard to measure the production impact of a
new algorithm accurately.

To tackle the first two challenges, we develop a novel ap-
proach, the HALP policy, to perform eviction decisions with
low-overhead and to generalize over the whole production sys-
tem with limited regressions. It achieves this by augmenting
a heuristic policy with machine learning instead of learning a
policy end-to-end. The HALP eviction policy uses the heuris-
tic policy to select eviction candidates and the learning policy
to pick the final object to evict from those candidates.

To address the third challenge, we developed an impact dis-
tribution analysis that evaluates the impact of a new caching
algorithm deployment in a noisy production environment.

HALP has been deployed in YouTube’s CDN as a DRAM
level eviction algorithm since early 2022. It has robustly re-
duced the byte miss by an average of 9.1%. In addition, these
improvements were achieved with a modest 1.8% CPU over-
head.

In this paper we make the following three contributions:

• We present Heuristic Augmented Learned Preferences
(HALP), a learned cache eviction algorithm with low
computation overhead and robust byte miss ratio im-
provement by augmenting a heuristic policy with a learn-
able scoring function.

• We propose an impact distribution analysis to measure

the impact of a caching algorithm in the presence of
production noise.

• We evaluate HALP in YouTube’s large-scale production
environment and provide a detailed analysis on how it
improves the cache efficiency of YouTube CDNs. 1

The paper is structured as follows: §2 describes the back-
ground of the problem. §3 covers the design of HALP. §4
introduces our impact distribution analysis design, and §5
shows the evaluation results.

2 Background

In this section, we give an overview of the YouTube CDN
architecture. We then describe heuristic-based caching al-
gorithms and learning-based caching algorithms. Lastly, we
describe the key ideas for deploying a learned cache algorithm
in a large-scale production environment.

2.1 YouTube CDN Edge Cluster Architecture

 Edge Cluster

 Rack 2

DRAM SSD/HDD

 Rack 1

Client playerrequest
Cache
lookup

Origin Servers

Data
retrieval

Figure 2: A YouTube CDN edge cluster contains multiple
racks of servers. Machines in a rack are of the same type.

YouTube CDN [4, 11] contains edge clusters spreading
more than 200 countries and territories globally. As shown in
Figure 2, an edge cluster consists of multiple racks. Each rack
contains multiple cache servers configured homogeneously
using the same type of machines. Servers from different racks
may have hardware from different generations. Each cache
server is equipped with DRAM, SSDs and HDDs used for
caching data chunks. A video is stored in these data chunks
on the cache server.

Client player requests are sharded amongst machines in an
edge cluster. A request includes a key and a byte range of
a data chunk. Because a video is played sequentially, video
range requests are issued sequentially as well. On the arrival
of a request, the server checks if the requested data chunk is

1Two traces from a developed market region and an emerging market
region (§5.2) can be shared with interested parties, but a signed data sharing
agreement between Google and the outside institutions is required.
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in its DRAM. If it is not present (a.k.a. is missed), the data
will be fetched from other cache layers such as local SSDs
and HDDs, with the remote origin server being the last resort.
When the DRAM cache is full and a miss occurs, an eviction
algorithm is used to remove data chunks from the cache to
insert new data chunks.

As the first caching tier, the DRAM cache serves an im-
portant role in reducing traffic for subsequent tiers. It also
contributes to the overall storage costs of the YouTube CDN.
A better DRAM eviction algorithm with a lower byte miss ra-
tio would require less DRAM to be provisioned while keeping
a similar traffic reduction on subsequent tiers. This saves the
overall resource cost as long as the computation overhead is
modest (which requires additional CPU resources). We focus
on the byte miss ratio during the peak hours. This is because
during peak hours, large numbers of videos are concurrently
accessed, causing the byte miss ratio peaks, which could de-
grade Quality of Experience (QoE). We therefore focus on
reducing the 95th percentile byte miss ratio: P95 byte miss
ratio. We choose to not directly optimize QoE because it is
too noisy as feedback for each cache eviction. §5.3 and §5.4
list other metrics related to cache performance.

The previous eviction algorithm used in production [28]
uses heuristic to rank chunks. A score is computed for each
chunk by summing its request rate score and end of chunk
score, and the chunk with lowest score would be evicted. The
request rate score is calculated based on the chunk’s past
request rate, which captures the temporal locality. The end of
chunk score is a binary score indicating whether the previous
range request hits the chunk end. Since range requests for a
chunk are issued sequentially, after a client requests the last
byte of a video chunk, the same chunk is less likely to be
fetched again. This score captures the spatial locality.

2.2 Heuristic and Learned Cache Algorithms

Many heuristic cache algorithms maintain a priority queue
for objects in the cache and select the lowest priority object
to evict when a miss occurs. For example, A Least Recently
Used (LRU) policy uses the latest time of access for an object
to determine evictions. This ordering is good for workloads
where objects that have been accessed recently are more likely
to be accessed repeatedly. A First In First Out (FIFO) policy
uses the order in which items were inserted into the cache
for determining evictions. This ordering performs well for
workloads where objects are accessed sequentially. Managing
priority queues is efficient, which makes these algorithms
efficient as well. However, these algorithms work well in
some workloads, but not in others. Caching policies that can
self-tune and balance between different features, recency and
frequency in Adaptive Replacement Cache (ARC) [25] or
object size and frequency in Greedy-Dual-Size-Frequency
(GDSF) [12, 13], can cover a wider range of workloads but
only adapt to specific features [21], limiting their performance

for changing workloads.
Learning-based algorithms like LRB [32] achieve better

performance than heuristic algorithms, because they train a
model to learn the cache access pattern directly from the
trace instead of assuming a static workload behavior. As an
example, LRB maintains features for objects that are both
currently, and historically present in the cache, and trains a
regression model to predict an object’s time to next access.
When an eviction is required, it randomly samples 64 objects
and runs this predictive model on them and evicts the object
which is predicted to be accessed furthest in the future.

When optimizing the byte miss ratio for variable-size ob-
jects, the eviction methodology is similar to optimizing the
miss ratio for uni-size objects. This is because in the variable-
size object scenario, we can treat each eviction decision as
a group of decisions, which evicts each byte of an object
individually.

3 HALP Eviction Policy Design

Heuristic policy

C1
C2
C3
C4

Select
candidates

C4

Eviction
decision

Pairwise comparisons

Model weight update Unlabeled training data

<C1, C2, ?>
<C3, C4, ?>
<C1, C4, ?>

Post-hoc Labels 

1 (C1 first re-accessed)
0 (C4 first re-accessed)
1 (C1 first re-accessed)

Training data queue

<C1, C2, 1>
<C3, C4, 0>
<C3, C4, 0>
<C1, C4, 1>

Model

Object
features

Score

Future requests

C1

Eviction

Online training

Figure 3: The architecture of HALP. A key component of
HALP is a neural network based score function, whose inputs
correspond to the features for a single eviction candidate, and
whose output is a real valued score which tracks the likelihood
of a quick re-access to the same object. When an eviction is
required, a heuristic policy (e.g., LRU) is used to propose
a small set of eviction candidates. Then a neural network-
based model ranks the eviction candidates and selects the
final eviction decision by pairwise comparisons. The same
pairwise comparisons are also used to generate training data
for online training.

This section describes the design of HALP, which is illus-
trated in Figure 3. A key component of HALP is a neural
network based score function, whose inputs correspond to
the features for a single eviction candidate, and whose output
is a real valued score which tracks the likelihood of a quick
re-access to the same object. When an eviction is required, a
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heuristic policy is first used to propose a small set of eviction
candidates. Then, a neural network score function is used
to re-rank this small set of candidates, to identify the final
eviction decision. A key design challenge involves how to
learn the scoring function, which involves both generating the
training data and adjusting the weights of the neural network.
As part of its design, HALP also includes the steps required to
efficiently update this score function, starting with randomly
initialized weights.

Because of these design choices, HALP can be deployed
without the operational overhead of having to separately man-
age the labeled examples, training procedure and the model
versions in separate offline pipelines. Therefore, HALP has
minimal extra overhead for operation similar to other heuris-
tic policies, but has the added benefit of being able to take
advantage of additional features to make its eviction decisions
and continuously adapt to a changing access patterns.

To learn the score function efficiently, we convert the rank-
ing problem into a small set of pairwise preference queries,
which is a general and robust framework for learning to
rank [9, 29] multiple items from a list. As a result, HALP
makes repeated use of pairwise comparisons during decision
making to simultaneously generate training data for online
training. One challenge in efficiently managing the training
data is that the time required to identify the labels is non-
deterministic and depends on the future re-accesses to items.
HALP snapshots the features generated for pairwise com-
parisons used at eviction decision time saved as unlabeled
training data tuples (see Figure 3). In parallel, HALP contin-
uously observes incoming requests to resolve any pending
labels for prior comparisons and generate training data that
continuously updates the model.

3.1 Heuristic-based Candidate Selection

A key insight for ensuring a low overhead is that many objects
can be easily excluded from eviction consideration without
the need to use expensive computations, ML or otherwise.
For example, objects near the head of an LRU priority queue
are less likely to be good eviction candidates as opposed to
objects near the tail. Therefore, we can appropriately bias our
learned eviction towards only the tail instead of considering
the entire cache, saving overhead on training and inference.

The goal of using a heuristic policy for candidate selection
is to reduce the ML computational overhead. It also provides
a lower limit on decision quality. This heuristic algorithm can
be selected as LRU, LFU, or other heuristic policies. We find
in practice LRU policy is sufficient to achieve good perfor-
mance.

The number of eviction candidates is a hyperparameter. If
too many candidates are selected, the ML pipeline overhead
will be too high. But too few candidates may lead to not a
single good candidate to evict. We find empirically selecting
four candidates achieves a good balance between the recall of

good candidates and the incurred CPU overhead.

3.2 Ranking-based Learned Eviction

HALP is designed to provide better eviction decisions than
the heuristic algorithm in the general case. To achieve this, the
pairwise comparisons should pick the eviction decision that
is the best for improving cache efficiency. Since the goal of
cache eviction is to use the limited size of the cache to receive
as many hits as possible, finding the best eviction decision
is equivalent to ranking the candidate that will be accessed
furthest in the future (or not at all) highest, in effect evicting
it before other candidates.

After four eviction candidates are selected from the heuris-
tic, the best candidate is selected based on three pairwise
comparisons done in tournament style. The deselected can-
didates are re-inserted into the heuristic policy. In the case
for LRU, those deselected candidates are re-inserted into the
head of LRU queue.

To have a theoretical intuition that the combination of a
heuristic and a learning policy can increase the robustness of
eviction candidate selection, we analyze a simple Gaussian
model for the benefits of re-ranking in Appendix B. This anal-
ysis underlines the conditions under which such re-ranking
might generate more utility than the baseline heuristic.

Online Training. As shown in Figure 3, when a pairwise
comparison is done, the same pair of candidates is selected
to generate training data. However, at the time of prediction,
the required label (i.e., which of these two candidates will be
accessed further in the future) is not available. Therefore, an
initial feature snapshot is taken at the pairwise comparison
during eviction and is buffered in an unlabeled state with a
label placeholder until one of the candidates is accessed again,
making the label available. Accordingly, HALP maintains a
collection of pending comparisons. This collection of pending
comparisons continuously observes all incoming requests,
and upon the first access to either candidate, a binary label is
assigned to construct the training example.

HALP keeps the feature metadata of objects in a “ghost
cache”. For our application of video caching, this metadata is
lightweight relative to the sizes of the objects being cached,
therefore the information continues to be stored for keys that
are evicted from the cache up to a limit. This limit is set to be a
multiple of the number of elements in the actual cache to track
enough history. Evictions from the ghost cache are performed
using LRU when the size exceeds this set limit. When a
key is removed from the ghost cache, pending comparisons
associated with the key are also deleted.

The training data generated from the above procedure is
stored in an in-memory replay buffer. When the replay buffer
accumulates 1024 training entries, it creates a mini-batch to
update the ML model. The retrain batch size is a hyperparam-
eter of HALP and was chosen empirically. Theoretically, a

1152    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



pathological workload could have access pattern shifts align-
ing with the retraining period, causing HALP performance
degradation. However, we didn’t observe this in our produc-
tion workloads.

The online training framework and the model itself are writ-
ten using XLA [2] and carefully crafted C++ code to ensure
low overhead. We also leverage uncommon synchronization
primitives such as user space per CPU spinlocks and RCUs to
ensure maximum performance without sacrificing scalability
and thread safety in highly concurrent environments.

ML Model. The model is trained as a binary classification
task (which of a pair gets re-accessed first) with cross entropy
loss. It is a simple neural network model with one hidden
layer. We found that increasing the number of layers did not
help improve the model further. With this simple model, we
are able to run a pairwise prediction in 720 ns, and each
training in several ms. And HALP implementation is based
on Google’s SmartChoices service [10]. Details about the
loss function and the model weight updates are provided in
Appendix A.

Feature name Dimension

Access-based
Time between accesses 32
Exponential decay counters 10
Number of accesses 1
Average time between accesses 1
Time since last access 1

Video-specific
End of chunk 1

Table 1: Features used by HALP.

Features. Table 1 shows the features HALP uses. Of these
features, time since last access, time between accesses, and
exponential decay counters are the same as the features used
in [32]. Time since last access and time between accesses
capture short-term access patterns while they retain informa-
tion about at most 32 accesses. Exponential decay counters
(EDCs) capture longer term trends. The end of chunk score is
identical to the previous production algorithm (§2.1).

4 Impact Distribution Analysis

Comparing cache algorithms may seem like a straightforward
hypothesis test (e.g., t-test or z-test) over an A/B testing ex-
periment. A new algorithm with lower byte miss ratio that
passes the hypothesis test would generally be considered as an
improvement. However, the operating conditions in a large-
scale system could be very diverse, and understanding the

robustness of an improvement is critical to decision making
in practice.

To illustrate the risk of solely relying on mean-shift esti-
mates, consider a scenario where a new algorithm is beneficial
for most machines but performs extremely poorly for some
small set of machines. In that case, applying the new algorithm
everywhere could be sub-optimal. Any algorithms without a
theoretical performance lower-bound (relative to an optimal
solution) have these risks, but the concern is exacerbated for
learning algorithms that are prone to over-fitting.

A naive approach to the diversity problem is to enumerate
all configurations and perform separate A/B tests (e.g., one
test for each rack where workload and hardware is assumed
to be similar). However, this severely limits the number of
data points, and the signal to noise ratio for each configuration
could be very poor in a production setting. Figure 1 is a typical
example of byte miss ratio variation for production machines
on the same rack with identical setting.

We propose a novel impact distribution analysis to get a
more holistic picture of how a new algorithm is affecting the
fleet. Specifically, instead of estimating the average perfor-
mance change, we try to estimate the distribution of perfor-
mance changes across different conditions.

4.1 Model of Measurements

We model the measured relative improvement as

M = I +N (1)

where I represents actual impact and N represents the noise.
In other words, we model the PDF of M as a convolution
between I and N.

The core idea is that we could directly sample M by A/B
tests, and sample N by A/A tests (performance difference
measured in no-op experiment), and once we have those two
distributions, we can get to I by deconvolution.

4.2 Measurement Setup

The environment we want to measure the effect of using
HALP comprises of racks from hundreds of locations. In our
experiment setup, we randomly split machines in a rack into
three different configurations:

• Experiment Machines: Experiment machines use the
HALP algorithm.

• No-op Machines: No-op machines use the baseline
caching algorithm. They are used to measure the produc-
tion environment noise.

• Control Machines: Control machines also use the base-
line caching algorithm. They are selected as the baseline
to compare with the experiment group and no-op group.
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Figure 4: Impact distribution analysis procedure: 1. Estimate measurement distribution. 2. Estimate noise distribution. 3. Fit
impact distribution.

Figure 4 shows how the measurements from these three
groups are used to calculate the impact distribution. We first
collect the relative values (e.g., relative byte miss ratios) of
experiment machines over control machines as measurement
samples (Measurement M). Then we collect the relative val-
ues of no-op machines over control machines as an estimation
of the environment noise (Noise N). Finally, we fit an im-
pact distribution from the measurement distribution and noise
distribution using each comparison as a data point, as we
describe in the next subsection.

4.3 Fitting Impact Distribution

Algorithm 1 Algorithm for fitting impact distribution

Input: measurement samples M, noise samples N, and dis-
tribution candidates.

Output: measurement distribution PM , impact distribution
PI , noise distribution PN .

1: PN = FitByMLE(dist=“t-dist”,N)

2: for candidate_dist in candidate_distributions do
3: // Approximate PM by discretized grid G.
4: PI = FitByMLE(dist=candidate_dist,M,PN), with

PM(m)≈ ∑v∈G PN(v)PI(m− v)
5: end for
6: return PI with the highest likelihood

Algorithm 1 describes our algorithm to fit the impact dis-
tribution given sample M and N. We first fit the noise dis-
tribution PN using noise samples with maximum likelihood
estimation (MLE) (Line 1). We assume the noise has zero
mean and follows a t-distribution. We choose a t-distribution
because we expect noise to exhibit a symmetric and bell-
shaped behavior like the normal distribution but allow fitting

to have more degrees of freedom.
Next, we fit the impact distribution (Lines 2-5). This is

done in two steps. First, a distribution type for impact needs
to be chosen (Line 2). Since this depends on the setting, sev-
eral well-known distributions could be reasonable candidates.
Therefore, we iterate over a list of common distributions (beta,
non-central student, and skewed normal) and pick the one that
best fits our data. Second, we estimate the measurement dis-
tribution by discretizing the distribution into a fine-grained
grid G. Then we use the maximum likelihood estimation to
fit the chosen distribution candidate to find the measurement
distribution that is the best fit (Line 4).

Note that this method is only feasible because we have
machine data from more than 200 countries and territories.
Without enough samples the fitting will not be able to recover
impact accurately from the noise.

5 Evaluation

In this section, our goal is to answer the following questions
for HALP and our impact distribution analysis:

• Can HALP improve cache performance without causing
regression in production? (§5.3)?

• What is the computation overhead of HALP compared
to the previous production algorithm (§5.4)?

• How does HALP compare to other learned and heuristic
algorithms (§5.5)?

• What are the effects when changing HALP’s hyperpa-
rameters (§5.6)?

5.1 Deployment Setup
Deployment HALP was rolled out in production in early
2022. The rollout was done in stages, and the impact of the
new algorithm was monitored using the impact distribution
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Figure 5: YouTube fleet normalized byte miss ratio for the
DRAM level, before and after rollout.

analysis on the changes in DRAM byte miss ratio. Figure 5
shows the DRAM byte miss ratio changes in the fleet before
and after the rollout, which shows a fleet-wide drop.

Release Process HALP has an online design to make sure
that the model does not degrade over time. As a result, the
online model does not require new releases. While the model
does not need to go through production releases, code changes
and any improvements in HALP design go into production
through releases that happen periodically. HALP is integrated
into the existing YouTube release process, which guarantees
that during rollout, HALP goes through the release tests and
any code changes are released in a safe manner.

Monitoring As part of maintaining stable performance,
HALP is integrated into the monitoring setup used for moni-
toring YouTube deployment. In addition to existing metrics
that monitor cache efficiency, two new metrics were added to
monitor HALP performance: 1) model accuracy, and 2) the
byte miss ratio difference between HALP and a holdout pre-
vious production algorithm. For model accuracy, we monitor
model loss which is an indicator of how good the model deci-
sions are. For the byte miss ratio difference, we keep 1% of
the machines running with previous production algorithm and
alert if the byte miss ratio for machines using HALP become
worse than the heuristic algorithm. We do not use the impact
distribution analysis here as our goal is to detect abnormal
behaviors with a low false positive ratio.

5.2 Experimental Methodology

Production experiments. To measure reduction in the byte
miss ratio and overhead, we used production experiments and
our impact distribution analysis. To use the impact distribu-
tion analysis, we randomly selected a small percentage of
racks from all locations. For each rack, we selected one ex-
periment machine, one no-op machine, and the rest as control
machines (§4). We use one day of data for our measurement
after observing HALP training is stable.
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Figure 6: Our impact distribution analysis can “denoise" the
experiment measurements from the no-op measurements and
reveals HALP’s clear average 9.1% byte miss ratio reduc-
tion with negligible regression. When noise is not taken into
account, the measurements show 1.5% of racks that were im-
pacted negatively, where some machines showed up to 4%
byte miss ratio increase.

Simulation experiments. We use simulation to measure
how HALP compares to other cache algorithms and how
the changes in hyperparameters effect the performance of
HALP. Because simulation does not have production noise
and is deterministic, and direct comparisons can be set up
reliably, we compare the byte miss ratio from simulations
directly instead of using our impact distribution analysis.

For simulation experiments (except two experiments in
§5.5), we use traces from a small percentage of randomly
selected locations. For each location selected, we choose four
traces, each three days long, with each trace coming from
different quarters in the calendar year of 2021 (except the
retrain interval experiment uses six days long trace). Using a
diverse set of traces helps reduce seasonal/weekly noise. For
each simulation, the first day of the trace is used as a warm-up,
and we measure the P95 byte miss ratio of the next two days.

5.3 HALP Improvements in Production

P95 byte miss ratio. This experiment measures the impact
of HALP on the byte miss ratio, disk latency, and joint latency
during production. To measure the improvement, we collected
byte miss ratios from machines on randomly selected racks
and applied our impact distribution analysis. Figure 6 shows
the relative change in the byte miss ratio distribution. The
regions and lines are the P95 byte miss ratio distribution
relative to the control groups.

The blue region is the no-op group relative change distribu-
tion. Although the no-op group uses the same configuration
as the control group, the noise can cause up to 10% differ-
ence in P95 byte miss ratio. The blue dash line shows the
fitted t-distribution of the noise. The orange region is the mea-
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Figure 7: Compared with the previous production algorithm,
HALP reduces disk first byte latency by an average of 3.8%.

surement distribution. The orange dash line shows the mea-
surement fitted gamma distribution, which was picked as the
best distribution for this specific measurement. When noise
is not taken into account, as shown by the orange dash line
there is 1.5% of racks that were impacted negatively, where
some machines showed up to 4% byte miss ratio increase.
However, just looking at the measurement fit, we do not know
whether the negative impact is because of the algorithm or
the production noise.

Our impact distribution analysis (Section 4) can “denoise"
the experiment measurements from the no-op measurements,
and the result is the green curve showing a clean byte miss
ratio reduction up to 24% with negligible regression, with an
average reduction of 9.1%. This shows HALP can not only
improve the average byte miss ratio, but also has negligible
regression. In addition, the variance of improvements also
shows different locations have different access patterns which
have different difficulty for learning.

Disk first byte latency. Disk first byte latency is the time
between a disk cache receives a request and returns the first
byte. It is a good indicator of DRAM cache efficiency because
a better DRAM eviction algorithm reduces the number of
requests to the disk layer, thus reducing the disk request queue
length. Figure 7 shows the disk first byte latency impact of
HALP. Compared with the previous production algorithm,
the change in latency ranges from a 13% reduction to a 5%
increase, with an average reduction of 3.8%.

The tail increase (the part of the impact fit that is above 0)
is likely to come from the object miss ratio increase, which is
more correlated with disk first byte latency than the byte miss
ratio. Different from the byte miss ratio, the object miss ratio
is the fraction of user requests missed in the cache. These two
metrics may conflict with each other. Since HALP’s primary
goal is to reduce the byte miss ratio, it may slightly increase
the object miss ratio in certain cases.

Join latency. Join latency is the time taken to start video
playback after the user hits “play”, and one of the most im-

portant metrics of streaming. Since join latency is a playback
metric that involves both clients and servers instead of servers
only, we are unable to use our impact distribution analysis to
measure it. We set up an experiment that distributes playbacks
from clients to server machines with and without HALP and
compares latency on clients. HALP reduces join latency from
1.03% to 1.41%, with an average reduction of 1.22%. This
shows that the improvement of the memory cache has a strong
impact on the end-to-end user experience.

5.4 HALP Computation Overhead
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Figure 8: The CPU overhead of HALP is 1.8% per request
with low variance. This implies the additional CPU cost is
roughly linear to the number of requests.

Learning comes with overheads, so it is important to mea-
sure these overheads and underline the trade-offs. In this
section, we show the computation overhead associated with
using HALP for cache eviction decisions, including prediction
and online training.

We have analyzed the extra CPU overhead that is incurred
while using HALP using our impact distribution analysis,
and Figure 8 shows the impact of P95 CPU normalized per
request. The CPU impact is consistently at 1.8% with low
variance, meaning the additional CPU cost is roughly lin-
ear to the number of requests. This is because both training
and prediction costs are roughly linear to the number of re-
quests. For training, the cost is roughly linear to the amount
of training data, and on average each prediction generates a
single pair of training data. In addition, each eviction requires
three pairwise comparisons. Finally, since all locations have
similar byte miss ratios, the number of evictions (misses) is
roughly linear in the number of requests. To conclude, the
computation overhead is small compared to the byte miss
ratio improvement.

5.5 HALP vs. Other Cache Algorithms
To further evaluate HALP, we ran simulation experiments to
compare it with other cache eviction algorithms.
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Figure 9: (Fig. 9a) P95 byte miss ratios for different cache algorithms over a variety of traces in simulation. HALP achieves a
strictly better performance than all other algorithms on 92.6% of traces, and achieves the same performance as the best of the
other algorithms on 7% of traces, in effect performing worse than the best algorithm on only 0.4% of traces. (Figs. 9b and 9c)
Normalized byte miss ratio over time for HALP and LRB [32] on production traces from a developed market region, and an
emerging market region. HALP achieves a similar byte miss ratio, but only needs 4 eviction candidates compared to 64 for LRB.
Tuning LRB’s eviction candidates from 64 to 4 would increase P95 byte miss by about 2%.

Comparison with classic cache algorithms
We compared HALP with three heuristic cache algorithms:

LRU, FIFO, and ARC [25]. Figure 9a shows the normalized
P95 byte miss ratios for different traces, sorted by HALP P95
byte miss ratio. HALP achieves a strictly better performance
than all other algorithms on 92.6% of traces, and achieves the
same performance as the best of the other algorithms on 7%
of traces, in effect performing worse than the best algorithm
on only 0.4% of traces.

Comparison with advanced cache algorithms
We compared HALP with a state-of-the-art learned cache

algorithm LRB [32] and heuristic cache algorithm Adaptive-
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Figure 10: The byte miss reduction of different algorithms
compared to B-LRU on a public trace from a Wikipedia CDN
node. LRB, Adaptive-TinyLFU, HALP, and B-LRU achieve
the best performance individually at cache size 64 GiB, 128
GiB, 256 GiB, 512 GiB. At 1024 GiB, the cache is big enough
that all cache algorithms converge.

TinyLFU [15]. We use two YouTube production traces from
a developed market region and an emerging market region
in 2020 to get robust results. These traces are four days long.
Our implementation of LRB and Adaptive-TinyLFU is based
on LRB’s open-source simulator [1]. For a fair comparison,
we extended LRB’s features to be identical as HALP. We
tuned LRB’s major hyperparameter (memory window) using
its public implementation. In additional to using LRB’s orig-
inal 64 eviction candidates, we also tested using 4 eviction
candidates identical as HALP. Figure 9b and 9c show normal-
ized byte miss ratios over time for Adaptive-TinyLFU, LRB
with 4/64 eviction candidates, and LRB. We use the first day
of each trace as a warm-up, and exclude it from the figures.

Adaptive-TinyLFU achieves P95 byte miss ratios of 0.515
and 0.598 on two traces. Compared to it, LRB and HALP
achieve smaller ratios (0.479/0.565 for LRB, 0.475/0.564 for
HALP). HALP achieves similar P95 byte miss ratios com-
pared to LRB (0.17%/0.83% less byte misses) with less than
an order of magnitude computation overhead. For each evic-
tion it only compares 4 eviction candidates instead of 64
for LRB. As a result, HALP computes a prediction for each
eviction in 2.1 µs in comparison to 60 µs that is required by
LRB [32]. Tuning LRB’s eviction candidates from 64 to 4
would increase P95 byte misses by about 2% (to 0.489/0.575).
And this increase would be higher with larger cache sizes
given there are more number of objects in cache. In addition,
LRB’s performance is sensitive to the selection of its memory
window, which requires extensive tuning.

Comparison on a public general CDN trace
To test HALP’s performance on a general CDN workload, we

evaluated HALP on a trace from a Wikipedia CDN node [32].
We mimic LRB evaluation settings in cache sizes, the warmup
length, and the byte miss reduction metric (Figure 9(a) in
LRB), but we converted the object sizes into uni-size. We
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select the uni-size to be 32 KiB to match the average request
size of the original trace. We compare HALP with the best-
performing cache algorithms in LRB evaluations, i.e., LRB,
Adaptive-TinyLFU, LeCaR, B-LRU, and LRU. We ran HALP
by our simulator, and baseline algorithms by LRB public sim-
ulator. For LRB, we use the hyperparameter values described
in the paper and its website. Compared to LRB, HALP does
not use the additional categorical feature in the trace.

Figure 10 shows the byte miss reduction of different algo-
rithms compared to an industry standard algorithm B-LRU
(LRU-eviction policy using a Bloom filter as admission con-
trol [24]). None of the algorithms achieves the best per-
formance across all cache sizes. LRB, Adaptive-TinyLFU,
HALP, and B-LRU achieve the best performance individu-
ally at cache size 64 GiB, 128 GiB, 256 GiB, 512 GiB. At
1024 GiB, the cache is big enough that all cache algorithms
converge. At such cache size B-LRU suffers from its admis-
sion control. Our observation for this trace is the frequency of
objects remains stable over time, making past frequency a reli-
able indicator of future frequency and allowing the frequency-
based heuristic algorithms such as Adaptive-TinyLFU to per-
form well. In contrast, the workload on YouTube exhibits
strong spatial locality, which means that past frequency is
less indicative of future frequency, resulting in a lower perfor-
mance of the frequency-based heuristic algorithms. Note the
differences between these results and Figure 9(a) in LRB are
likely due to the uni-size object transformation.

5.6 Hyperparameter Selection
We validate the effect of different hyperparameters. This in-
cludes different numbers of eviction candidates, different neu-
ral network architectures, and different retrain intervals.

Neural network architecture
HALP uses a simple neural network with one hidden layer.

Here we vary the number of hidden neurons in the hidden
layers and measure the byte miss ratio.

Fig. 11a shows the relationship between the geometric
mean of P95 normalized byte miss ratio of all traces as the
number of neurons in the hidden layers increase logarithmic
from 1 to 256. We see a marginal benefit by increasing the
number of neurons up to 8. Beyond this point, more hidden
representations do not help. To keep a safe margin, we select
the number of hidden neurons in our deployment to be 20.

Number of eviction candidates
HALP uses this parameter in training and prediction. After

candidates are selected by the heuristic policy, it iteratively
does pairwise ranking to select the final chunk to evict, and
later uses these comparisons to generate training data. We
vary the number of eviction candidates in the simulation, and
measure the byte miss ratio. Note that this changes training
and prediction distributions in lock-step.

Fig. 11b shows the relationship between the geometric

mean of P95 normalized byte miss ratio of all traces and
the number of candidates selected by the heuristic algorithm
varying from 2 to 16. As the number of eviction candidates in-
creases from 2 to 4, the byte miss ratio reduces from 60.4% to
59.3%. Further increasing the number of eviction candidates
has a marginal effect. Large numbers of eviction candidates
have a marginal benefit of the byte miss ratio, but too large
a number may harm the byte miss ratio if the other training
hyperparameters are not adjusted accordingly.

The number of pairwise comparisons per eviction increases
from 3 to 7 when the number of eviction candidates increases
from 4 to 8. This increase in CPU does not justify the less than
1% relative byte miss ratio reduction, as a result HALP uses
four eviction candidates and does three pairwise comparisons.

Retrain interval
HALP trains online as new requests are processed. We con-

duct simulation experiments to test different retrain intervals.
In order to only test the difference in updating the model
online, we increase the trace length to be 6 days from 3 days.
We use the first 3 days to train the model in the same retrain
interval, and validate that the training loss has been stable.
After that, we vary the retrain intervals in the next 3 days, and
only measure the byte miss ratio during the latter 3 days.

Fig. 11c shows the relationship between the geometric
mean of P95 normalized byte miss ratio of all traces and the
retrain intervals. As the retrain intervals increases from pro-
cessing every 1 new training data input to every 108 new train-
ing data input, the byte miss ratio slightly increases by less
than 0.2%. Our hypothesis is that the traffic pattern change is
slow in most traces. But to increase the algorithm robustness,
we keep the retrain interval to be every 1024 training data in-
put. This is acceptable in production given the CPU increase
is only 1.8% and enables the model to adjust to unpredictable
quick workload changes.

6 Related Work

Heuristic-based cache algorithm. Many heuristic-based
cache algorithms have been proposed in the past six decades,
and from them the most impactful ones include LRU,
FIFO, CLOCK [3], SLRU [19], 2Q [18], ARC [25], and
TinyLFU [15,16]. Many heuristic algorithms have low compu-
tation overhead and provable competitive ratios. But because
they are not adaptive enough, they work well in some traces
but not in others.

Learned cache eviction. Recently, many learning-based
cache algorithms have been proposed to make cache eviction
decisions. Table 2 summarizes the state-of-the-art learned
cache eviction and admission algorithms. We list four prop-
erties of learning-based cache algorithms: target application,
whether they are used to make admission or eviction deci-
sions, if they employ online learning, and which underlying
machine learning algorithm they employ.
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Figure 11: Geometric mean of P95 normalized byte miss ratio of all traces (a) as the number of neurons in the hidden layers
increases logarithmically from 1 to 256. We see a marginal benefit by increasing the number of neurons up to 8. (b) as the number
of candidates selected by the heuristic algorithm varies from 2 to 16. As the number of eviction candidates increases from 2 to 4,
the byte miss ratio reduces from 60.4% to 59.3%. Further increasing the number of eviction candidates has a marginal effect. (c)
as the retrain interval increases by how much training data is processed. As the retrain interval increases from processing every 1
new training data input to every 108 new training data input, the byte miss ratio slightly increases by less than 0.2%.

CACHEUS [26] proposes two new heuristic algorithms:
SR-LRU, a scan-resistant version of LRU, and CR-LFU, a
churn-resistant version of LFU. Then it proposes a regret
minimization algorithm to switch between these two experts.
As a limitation, the overall algorithm cannot adapt to a new
workload if neither of the two experts can adapt to it. In
addition, the metadata overhead scales linearly with the num-
ber of experts because each one needs to maintain its pri-
ority queue. [36] learns next request distribution from tags
collected by a distributed tracing framework. It combines a
lookup table, a K-Nearest Neighbor approach, and a Trans-
former model to achieve low overhead and high accuracy.
But it has a high learning overhead. LRB [32] uses a regres-
sion model to approximate Relaxed Belady, a relaxed oracle
algorithm. It uses random sampling to generate eviction can-
didates and training data. Because of a large number (64) of
candidates are needed, the eviction has a high computation
overhead. In addition, generating training data with enough
critical objects is costly due to the uniform sampling process.
And LRB’s performance is sensitive to the selection of the
memory window (its major hyperparameter).

Parrot [22] and LFO [8] use imitation learning to mimic
the oracle algorithm. The objective is to achieve an end-to-
end design, but they suffer from a distribution shift. This is
because they train their models in an offline fashion, and in
practice learning-based cache algorithms have a substantial
gap from an oracle, and the objects in the cache as a result
differ from a cache that would use an oracle algorithm.

AViC [5] is designed for a video streaming CDN, leverag-
ing the constant speed sequential access patterns, and predicts
the time to the next access for the following chunks. However,
it has a high implementation overhead because of the complex
synchronization between video sessions. Glider [31] targets
an eviction policy for CPU caches, and uses an LSTM model

for offline analysis. It uses a fast SVM model for an online
policy heavily leveraging the program counter (PC) address
feature, which is unavailable in the CDN domain.

LHD [6] estimates the hit density of an object between ad-
mission and eviction using Bayesian approaches. But it cannot
scale with increasing number of features since it does not have
a general model for prediction. Predictive Marker [23] is a
theoretical work using learning to augment a cache using the
Marker algorithm. This idea inspires the design of HALP.

Another line of works [14,20] use reinforcement learning to
directly optimize an eviction policy with the target objective.
But because cache feedback (hit) can take tens of millions
of steps, reinforcement learning approaches suffer from such
long feedback and currently have lower performance than
supervised learning approaches in practice.

Learned cache admission. In addition to learned eviction
policies, many recent research proposed to use learning in
cache admission. Cache admission is helpful when a cache
has a bottleneck in write constraints (e.g. SSD write amplifi-
cation and endurance), or a large portion of objects are never
reaccessed. The prominent papers include Flashield [17],
CacheLib [7], and CacheSack [35]. Because their decision
space is more limited than that of eviction algorithms, they
have worse performance. HALP’s eviction policy can be used
jointly with a learned admission policy.

Statistical hypothesis test. Many statistical hypothesis tests
have been proposed. But they often focus on using small data,
and not on measuring the distribution change. For example, a
standard t-test [33] measures the change of mean value.
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Algorithm Year
Target
application

Learned admission
or eviction Online learning? Algorithm

HALP (ours) 2022 CDN Eviction Yes
1-hidden-layer MLP,
Heuristic + pairwise preference
ranking from re-accesses.

CacheSack [35] 2022 Flash cache Admission Yes Greedy optimization

CACHEUS [26] 2021 Storage Eviction Yes
Heuristic algorithms
w. regret minimization

Learning on distributed
traces [36] 2021 Storage Eviction No

Lookup Table, K-Nearest
Neighbors, Transformers

LRB [32] 2020 CDN Eviction Yes Decision trees

Parrot [22] 2020 CPU Eviction No Transformers

CacheLib [7] 2020 Multipurpose Admission No Private

AViC [5] 2019 CDN Both No Decision trees

Glider [31] 2019 CPU Eviction Yes SVM

Flashield [17] 2019 Flash cache Admission No SVM

LHD [6] 2018 KV store Eviction Yes Probability model

LFO [8] 2018 CDN Eviction No Decision trees

Predictive Marker [23] 2018 / Eviction / Learning + Marker algorithm
Harvesting
randomness [20] 2017 KV store Eviction Yes Reinforcement learning

Table 2: A summary of state-of-the-art learned cache eviction and admission algorithms

7 Future Work

For future work, we aim to expand HALP to the SSD and
HDD caching tiers of the YouTube CDN. We also seek to
jointly optimize eviction and admission policies. Another line
of future work we plan to explore is to redesign the features
and model architecture leveraging existing hardware accel-
erators. Right now, HALP uses only CPUs and the pairwise
comparisons that use the model to pick candidates are subject
to the CPU overhead limits acceptable in production. With
accelerators like GPUs or TPUs we will be able to explore a
larger design space of features and model architectures. One
challenge here is how to design an asynchronous batched
eviction algorithm to achieve a high utilization of accelerators
while preventing it on path of cache operations that require a
low latency.

8 Conclusion

This work describes the design, implementation, and evalu-
ation of HALP, a learned caching algorithm that has been
deployed to a large-scale production CDN. We also describe
an impact distribution analysis method that allows us to mea-
sure the impact of deploying a new cache algorithm in a

production setting with significant measurement noise. The
key insight of HALP is to augment a preexisting heuristic
caching policy with machine learning, using the heuristic
policy to pick candidates for eviction and the ML model to
decide which candidate to evict. The key insight of our impact
distribution analysis is modeling machine level measurement
noise by comparing machines with HALP deployed against
no-op machines.

These design decisions enable HALP’s robust byte miss
reduction by an average of 9.1%. In addition, these improve-
ments were achieved with a modest CPU overhead of 1.8%.
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A Details about the loss function and model
weight updates

To explain why we use a cross entropy loss: let w denote the
neural network weight parameters and sw( f (k, t)) denote the
score output of the neural network for features corresponding
to cache key k at time t. Assume that the feedback generation
process for the pairwise comparison orders the cache key
k1 ahead of k2 while querying for the first access to either
after time t (i.e. k1 arrives before k2 for the first access to
either of them after time t). In this case, the cross entropy loss
penalizes the loss according to how much the predicted score
for k2 exceeds that of k1. Specifically, with ∆ = sw( f (k2, t))−
sw( f (k1, t)), as the difference in scores, the neural network
weight parameters w are adjusted based on the gradient of the
loss function log(1+e∆). When ∆ << 0, the loss is close to 0,
but when ∆ >> 0, the loss is linear in ∆ and varies smoothly
around 0.

B Analysis of a simple model for reranking

Let (U,H,L) be a triple of jointly distributed random vari-
ables. Let

(U1,H1,L1), . . . ,(Un,Hn,Ln)

be id samples ∼ (U,H,L). The value Hi corresponds to the
score for item i predicted by some (heuristic) ranking policy
and similarly, Li corresponds to the score predicted by, (say
a learned) ranking policy L. Ui denotes the true utility from
object i, but this is a latent variable. The problem is to choose
an index i such that Ui is as large as possible. Define the
expected utility of a policy X ∈ {U,H,L} as follows:

U(X) = E[Uargmaxi(Xi)]

We’d like to pick i∗ , argmaxi(Ui), which achieves the op-
timal utility U(U), but we only observe (H,L) with U be-
ing a latent variable. Given two ranking policies H and L,
define an aggregate selection policy on them, π(H,L) as a
map 2, π : R2n 7→ [n], and the resulting expected utility as
U(π), E[Uπ(H,L)]. Next, we describe and analyze a simple
aggregation strategy that we’ve discovered to be useful in
learned caching. Let λX (i) be defined as the item with ranked

2[n] denotes the set {1, . . . ,n}
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order3 i when using the ranking policy X for X ∈ {U,H,L}.
For each k ∈ [n], define πk(H,L) as the item chosen when
re-ranking the top k items in the heuristic H according to L.

πk(H,L), λH( j), where j = argmax
i∈[k]

LλH (i)

Figure 12: The benefit of rank aggregation evaluated over var-
ious configurations for the correlation coefficients based on a
sample of N = 20 items. The diagonal line indicates points
at which ρH = ρL. The green region indicates configurations
where U(π2(H,L))> U(H) based on a 95% confidence in-
terval generated from bootstrap estimates of the sample mean.
the blue region indicates areas where U(π2(H,L))> U(H)
with at least a 95% CI. The grey areas are where the con-
fidence interval overlaps with 0. Interestingly, even when
ρH > ρL, it could be advantageous to switch to the lightweight
reranking of just the top two items despite having a poor (e.g.,
learned) policy L. Our experiments indicate that as we in-
crease n, it is better to uniformly switch from H to π2(H,L)
for all configurations.

The notation implies π1(H,L) = λH(1) and
πn(H,L) = λL(1). In other words, U(π1(H,L)) = U(H) and
U(πn(H,L)) = U(L). To understand precisely when the
proposed aggregation might help, we now make some as-
sumptions to help with mathematical tractability, analysis and
visualization. Let ρH ≥ 0,ρL ≥ 0 be such that ρ2

H +ρ2
L ≤ 1,

and consider the jointly Gaussian distribution,

(U,H,L)∼N

0,


1 ρH ρL

ρH 1 0

ρL 0 1




It is clear that U(H) and U(L) are monotone in ρH ,ρL respec-
tively under the above assumptions. To map the above model

3order 1 is the largest item.

to a motivating practical scenario, think of H as an efficient
heuristic strategy (e.g. LRU). L could be imagined to be a
learned policy that is (1) expensive to evaluate (2) not always
safe, i.e. we can end up with ρL < ρH . The proposed mecha-
nism addresses both of these issues simultaneously. For (1)
we only need to invoke L on at most e.g. k = 2 items, and for
(2) the below claim argues that we get an improved outcome,
U(π2(H,L)) compared to the baseline strategy U(H) (which
is also naturally greater than U(L), when ρH > ρL). Based on
numerical analysis, we observe, and hypothesize more gener-
ally, that as n→ ∞, the re-ranking strategy improves over the
pure heuristic policy, i.e. U(π2(H,L)) > U(H). The above
hypothesis applies to arbitrary positive values of ρH and ρL.
It says that we can improve on H even with a worse alternate
policy L. This helps give some evidence for why such a strat-
egy appears to be “safe” in terms of improvement over the
baseline. In Figure 12, we plot the situation numerically for
N = 20, for all possible problem configurations of ρH ,ρL.
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Abstract
LoRa is one of the most widely used LPWAN communication
techniques operating in the unlicensed sub-GHz ISM bands.
Its long range however also results in increased interference
from other LoRa and non-LoRa networks, undermining net-
work throughput due to packet collisions. This has motivated
extensive research in the area of collision resolution tech-
niques for concurrent LoRa transmissions and continues to
be a topic of interest. In this paper, we verify the implementa-
tion and efficacy of four of the most recent works on LoRa
packet collisions, in addition to standard LoRa. We implement
OpenLoRa, an open-source, unified platform to evaluate these
works and extensible for future researchers to compare against
existing works. We implement each of the four techniques
in Python as well as separate the demodulator and decoder
to provide benchmarks for future demodulators that can be
plugged into the framework for fair and easy comparison
against existing works. Our evaluation indicates that existing
contention resolution techniques fall short in their throughput
performance in practical deployments, especially due to poor
packet detection in low and ultra-low SNR regimes.

1 Introduction

LoRa is one of the most widely used Low Power Wide Area
Network (LPWAN) technologies for IoT applications such
as smart cities [1, 2], smart agriculture [3, 4], and industrial
IoT [5, 6]. LoRa’s popularity stems from its long operating
range, low power consumption, low-cost, and ease of deploy-
ment [7–10]. Its long range however, is a double-edged sword
as it also results in increased interference from other inde-
pendently deployed LoRa networks, leading to poor network
throughput due to packet collisions [11, 12]. Ghena et.al [13]
show that LoRa falls short of meeting the requirements for
a large variety of IoT applications due to two key reasons :
(a) under-utilization of the network capacity and (b) lack of
co-existence between networks.

Recently, a large number of LoRa collision resolution
techniques have been proposed to address the above chal-

lenges: Choir [14], FTrack [15], NScale [16], CoLoRa [17],
mLoRa [18], CIC [19], Pyramid [20], and AlignTrack [21].
These techniques develop novel LoRa de-modulation algo-
rithms that can simultaneously decode multiple colliding
LoRa packets to improve network throughput and address
scalability challenge faced by LoRa networks.

In this paper, we seek to compare and verify the efficacy of
state-of-the-art in LoRa collision resolution algorithms and
ask the question, “How effective are state-of-the-art collision
resolution techniques in improving network throughput?” .
Our goal is to evaluate and analyze various existing techniques
in a variety of important scenarios such as indoor/outdoor and
low/high-SNR networks. Towards this evaluation, we have
developed OpenLoRa, an extensible, open-source framework
using Python to implement each of the demodulators and
design an evaluation pipeline, along with extensive datasets
that can be used for benchmarking future works in LoRa
receiver designs. To this end, we pick four recent techniques,
(i) FTrack [15], (ii) NScale [16], (iii) CoLoRa [17], and (iv)
CIC [19] that provide public implementations.

The motivation for our paper stems from several key gaps
in the available implementations and evaluations.
Lack of throughput evaluations. While increasing network
throughput (in kilo bits per second) is their key goal, most
LoRa packet collision resolution literature evaluates the per-
formance of the demodulator only, which outputs data sym-
bols rather than bits; this can perhaps be attributed to the
difficult task of recreating LoRa’s encoder and decoder. In
the absence of the decoder, one can only evaluate the average
symbol error rate, but not bit or packet error rates and hence
network throughput in kbps. As we demonstrate in Section
§5.1, lower symbol error rates do not necessarily translate to
lower packet error rates and corresponding higher network
throughput. In fact, seemingly lower symbol error rates com-
pared to standard LoRa might still result in lower throughput!
Lack of co-existence evaluation. Although co-existence of
LoRa networks has been identified as a key challenge [11–13],
to the best of our knowledge existing literature has not studied
the impact of interference due to other LoRa and non-LoRa
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Figure 1: Overview of OpenLoRa, the proposed open-source framework

networks on the efficiency of collision resolution. In this
paper, we design and perform a new set of experiments to
measure the impact of LoRa interference from networks with
different SF and non-LoRa interference such as FSK on the
network throughput performance.
Lack of a uniform evaluation and a benchmark datasets.
Understanding and analyzing the performance of various tech-
niques in different settings is crucial to future research. Exist-
ing evaluations differ in terms of evaluation metrics, method-
ology, scenarios that impact performance such as signal-to-
noise-ratio (SNR), indoor/outdoor settings, nature of traffic,
effect of bursts etc. In some cases, these have only been stud-
ied using simulations. In this paper, we create a set of bench-
mark datasets spanning various important LoRa scenarios that
can be used to evaluate uniformly. In our experiments we find
that existing techniques under-perform compared to standard
LoRa in very low SNR scenarios.
Implementation variability. Current implementations do
not use a common tool: Python, GNURadio, and MATLAB
are some of the tools used. Additionally, each of the imple-
mentations have a different data preprocessing methodology,
making it a challenging task to input a sample file and deter-
mine the metrics of interest. Therefore, despite the availability
of public code repository, it is a challenging task to input a
new file and obtain the performance of the demodulator.

In order to address the above gaps, we have implemented
an evaluation framework (depicted in Figure 1) with the goal
of providing a common framework to benchmark existing
methods. We believe that our extensible framework will help
future researchers evaluate LoRa collision resolution tech-
niques uniformly against prior works with common datasets,
and analyze them. OpenLoRa includes a pipeline of four key
stages. First, a suite of experimental datasets comprising re-
ceived raw samples of LoRa transmissions obtained from
various experimental deployments, specifically designed to
evaluate various important aspects of collision resolution algo-
rithms. Second, a uniform Python based interface to interact
with each demodulator. A future LoRa demodulator algorithm
can be simply plugged into this framework and compared
against other implementations on the metrics of interest for

real-world deployments. Third, a standard LoRa decoder that
can convert symbols generated by any demodulator into pack-
ets, so that we can measure bit error rates, packet error rates,
and throughput. Last but not the least we provide a suite of
important metrics such as bit error rate, packet reception rate,
and network throughput.

In summary, we make the following contributions towards
our verification of state-of-the-art LoRa demodulators:

• We present OpenLoRa, an extensible, open-source frame-
work to evaluate and compare different techniques that we
hope future researchers will be able to use (provided in
GitHub repository1 as well as in a Docker container2 en-
abling environment-independence to run the demodulators
locally). Our framework comprises benchmark datasets, a
standard interface to plug in various demodulators, a LoRa
decoder that outputs bits and a suite of relevant metrics.

• We implement and verify the performance of four state-of-
the-art LoRa collision resolution demodulators and standard
LoRa, comparing their throughput (in kbps) improvements.
We find a surprising fact that even though many techniques
decode more symbols on average than standard LoRa, this
does not necessarily translate to throughput improvements.
As the network traffic increases in long-range outdoor sce-
narios, standard LoRa outperforms all existing techniques.

• In order to cross-validate the results reported in original
works, we recreate the key experimental scenarios presented
by each and compare the results. Our results are in line with
the results in the respective papers evaluated. This extra
effort validates the fidelity of our framework and implemen-
tation of various demodulators.

• We develop a web interface3 for users to easily add new
custom demodulation techniques for benchmarking and
analyze the performance of implemented techniques.

1https://github.com/UW-CONNECT/OpenLora
2Linked in OpenLoRa Github page.
3https://openlora.wisc.edu

1166    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association

https://openlora.wisc.edu


• We implement and validate the standard LoRa decoder in
Python, allowing the comparison of different demodulation
techniques based on end-to-end metrics such as throughput
(in kbps) and the number of successfully received packets
after error correction. We hope this openly accessible im-
plementation enables future researchers to evaluate their
works based on similar end-user metrics.

• We design new experiments to study the effects of colli-
sions under extremely-low SNR, interference from LoRa
networks with different spreading factor and non-LoRa in-
terference such as Frequency-Shift-Keying from other net-
works on the throughput performance.

2 LoRa Demodulators Validated

In LoRa, data is modulated using a Chirp Spread Spec-
trum (CSS) scheme which confers it long range and sub-
noise decoding ability. We present details on LoRa’s mod-
ulation/demodulation and effects of collision on network
throughput in Appendix A. Choir [14] is a pioneering work in
LoRa collision resolution with the goal of improving network
throughput. It leverages the inherent hardware imperfections
in the radio of LoRa transmitters and distinguishes collid-
ing packets by uniquely mapping their imperfections to the
transmitters. mLoRa [18] leverages Successive Interference
Cancellation to iteratively decode the symbols with the high-
est power and remove them from consideration. In this paper,
we implement four demodulator algorithms that improve upon
Choir and mLoRa to decode multi-packet collisions. We dis-
cuss these demodulators in the rest of the section.

2.1 FTrack [15]
FTrack is one of the first approaches to use time and fre-
quency domain features to resolve LoRa collisions. FTrack
relies on Short Time Fourier Transform (STFT) to obtain time
and frequency features. FTrack proposes to apply STFT on
the dechirped LoRa symbol to leverage the spread spectrum
gain as well as to remove the linear change in frequency with
time. Appendix B.1 explains how FTrack chooses an appropri-
ately sized window and leverages time-frequency resolution
to resolve collisions.

2.2 CoLoRa [17]
CoLoRa, similar to FTrack, leverages time offsets and fre-
quency features to resolve collisions. CoLoRa observes that
collided packets are misaligned in time and therefore have
different lengths of symbol segments appearing in the de-
modulation window. This results in FFT peaks with heights
proportional to the length of the symbol in the current demod-
ulation window. CoLoRa also observes that the ratio of FFT
peak between two consecutive windows remains the same

throughout a packet. It uses these key insights to translate
time offsets to frequency features and differentiate colliding
packets. Details on CoLoRa’s demodulation window choice
and the use of peak ratios can be found in Appendix B.2.

2.3 NScale [16]
As the range increases, the SNR of LoRa packets decreases
and the relative performance improvement of FTrack and
CoLoRa degrades. NScale [16] focuses on decoding packet
collisions at SNRs as low as -10dB. Similar to CoLoRa, it
translates the timing offsets to frequency features and further
amplifies the time offsets by non-stationary signal scaling.
NScale’s strength lies in its ability to decode and resolve
LoRa packet collisions at SNRs below -10 dB. In Appendix
B.3, we explain how NScale achieves sub-noise decodability.

2.4 Concurrent Interference Cancellation [19]
Concurrent Interference Cancellation (CIC) also leverages
time and frequency domain analysis to decode multi-packet
collisions. CIC identifies that due to Heisenberg’s Time Fre-
quency Uncertainty Principle, one can achieve either the best
frequency resolution or best time resolution, not both. CIC
attempts at getting the best of both resolutions by accumulat-
ing multiple windows of varying lengths, resulting in varying
time and frequency resolutions. Appendix B.4 explains CIC’s
technique to resolve packet collisions.

3 Framework Implementation

We implement OpenLoRa and evaluate standard LoRa,
FTrack, CoLoRa, NScale, and CIC in a uniform framework
using Python as illustrated in Fig. 1. The extensible frame-
work also provides the ability to add a new demodulator and
evaluate its performance against the implemented techniques
over the datasets collected over a range of scenarios.

We have built an easy-to-use web interface to help users
analyze the implemented demodulators’ performance in more
detail. We also provide the option to plug-in one’s own new de-
modulator for benchmarking, with a few simple steps. Some
screenshots to walk through the web page are provided in
Fig. 2. The homepage asks for user selection to either add
a new demodulator or run existing techniques as shown in
Fig. 2(a). Fig 2(b-c) show the flow to add a new custom de-
modulator with the user downloading the existing framework,
adding their files, testing on a sample dataset and uploading
to run and compare against already implemented techniques.
Similarly, Fig 2(d-f) show the flow to analyze the existing de-
modulators in detail by choosing a scenario and configuration
among those presented in Section §5 and presenting detailed
data points as well as plots.
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OpenLoRa has a pipeline of four major blocks: datasets,
interface to the demodulators, decoder, and metrics. We de-
scribe each one of these blocks in detail below.

3.1 Datasets : Experimental setup for data col-
lection

For a thorough and fair evaluation of the demodulation algo-
rithms, a uniform set of data sample files is necessary. We
deployed practical networks of LoRa nodes in varying config-
urations (SF and BW) and scenarios (Line-of-Sight, SNR) as
shown in Fig 3. We believe the presented evaluation accounts
for a comprehensive (but not exhaustive) set of conditions
to assess the feasibility of real-world usage, and serve as a
benchmark to gauge the performance of future work in this
domain. We will make the datasets, along with the ground
truth, publicly available for reproducibility. We believe this
will help other researchers to evaluate their work on a variety
of scenarios as well.

We used 20 battery-powered Adafruit Feather M0 with
RFM95 [22] as LoRa transmitters deployed in the following
settings, with a USRP B200 as the receiver. Unless other-
wise mentioned, by default, each transmitter sends a known
message, while the duty cycle and the load follows a Poisson
distribution. The arduino code flashed onto Adafruit Feather
M0 boards and the circuit diagram to setup the boards can
be found in the github repository 4 under the folder Exper-
iment_ Setup. At each of the locations (red dots in Fig. 3),
the individual transmitters were verified to be reachable from
the receiver i.e.,in the absence of collisions, LoRa packets
from each of the transmitters were successfully received us-
ing the standard LoRa demodulator. Each data point in the
evaluation results was averaged over multiple iterations of
data transmissions (ranging from a minimum of 200 packets
to over 6000 packets depending on the scenario). The details
on each experimental setup and the methodology specific to
each experiment can be found in the Appendix E. The three
settings used in our experiments are:

1. Indoor Line-of-Sight (LoS) : This setting serves as a high-
SNR scenario in our experiments. Twenty LoRa nodes
were deployed in a 15m x 10m room, distributed uniformly
in LoS with the receiver as shown in Fig. 3 (a). This setting
emulates a deployment similar to a smart home, with IoT
nodes distributed in a small space, many of which have LoS
to the receiver. In this setup, we performed experiments
which required precise control over collision parameters,
parametric analysis with controlled time offset between
colliding packets, concurrent collisions, and high SNR
collisions.

2. Indoor Non-Line-of-Sight (NLoS) : This setting serves
as a low-SNR setting inside a building spanning an area of

4https://github.com/UW-CONNECT/OpenLora/tree/main/Experiment_
Setup

150 m x 75 m (per floor) over two floors. The transmitters
were deployed as per Fig. 3 (c) and (d), showing the distri-
bution of nodes on first and second floor respectively. The
nodes were distributed in NLoS setting, separated from
the receiver by multiple concrete walls, elevator shafts,
and metal obstructions. This setting emulates a typical
deployment of IoT nodes in an indoor office or factory
building, with human movement as well as wireless traf-
fic interfering with active transmissions. This setup was
used to collect datasets for collisions with increasing ag-
gregate transmission rate. We also performed controlled
interference experiments here.

3. Long-range outdoor : This setting serves as an extremely
low-SNR setting with nodes at distances of 1 to 8.25 km
from the receiver. The nodes were distributed across urban
areas and along a lake shore as seen in Fig. 3 (b). This set-
ting emulates applications which particularly befit the use
of LoRa modulation where communication over long dis-
tances is necessary, such as city monitoring applications or
sensor deployment across huge agricultural fields. We col-
lected datasets for various transmission rates in extremely
low-SNR conditions.

3.2 Demodulators Block
Fig. 13 in Appendix C.1 shows an overview of the Python
implementation and how the demodulators were integrated
into the overall flow of the framework. Appendix C.2 also
describes the organization of the implementation code into
Python modules. We thank the authors of each of the works
presented here for sharing their implementations with us. In
addition to re-implementing the code in Python, the following
refinements were made to accept and pre-process a variety
of datasets, as well as to reduce the computation time of
demodulation using parallel processes:
FTrack : FTrack processes the entire input data file at once.
While it is feasible for slices with a few packets, it is com-
putationally intensive for real-life data capture with tens of
million of samples. This also posed a challenge in the mem-
ory constraints for practical datasets such as those from our
experiments. To mitigate this, we built a pre-processing block
that separates out the active data transmission from silence
periods based on energy thresholds of the signal and passes
only the valid transmission data to the demodulator. FTrack’s
demodulator algorithm uses a number of threshold parame-
ters for separating collisions such as peak power ratio, noise
floor power, and ratio of stronger to weaker peaks, among
others. These parameters need to be modified based on the
input dataset for accurate functioning of the algorithm. We set
these parameters based on our datasets empirically, however a
formal procedure for the derivation of these thresholds would
be highly beneficial for any user.
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(a) (b) (c)

Figure 2: Screenshots from the system interface web page : (a) Flow to add a new demodulator (b) choose a scenario to
benchmark (c) Flow to run an existing demodulator for analysis with network setting and SF configuration

NScale : In addition to re-implementing in Python, we param-
eterized NScale implementation to accept datasets with differ-
ent LoRa configurations. Various parameters and thresholds
for recognizing sync words, clustering packets from the same
transmitters together, and choosing the correct demodulation
window were generalized to get the optimal demodulation
results. The original implementation resulted in missed or
repeated symbols when any of the collided packets was split
approximately in half by the demodulation window due to am-
biguity in length and peak ratios. We implemented an up-chirp
correlation-based packet identification, as described in the pa-
per, and aligned the demodulation window appropriately to
avoid this corner case.
CoLoRa :We implemented an up-chirp correlation based strat-
egy to process the input file parallelly using Python multipro-
cessing. This enabled us to identify the start of packets and
choose a reception window, ensuring any symbol’s split ratio
to be between 1/3 and 3 as derived in the paper. We imple-
mented the Akaike Information Criterion based algorithm to
detect the onset of the received packet.
CIC: CIC iteratively decodes packets and hence stores the
entire data transmission session. At higher data rates, frequent
transmissions can lead to very long packet transmissions that
can overflow the memory. We overcome this challenge by
splitting active data transmissions longer than a threshold into
multiple sessions and process them separately.
Std-LoRa Demodulator: For the implementation of the stan-
dard LoRa demodulator, we used rpp0/gr-LoRa [23], an open
source GNURadio block for decoding LoRa packets. gr-LoRa
has demodulator and decoder integrated as a single block. We
split the two into separate blocks and used the demodula-
tor as part of our std-LoRa demodulator implementation. It
looks for the strongest peak in each demodulation window
and tries to find consecutive occurrences of the same symbol
to detect preambles. Once all the preambles are detected and
the preamble indices saved, it continues finding the strongest

peak in every demodulation window of the detected packet
and outputs the corresponding symbols.

3.3 Standard LoRa Decoder Block
Majority of the existing works focus on demodulator perfor-
mance as a function of the symbols received. A LoRa receiver
consists of a demodulator followed by a decoder. The de-
coder maps received symbols to message. LoRa decoder (and
encoder) is responsible for performing forward error correc-
tion using Hamming codes, interleaving, whitening, and gray
coding to decode symbols to bits and then message. LoRa
supports four coding rates ranging from 4/5 having the least
redundancy to 4/8 having the highest. This redundancy allows
the LoRa signal to endure interferences and correct small
errors. While the demodulated symbols provide some under-
standing of the receiver, the output of the decoder is required
to obtain metrics such as throughput, bit error rate, and num-
ber of packets successfully received. Additionally, the number
of symbol errors that can be corrected by the receiver depends
on the coding rate used by the LoRa transmitter.

In order to evaluate the throughput performances of the
demodulators, we implemented LoRa decoder in Python.
We used an open-source LoRa receiver framework [23] that
jointly demodulates and decodes LoRa samples and separated
the decoder and demodulator modules. We then implemented
the decoder module separately in Python such that the output
of any demodulator can be decoded. This allows for a modu-
lar implementation of a LoRa receiver pipeline. Our decoder
implementation first extracts the symbols corresponding to
LoRa header from the demodulator output. It infers the pay-
load CRC and payload length information by reversing the
process of Gray encoding, interleaving, shuffling, and Ham-
ming encoding. Finally, these operations are performed on
the symbols corresponding to the payload and the final mes-
sage is displayed as the output. This process is repeated for
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(c) (d)

Figure 3: Experimental Setup for LoRa deployments. (a) Indoor LoS, (b) Outdoor, (c) 1st and (d) 2nd Floor Indoor NLoS.
Triangle:Base Station, Circles:Transmitters

each demodulator’s symbols and the final output is used to
calculate the metrics. We validate this Python implementation
of the standard LoRa decoder in Section §4. As shown in
Fig. 13 in Appendix C.1, the implemented decoder is inde-
pendent of the demodulators and thus can be integrated with
any other demodulator in the pipeline. This openly accessible
implementation we have made available, can be used by other
researchers to evaluate their demodulator on end-user metrics.

3.4 Metrics
The final module of OpenLoRa is the set of metrics that eval-
uate the end-to-end-performance. This module takes in the
demodulated symbols and decoded bits and outputs the calcu-
lated metrics. We use the following definitions for the metrics
exposed by our framework:

1. Symbol Error Rate (SER): SER is calculated as the ratio
of number of incorrect symbols to the total number of
transmitted symbols. This metric evaluates the efficiency
of demodulator algorithms. With prior knowledge of the
transmitted symbols, a one-to-one comparison is used to
determine the number of incorrect symbols per packet.

2. Packet Reception Rate (PRR): PRR is calculated as the
ratio of number of correct packets received to the total
number of transmitted packets. A packet is considered
correct if and only if the received message (after error
correction) is equal to the transmitted message. Thus, PRR
is determined from the output of the decoder.

3. Throughput: This is the one of the most important metrics
from an end-to-end workflow perspective. Throughput is
defined as the number of correct bits received per second.
Towards calculating throughput, we only consider correct
packets i.e.,packets where all the received bits are correct.

Calculating metrics from the decoded bits provides a holis-
tic evaluation of the receiver performance of the demodulator
algorithms, which we believe is critical in practical LoRa de-
ployments. We will use the metrics used in the papers being
validated first, in order to cross-validate our implementation
in Section §4. Then, we will present our evaluations using the
end-to-end metrics of Packet Reception Rate and Through-
put obtained from the output of decoder in Section §5 under
varying settings, configurations, and scenarios.

4 Cross Validation of the Demodulators

In order to validate the fidelity of our framework and imple-
mentation of the various demodulators, we recreate a repre-
sentative result from each of the four papers considered. As
mentioned in Section §2, each existing work proposes unique
techniques to resolve multi-packet collisions. Existing works
compare their performance against standard LoRa and a few
other existing state-of-the-art. However, each one of them
uses a dataset that has been captured in different experimental
scenarios, using different configurations for Spreading Factor,
Bandwidth, duty cycle and concurrency.

In this section, we recreate the experimental setup as dis-
cussed in the original papers to the best of our knowledge and
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Figure 4: Cross-validation of results from original papers : (a) FTrack: SER vs SNR (b) CoLoRa: Network Throughput vs SNR
(c) NScale: SER vs SNR (d) CIC: Throughput vs Aggregate rate

(e) Cross-validation of Std-LoRa Decoder : SER and BER for varying coding rates of a single transmitter

report the same result metrics. The goal of this exercise is
two-fold : 1) To validate our implementation by recreating
the original reported results in each of the papers considered
2) To provide a module in our framework for future works to
recreate the existing works and their results.

We have selected the following results to recreate :
1. FTrack’s Fig. 14 : SER vs SNR
2. CoLoRa’s Fig. 12 : Throughput vs SNR
3. NScale’s Fig. 11a : SER vs SER
4. CIC’s Fig. 28 : Throughput vs transmission rate

FTrack: Following FTrack’s setup, we created the two-node
collisions initiated by beacon packets. Upon listening to the
beacon packets, the two LoRa nodes send packets with a ran-
dom delay within a packet duration ensuring collisions. Each
node transmitted packets of fixed length with SF8 and BW
250kHz. To achieve the SNR ranges of low (<5dB), medium
(5 – 20 dB) and high (>20dB) as mentioned in the paper, we
installed nodes at appropriate distances to achieve SNRs of
5, 15 and 25dB respectively. Fig. 4 (a) shows that the SER
decreases with increasing SNR, implying better collision res-
olution at high SNRs by FTrack. SER of ≈ 0.1 is in complete
agreement with the results presented in the original work.

CoLoRa: We design the experiment with a 20-node architec-

ture that closely follows the description in the original paper.
Each node transmitted SF10, BW 250kHz packets at a fixed
rate of 1 packet per second. As mentioned in the paper, we
captured data for high SNR packets and then added Additive
White Gaussian Noise (AWGN) on the captured data to vary
its SNR in a controlled manner. Fig. 4 (b) shows the through-
put that we obtain for varying levels of emulated SNR. As the
SNR increases from -15dB to 10dB, the network throughput
increases from 200 bits/s to over 400 bits/s. This result is in
complete agreement with the original work.

NScale: For NScale, we generated beacon-initiated collisions
with the responding nodes transmitting packets with SF10 and
BW 125kHz, following the experimental setup of NScale. We
installed nodes at distances that ensured SNRs of -10, 0, 10,
and 20 dB. As shown in Fig. 4 (c), lower SER of 0.04 at 20dB
SNR indicates strong collision resolution capability of NScale.
SER increases slightly for -10dB SNR to approximately 0.1,
close to the results presented in NScale. This trend is similar
to the original results presented and verifies that NScale is
able to achieve low SER even at -10dB SNR.

CIC: In order to recreate the result in CIC, we used the open
source data-set provided by CIC in the GitHub repo instead of
designing a new experiment. The results, as shown in Fig. 4
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(d) are in complete agreement with actual results presented
in the paper. CIC’s throughput improves from 5 packets per
second to over 40 packets per second as the aggregate rate
increases, indicating its ability to resolve collisions.

Std-LoRa Decoder : We also validate the correctness of our
decoder implementation, since it forms the basis of through-
put in Section §5. To validate the decoder, we designed an
experiment to study the impact of Forward Error Correction
(FEC) over raw symbols. LoRa offers 4 coding rates : 4/5, 4/6,
4/7, 4/8 where 4/8 implies twice as many redundant bits as
data bits. Therefore, higher coding rates lead to better reliabil-
ity and resilience to bit errors, but lowers effective data-rate.
We placed a LoRa transmitter in a NLoS setting from the
receiver to ensure low SNR of approximately -15dB. We
transmit SF8 packets with 250 kHz BW and vary the coding
rate of the transmitter for the same message. Fig 4 (e) shows
SER and BER for varying coding rates. We can observe that
the SER remains almost constant, since SER is unaffected by
the coding rate and only depends on the SNR. However as
the coding rate varies from 4/5 to 4/8, redundancy increases
and as expected, the decoder is able to correct more errors
such that the Bit Error Rate decreases from 7.7% to 1.2%.
This result establishes the expected decoder operation and
validates our implementation of the standard LoRa decoder.
This reliability comes at the cost of longer packet time with
the coding rate of 4/8 needing 64 ms to transmit the same
data as compared to 49 ms for 4/5 coding rate.

To summarize, we recreated one representative result from
each of the papers being validated to verify the correctness
of our implementation as well as validate the results with the
exact same experimental setup described in the respective
papers. We show that the results recreated are in complete
agreement with that in the original papers. We also validated
the decoder block implemented by comparing the SER and
BER performance for varying coding rates. In the next section,
we design new experiments to further test the throughput
performance of each of these demodulators integrated with
our LoRa decoder block.

5 Experimental Evaluation

We evaluate the performance of the five demodulators on
several metrics and configurations. We aim to answer the
following questions in this section through our experiments:

• Do collision resolution techniques improve the overall
network throughput in the presence of collisions?

• What is the impact of variations in the SNR for different
transmitters on decoding multi-packet collisions?

• What is the impact of LoRa and other non-LoRa narrow-
band interferers in decoding concurrent transmissions?

• How many concurrent transmissions can be successfully
decoded from the cumulative signal?

• How does the time offset between two colliding packets
affect the demodulation and throughput performance?

In the rest of this section, we describe the experiments per-
formed and the results observed to answer these questions.
Most of the experiments were repeated for two different con-
figurations: SF8, BW 125kHz and SF10, BW 250kHz, to
represent low and high air-times respectively. Unless other-
wise mentioned, the default configuration is the larger packet
airtime with SF10, BW 250kHz, and a coding rate of 4/5.

5.1 Impact of transmission rate on Network
Throughput

In this section we evaluate the overall network throughput
achieved by various techniques for Indoor LoS, Indoor NLoS
and Outdoor data sets for a 20-node network. The transmis-
sion rate of each node is varied from 1 packet/s to 5 pack-
ets/s, resulting in an aggregate network rate of 20 packets/s
to 100 packets/s as the x-axis. Packets were generated with
inter-arrival times following an exponential distribution. We
collected upto 6000 packets for each iteration of this exper-
iment for different transmission rates, repeated for both SF,
BW configurations. Each data point in the figures presented
is averaged over all these packets.
Indoor LoS: In this scenario, packets from almost all the
nodes are captured at high SNR therefore, all techniques per-
form at their best. We present the results and analysis of this
scenario in Appendix D.1.
Indoor NLoS: At low-SNR indoor NLoS scenario, where 20
nodes are deployed across two floors in an office building, a
trend similar to indoor-LoS can be observed with increasing
Transmission Rate. As shown in Fig. 5 (a) and (b), at low
SNR, the average network throughput is lower than that of
higher SNR for most demodulators. All the demodulators
achieve their peak throughput at 40 packets/s in case of SF8
transmissions, beyond which it decreases with an increase
in the aggregate transmission rate. In case of SF10 transmis-
sions, a much sharper descent in the throughput curve can be
seen due to the compounding of the lower SNR with more
severe collisions. As noted by the authors themselves in [15],
FTrack fails to detect packets at SNRs lower than 10dB. Since
majority of the nodes operated near the noise floor (0dB SNR)
in this setting, FTrack failed to detect any packets and is not
shown in the corresponding Fig. 5.
Long Range Outdoor: To test the long-range capability of
LoRa and the demodulators, we deployed LoRa nodes in
outdoor environments at distances as far as 8 km from the
receiver. Transmissions from these devices were received at
SNRs as low as -15dBm. At this low SNR, even schemes that
are specifically designed for low-SNR such as NScale were
unable to detect any packets. While only CIC was able to
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Figure 5: Throughput of a 20-node indoor NLoS network with increasing aggregate transmission rates
(a) SF8, 125kHz bandwidth (b) SF10, 250 kHz bandwidth

(c) Throughput of a 20-node outdoor network with SF10, 250 kHz bandwidth

receive packets, its network throughput is worse than that of
standard LoRa as seen in Fig. 5 (c).
Summary: In summary we arrive at the following conclu-
sions : on an average, the network throughput is higher for
SF8/125kHz than that of SF10/250kHz for every demodu-
lator. This is because, for the same message, SF10/250kHz
packets have twice the duration of SF8/125kHz, which leads
to a higher probability of collisions. As the aggregate rate
increases, the network throughput peaks due to higher traffic.
Further increments lead to an increased number of collisions,
thus reducing network throughput. Extreme combination of
configuration parameters: NLoS, SF10, 100 packets/s (Fig. 5
(b)), leads to comparable throughput for all demodulators,
with excessive collisions nullifying any gains from the elabo-
rate demodulation techniques as compared to the simplistic
Std-LoRa. CIC demonstrates significant throughput gains
over Std-LoRa in both high (>10dB) and low SNR (around
0dB) settings, followed by FTrack (in high SNR scenario) and
NScale. CoLoRa despite performing better on the metrics of
SER and BER, falls short of matching Std-LoRa’s throughput.
FTrack fails to demodulate any packets in the low SNR set-
tings. Most techniques perform poorly at extremely low SNRs
(around -15dB) as their preamble detection fails and is not as
robust as Std-LoRa. Based on our experiments we believe that
further study and novel techniques for packet detection and
collision resolution, especially in low-SNR regimes is needed.

5.2 Impact of Signal to Noise Ratio (SNR) on
Network Throughput

We note from the network throughput in the long-range out-
door settings above that none of the existing techniques per-
form better than Std-LoRa at extremely low SNR scenarios.
To study the impact of SNR on the throughput performance
of each demodulator, we design a new controlled experiment.

In the Indoor setup, we deploy 20 LoRa nodes and accurately
control their transmit power and physical placement such that
all the nodes have comparable SNR that falls under one of
the following categories. We repeat the experiment such that
all the nodes are in High, Medium, Low, and Extremely-low
SNR categories, as defined below :

• High SNR : >10 dB

• Medium SNR : 5 to 10 dB

• Low SNR : -5 to 5 dB

• Extremely Low SNR : <-5 dB

Each transmitter was configured at SF10, BW 250kHz; we
collected upto 3000 colliding packets for each combination
of SNR and transmission rate. Fig. 6 shows the throughput
of the network as a function of decreasing SNR regime de-
fined above, repeated for aggregate transmission rates of 20,
60 and 100 packets/s respectively. Due to the controlled set-
ting needed for this experiment, it was not performed in the
outdoor setting.
Summary: The results corroborate the earlier observations in
indoor and outdoor experiments. CIC, NScale, and FTrack out-
perform Std-LoRa in high SNR, low traffic scenarios (Fig. 6
(a)) because of lesser collisions. However, as the SNR drops
below noise floor, the throughput gains delivered by these
demodulators decline sharply. FTrack fails to detect packets
in lower SNR settings, whereas the throughput for other de-
modulators drop as we move towards lower SNR and higher
transmission rates (Figs. 6 (b) and (c)). As stated in NScale,
its performance is comparable to FTrack at high and medium
SNR, and outperforms FTrack at lower SNRs. CIC improves
the most over Std-LoRa in most of the scenarios, NScale
also performs well in medium and low SNR regimes, not
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Figure 6: Throughput of a 20-node SF10 network with varying SNR and aggregate transmission rates
(a) 20 packets/s (b) 60 packets/s (c) 100 packets/s

suffering excessive drop in throughput with lower SNR. At
extremely-low SNR settings, all these techniques fail to de-
modulate most of the packets, which is further worsened at
higher traffic rate. Similar to our earlier observations, the SER
analysis of CoLoRa indicates that even though it has low
SER, at low and extremely low SNRs, the overall throughput
is worse than that of Std-LoRa. From these experiments, we
conclude that further research is required to achieve signifi-
cant throughput gains over standard LoRa in extremely-low
SNR and/or dense deployments, that are typical scenarios for
LoRa applications.

5.3 Impact of Interference on Network
Throughput

In addition to underutilized network capacity, co-existence
of multiple LoRa networks as well as across technologies
was identified as a bottleneck for scalability [11, 13]. In this
experiment, we evaluate the throughput performance of the
five demodulators in the presence of LoRa transmissions from
neighboring LoRa networks as well as non-LoRa, Gaussian
Frequency Shift Keying (GFSK) narrow-band transmissions,
representing other LPWANs operating in the same band. To
the best of our knowledge, this is the first work to design an
experiment and evaluate the impact of interference on the
demodulator performance.

The primary LoRa network in this setup consists of 20
nodes, configured at SF10, BW 250kHz setting. We study the
impact of the following three interfering nodes, each placed
within few meters from the receiver; the interfering signal
transmits at a duty cycle of 50% with an SNR of approxi-
mately 7 dB at the receiver.

i SF8, BW 125kHz LoRa node sending 93 ms packets

ii SF12, BW 500kHz LoRa node sending 290 ms packets

iii GFSK node sending 50 ms packets

Summary: Fig 7 shows the network throughput under these
three types of interference. Ambient shows the results with
no added interference. Due to the orthogonality of CSS, we
expected no impact from SF8, BW 125kHz node. However, it
does have a very minor impact on the performance of SF10
nodes for most demodulators. Although LoRa signals with
different SFs are typically assumed to be perfectly orthogo-
nal, this result attests to the Quasi-Orthogonality of different
SFs (discussed in [24]). This quasi-orthogonality leads to
residual interference even after dechirping which raises the
noise floor and consequently reduces the SINR (Signal to In-
terference + Noise Ratio). GFSK interference has a minimal
impact on the throughput performance, with a minor drop
attributed to SINR. This showcases the inherent robustness of
CSS to other narrow-band interference. SF12, BW 500kHz
interference however notably reduces the throughput of all
demodulator algorithms by almost 50%. This is primarily due
to the longer packet duration of SF12 which has higher prob-
ability of interfering with complete SF10 packets whereas
shorter duration of SF8 packets are less likely to interfere
complete SF10 packets. Thus, higher SFs have more impact
on lower SF transmissions due to the increased probability
of collision. This is critical to notice in practical deployments
where multiple LoRa networks, each operating at a different
SF would co-exist. Additionally, SF-based MAC protocols
have been proposed as a way to improve LoRa’s scalability.
Thus, we believe that collision resolution techniques that con-
sider the impact of interference from other LoRa networks
with multiple SFs remains to be developed.

5.4 Impact of concurrent transmissions on
Packet Reception Rate

In the experiments so far, the nodes transmitted packets ran-
domly at a predetermined rate. As the rate increased, packet
collisions increased, affecting network throughput. To under-
stand the efficacy and limitations of each algorithm in decod-
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Figure 7: Throughput of a 20-node SF10 network in the pres-
ence of various interference signals

ing concurrent collisions, we performed controlled collision
experiments. We synchronized all the nodes with a beacon
packet: on receiving a beacon, each sender transmits a single
packet with a random delay between 0 and packet duration.
We define concurrency to be the number of colliding packets
within one packet duration i.e.,each packet partially overlaps
with every other packet.

We evaluate the number of colliding packets that can be
resolved by each demodulator using the metric Packet Recep-
tion Rate (PRR). We measure PRR as we increase the number
of concurrent packets from 2 to 12 in indoor LoS setup. We
define PRR as the ratio of fully correct packets decoded at
the receiver to the total number of packets transmitted from
the transmitters. We collect upto 180 such colliding packets
for each iteration of the experiment and present the metrics
averaged over this dataset. Figs. 8 (a) and (b) show the PRR
for SF8/125kHz and SF10/250kHz.

As the number of concurrent transmissions increases, PRR
decreases for every demodulator. As expected, Std-LoRa has
a sharp decrease in PRR since it demodulates at most one
packet at a given time. We notice that irrespective of the
number of nodes, Std-LoRa aligns with the strongest signal
and successfully demodulates symbols corresponding to that
packet. CoLoRa intentionally misaligns its demodulation win-
dow to detect more packets. Although CoLoRa detects most
of the packets, it fails to demodulate when the majority of a
packet overlaps with other packets. This is because of errors
in finding peak ratios accurately. NScale builds on CoLoRa
and improves demodulation; PRR using NScale is higher than
that of CoLoRa. However, it suffers from not recognizing
frequency bins of the detected peaks in presence of collisions,
often leading to small offsets in the demodulated symbols.
FTrack’s use of time and frequency domain features to create
frequency tracks and separate out collisions enables it to infer
more number of colliding packets. FTrack is able to correctly

output 3% to 5% more packets as compared to Std-LoRa.
CIC, which improves on FTrack has the highest PRR. CIC’s
use of interference cancellation and spectral intersection fea-
tures to demodulate enables it to demodulate most number of
colliding packets. Beyond 8 concurrent collisions, PRR of all
the approaches is below 0.2.
Summary: We observe a sharp decrease in PRR with in-
creasing concurrency for all techniques because increasing
concurrency reduces SINR. In this controlled collision setting,
we see that SF10 transmissions result in a higher PRR, in con-
trast to the observations for scenarios with random collisions.
This is because higher packet air-time with SF10 works in
favor of demodulators here as there is more leeway in how
closely in time the transmitters can collide. As the network
scale of LoRa deployments increases, we expect concurrent
collisions to occur with higher probability. We study the im-
pact of the time between two colliding transmissions in more
detail in the following section. We believe that there is still
room to improve in decoding collisions with more than two
concurrent transmissions.

5.5 Impact of Packet Time Offset (PTO) on
Packet Reception Rate

It is evident from the concurrent transmission experiments
that as the number of concurrent transmissions increases, the
packet reception rate and hence network throughput decreases.
Prior work [15] has also observed that the relative time (and
frequency) offsets between two colliding packets plays a criti-
cal role in the throughput performance. Therefore, the impact
of concurrent transmissions on throughput is a function of the
time offset between the colliding packets. To understand the
impact of time offsets, we design the following experiment:
two LoRa nodes are connected to an Arduino microcontroller
(MCU). The MCU, using a hardware interrupt, triggers the
LoRa nodes such that the difference in the start of their packet
transmission is configurable, thus controlling time offsets.
Both the nodes transmit the same data. We repeat the exper-
iment 20 times for each offset value and present the PRR
metric averaged over the whole data.
Summary: Figs 9 (a) and (b) show the PRR as a function of
increasing time offsets between two LoRa nodes. NScale and
CoLoRa depend heavily on packet offsets and peak ratios to
demodulate symbols and to group symbols from each trans-
mitter together. As the packet time offset increases, their PRR
performance improves as accuracy in peak estimation and
peak ratio will increase. So, these show significantly better
performance as the packet offset time increases, with NScale
improving its PRR from 0 to 0.9 when changing collision
time offset from 5% to 30% for SF8 packets. Similarly, CoL-
oRa shows a notable improvement in PRR over the same
range, going from 0 to 0.4. Std-LoRa is unaffected by the
time offsets since it always decodes the strongest signal. CIC
and FTrack demodulate packets iteratively and use time and
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Figure 8: Reception rate of fully correct packets with increasing concurrent transmissions
(a) SF8, 125kHz bandwidth (b) SF10, 250 kHz bandwidth

frequency information to separate collisions. The impact of
time offsets on FTrack and CIC is also therefore negligible.
We conclude that although most demodulators focus on im-
proving network throughput by resolving collisions, some
are better suited for collisions with a higher overlap in time
than others. We observe that demodulation techniques that
utilize both time and frequency resolutions are more resilient
to PTO. Therefore, more study is needed on improving time-
frequency resolution when multiple concurrent nodes collide
within short time offsets.

6 Discussions and Limitations

Our results shows that packet decobability and hence network
throughput differs significantly under varying network condi-
tions. Therefore, rigorous evaluation of the existing and future
LoRa demodulators over a wide variety of network conditions,
as described in Section 5. We have made the datasets of the
various network conditions and scenarios evaluated publicly
available. Although this is an extensive set of scenarios, it
certainly is not an exhaustive list. We strongly encourage the
community to share new scenarios and datasets.

In OpenLoRa, we focused on network throughput com-
parisons across multiple demodulators. However, we did not
compare the computational complexity of existing techniques.
Since we relied on accurate recreation of existing works, op-
timizing each technique’s implementation was not the focus.
In order to evaluate the practical usability of a demodulator,
computational complexity is critical. For example, Std-LoRa
and CoLoRa rely on dechirping followed by FFT for packet
detection and demodulation and cost the least in terms of
number of computations, but also have the lowest throughput
improvements, i.e., the computational complexity for both

is Nlog(N) where N is the number of samples per symbol
and is typically the size of the FFT window as well. On the
other hand, FTrack, NScale, and CIC use auto-correlation to
detect the start of packets and therefore their packet detec-
tion cost these schemes N2 computations. FTrack computes
the spectrogram for the whole received buffer using a sliding
window and tracks the frequencies in each window of the
spectrogram; therefore, its demodulation block has N2log(N)
complexity per window. CIC computes spectrogram for a
fixed number of sliding windows regardless of SF as opposed
to sliding over whole demodulation window and therefore
has computation cost of cNlog(N) where c is a constant that
depends on the number of fixed sliding windows. NScale
performs multiple dechirpings followed by FFT to translate
timing offsets to frequency features and have a computation
cost of kNlog(N) where k is the number of multiple dechirp-
ings. The computation cost for CIC and NScale is therefore
lower than that of FTrack and more than standard LoRa’s
and CoLoRa’s computation cost. Thus, further evaluations
on the network throughput improvements along with their
computational complexity is needed to idenitfy the practical
challenges in deploying the demodulators.

In this work, we focused on novel demodulators that receive
from commercially available LoRa transmitters. More recent
works such as CurvingLoRa [25] and NetScatter [26] have
proposed changes to the transmitter to improve resilience to
packet collisions, communication range, and network through-
put. Although our framework cannot be used for non-standard
LoRa transmitters, the new techniques can still use our experi-
mental scenarios to test their performance in different network
conditions and compare against standard LoRa.
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Figure 9: Reception rate of fully correct packets with increasing collision time offset
(a) SF8, 125kHz bandwidth (b) SF10, 250 kHz bandwidth

7 Conclusions

In this work, we implement and validate four state-of-the-art
collision resolution techniques for LoRa on a variety of sys-
tem configurations and scenarios. We developed OpenLoRa, a
Python framework that provides a uniform platform to evalu-
ate existing works over the same datasets and metrics. We also
design a standard LoRa decoder in order to study the end-to-
end performance. This platform will allow future researchers
to plug-in their demodulator and benchmark against existing
works. We observe that metrics such as network throughput
are more meaningful for practical deployments. We study the
impact of interference and variations in SNR on the network
throughput performance. We perform a wide range of experi-
ments to emulate practical deployment settings, showcasing
the strengths and challenges of existing LoRa demodulators.
Our evaluations show that there are open challenges in the
low-SNR, long-range regime, with more room for innovations
in LoRa packet collision resolution.
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A Appendix: LoRa Primer

LoRa Modulation. In LoRa, data is modulated using a Chirp
Spread Spectrum (CSS) scheme. In CSS, symbols are chirp
signals whose instantaneous frequency increases linearly with
time as shown in Figure 10 (a). A base chirp starts from a
frequency of −BW

2 and increases linearly to BW
2 over a symbol

duration of Ts where BW is the bandwidth of transmission
and Ts can be defined as Ts =

2SF

BW . SF ∈ {7,8,9,10,11,12}
defines a packet’s Spreading Factor, a value that dictates the
data-rate, resistance to interference and range of transmission.

Every symbol S(t, fsym) is derived by cyclically shifting
a base chirp C(t), as shown in Equation 1. For example in
Figure 10 (b) and (c), S(t, f1) and S(t, f2) are obtained by in-
troducing a frequency offset of f1 and f2 to the base chirp. The
data to be transmitted modulated these starting frequencies
viz., f1 and f2.

C(t) = e j2π(0.5 BW2

2SF t− BW
2 )t

, 0 ≤ t ≤ Ts (1)

S(t, fsym) =C(t) · e j2π fsymt (2)

LoRa Demodulation. To demodulate a symbol, a LoRa re-
ceiver aligns and multiplies a down-chirp C−1(t) (the complex
conjugate of C(t)) with the received symbol S(t, fsym) (Equa-
tion 3). Dechirping transforms the chirp signal to a sinusoid
with a constant frequency equal to the start frequency fsym.
This frequency is located by finding the peak in the FFT of
the dechirped signal. The operation of dechirping followed by
FFT concentrates the symbol’s energy into a single frequency,
thus providing the spread spectrum gain necessary to decode
symbols in sub-noise conditions.

C−1(t) ·S(t, fsym) = e j2π fsymt (3)

Since dechirping requires the downchirp to align with the
received symbol, a LoRa receiver determines the onset of a
new packet by searching for its preamble and uses it to identify
the symbol boundaries of symbols. LoRa preamble comprises
of a sequence of N = 6 to 65535 consecutive C(t) symbols,
followed by two SYNC symbols S(t,s1),S(t,s2)(s1 ̸= 0, s2 =
s1 +8) and 2.25 down-chirps C−1(t). To detect a new packet,
the receiver continuously de-chirps and performs an FFT until
it finds N consecutive peaks with the same frequency. The
SYNC words and down-chirps then help locate the symbol
boundaries. In CSS, time offsets are equivalent to frequency
offsets. For example, as shown in Figure 11 time shifting
a chirp symbol by τ will introduce an equivalent frequency
offset in the starting frequency. Therefore, frequency offsets in
LoRa can easily be compensated by identifying the equivalent
time shifts during preamble detection.
Effect of collisions on demodulation. Standard LoRa is in-
capable of demodulating data symbols in case if multiple
packets collide. Should multiple LoRa packets arrive simulta-
neously at the receiver, there will be multiple fsym values to

detect for any given symbol window, making it difficult for
standard LoRa to choose one. Standard LoRa assumes that
the maximum peak in the FFT always corresponds to the data
value of the packet of interest. Whereas, in case of packet col-
lision, multiple peaks from interfering packets show up in the
FFT as shown in Figure 12 and the assumption of maximum
peak’s link to the packet of interest is not guaranteed anymore
since height of interfering peaks may surpass the height of
true peak.

B Appendix: LoRa Demodulators Validated

B.1 FTrack [15]
FTrack [15] relies on Short Time Fourier Transform (STFT)
to obtain time and frequency features. Applying STFT to the
LoRa symbols would result in frequency tracks that increases
linearly with time. An appropriate STFT window size that
offers good frequency resolution to identify the frequency
and good time resolution to follow the progression of a chirp
is challenging to determine. FTrack proposes to apply STFT
on the dechirped LoRa symbol to leverage the spread spec-
trum gain as well as to remove the linear change in frequency
with time. Dechirping the received buffer results in a sinusoid
whose frequency remains constant throughout the symbol
duration. This allows FTrack to choose a window size of a
symbol length that yields a good frequency resolution (of
upto 1 bin) if perfectly aligned with the symbol boundaries.
Dechirping allows STFT to have the least possible frequency
variation with time (single frequency over a symbol duration)
and therefore yields the best possible frequency resolution.
It yields a constant frequency track over a symbol duration,
rendering it simpler to track the frequency of a packet of in-
terest. FTrack, thus, employs dechirping followed by STFT
to extract the longest frequency tracks to detect preamble as
well as data symbols. Typical LoRa preambles consists of 8
base upchirps, that promise a constant frequency track for a
duration of 8 symbols in the final spectrum. FTrack extracts
symbol edges from preambles and uses this time information
to detect the symbol boundaries of payload. FTrack builds on
the observation that all the interfering packets are misaligned
in time and hence their symbol boundaries are misaligned in
time. FTrack detects the preambles of all colliding packets
and leverages the time offset between colliding packets to
differentiate transmitters. The receiver aligns itself with the
boundaries of a packet of interest : once aligned, it observes
the frequency tracks of current packet as well as that of the
interfering tracks. The frequency track of the packet of in-
terest will be continuous in the given window whereas all
the interfering tracks will change abruptly. Therefore, after
detecting all the LoRa packets in a received buffer, FTrack
iteratively demodulates each packet. While demodulating a
specific packet, FTrack cancels out interfering symbols by
tracking the frequency continuity. At the end of this itera-
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(a) (b) (c)
Figure 10: An illustration of Chirp spread spectrum (a) Base Upchirp (b) Data-Chirp 1 (c) Data-Chirp 2

Figure 11: Time offsets in LoRa symbols translates to
Frequency offsets

Figure 12: Symbol spectrum with and without collisions

tive process, FTrack receiver detects and demodulates data
symbols from multiple transmitters that collided with each
other. FTrack’s performance suffers in low-SNR conditions.
At SNRs below 5 dB, energy of the frequency tracks corre-
sponding to preamble and data symbols are not high enough
and hence are buried in the noise floor and is not decoded.
Thus, it fails to detect and/or demodulate LoRa packets at
SNRs below 5 dB.

B.2 CoLoRa [17]
CoLoRa [17] proposes a novel technique to translate time
offsets to frequency features, in turn using that to resolve
packet collisions at low-SNR regimes. CoLoRa starts with a
misaligned window size of one symbol length. It determines
the presence of interference based on the number of peaks
appearing in the FFT obtained after dechirping; since multi-
ple peaks imply packet collisions as discussed in Appendix
A. Once collisions are confirmed, CoLoRa proposes an in-
terleaved window selection strategy. It chooses a misaligned
window such that no chirp is covered fully by the window
i.e.,each chirp is segmented and thus falls into two consecu-

tive windows such that the normalized FFT peak is bounded
within [1/3,3] in each window. It then jumps the window over
received buffer and performs dechirping followed by FFT
at each point.The resulting spectrum contains peaks whose
height is proportional to the segment of chirp appearing in the
current window. CoLoRa observes that when a chirp is split
into 2 windows, the frequency at which the peaks appear in
the FFT remains the same across the 2 windows. However,
the energy and hence the height of the FFT peak at the cor-
responding frequency in each window is proportional to the
duration of the chirp segment within that window.

CoLoRa proposes Peak Ratio, which is defined as the ra-
tio of peak heights of a chirp appearing in two consecutive
windows; it captures time misalignment through frequency
features. It proves that the peak ratio is identical for all chirps
of the same packet since the in-window distribution of chirps
is identical for all the symbols of the same packet. Addition-
ally, peak ratios differ across packets since the in-window
distribution of chirps is different due to misalignment of inter-
fering packets. Since CoLoRa relies on accurate estimation
of Peak ratio, it proposes an iterative peak recovery algorithm
to estimate the heights of strong peaks first and cancel their
contribution while estimating the low-SNR peaks. Since the
chirps are segmented, wide side lobes appear around peaks
that may bury low SNR peaks. CoLoRa uses k-means cluster-
ing (where k is the number of packets detected) to classify the
packets of different clients. Peaks with identical peak ratios
are clustered together, following the observation that the sym-
bols of the same packet have the same peak ratio. Each cluster
represents a unique packet, thus decoding multiple packets
from the collided signal.

B.3 NScale [16]
While FTrack and CoLoRa focus on decoding multi-packet
collisions, their performance improvements over standard
LoRa demodulator is noticeable at high SNR. NScale [16]
focuses on decoding packet collisions at SNRs as low as -
10dB where the relative performance improvement of FTrack
and CoLoRa degrades. Similar to CoLoRa, NScale translates
the timing offsets to frequency features and further amplifies
the time offsets by non-stationary signal scaling. NScale’s
strength lies in its ability to decode and resolve collisions
of LoRa packets below -10 dB SNR. Instead of sliding the
window as FTrack does, NScale jumps the window of size
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that promises maximum frequency resolution i.e.,duration
of a symbol. To retain sub-noise decodability, NScale relies
on dechirping to accumulate energy at the single frequency.
While jumping the window across the received buffer, NScale
observe that, for a specific LoRa packet, all the symbols of
interest will have same in-window distribution in consecu-
tive windows whereas in-window distribution for interfering
symbols will be different. Simply put, the location of symbol
edges where the symbols transition to next symbol is same
across all the windows of a given packet but across different
packets, these symbol edges are different. This essentially
stems from the fact that collisions are misaligned in time.
Similar to CoLoRa, NScale translates symbol edge offsets to
the peak heights.

NScale introduces a novel non-stationary scaled window as
opposed to conventional rectangular window of FTrack and
CoLoRa. Non-stationary scaling across the windows ampli-
fies the timing misalignment of symbols of interfering packets.
The linear amplitude scaled window scales the amplitude of
peaks with respect to their in-window distribution and there-
fore amplifies the misalignment of different packets. This
amplification helps estimate the time offsets for very low
SNR packets. Consequently, different packets get a unique
fingerprint in terms of peak heights while symbols of a spe-
cific packet share the same fingerprint. NScale detects the
number of packets and their corresponding start and end in-
dices using correlation and then performs k-means clustering
to classify symbols based on their fingerprint.

B.4 Concurrent Interference Cancellation [19]
Concurrent Interference Cancellation (CIC) [19], similar to
FTrack, leverages time and frequency domain analysis to
decode multi-packet collisions. CIC introduces the concept
of sub-windows, which are a portion of the demodulation
window. It observes that, for a given packet of interest, sym-
bols from the packet appear in all the sub-windows; sym-
bols from interfering packets appear only in a subset of the
sub-windows. Therefore, the intersection of FFT of all the
sub-windows would result in the symbol of interest. CIC
proposes a sub-window selection algorithm that maximizes
interference cancellation.

CIC looks for the best sub-window which promises an
acceptable time resolution while compromising the least on
frequency resolution. It uses packet detection to determine the
start of all the colliding packets inorder to select the best set of
sub-windows. Unlike standard LoRa, CIC uses downchirp cor-
relation to detect the start of a packet. With prior knowledge of
symbol duration, CIC determines symbol boundaries within
each of the colliding packet. The sub-windows are chosen
such that it contains the most of each interfering symbol, us-
ing CIC’s knowledge of the symbol boundaries of interfering
packets. Spectral intersection of the FFT of the demodulating
window and the optimum set of sub-windows selected results

in a single FFT peak that corresponds to the symbol of inter-
est. It iteratively demodulates the rest of the packets in the
collided signal. CIC also proposes fractional frequency offset
to filter out interfering peaks that were not cancelled in the
spectral intersection. Additionally, it uses power-filtering to
estimate received power of each packet from its preamble and
discards symbols which do not qualify a certain power thresh-
old. Finally Spectral Edge Difference, filters interfering peaks
further and chooses one peak to be the final demodulated
peak.

B.5 Other recent works on LoRa demodula-
tion

In addition to the works presented above, other papers have
focused on LoRa demodulator design. The modular design of
our proposed framework renders it simple to integrate them.
Pyramid [20] is one such work which tries to resolve LoRa
collisions by tracking the change in FFT peak heights corre-
sponding to different interfering symbols. AlignTrack [21]
tracks and translates time offsets to frequency features, i.e.
peak heights, similar to CoLoRa. AlignTrack chooses a win-
dow which completely overlaps the packet of interest instead
of a misaligned window used by CoLoRa. AlignTrack’s com-
plete overlap gives highest peaks in FFT and therefore, has
least SNR loss. NeLoRa [27] is another work which tries to
push the limit of LoRa’s range by using deep-neural-network.
Their results show that its ability to decode packets with SNR
as low as -30dB.

C Appendix: Implementation Overview

C.1 Python Implementation

Figure 13: Flowchart of the Python implementation of the
proposed framework

C.2 Code Organization
The implementation has been organized into the following
major Python modules:

• config.py: Configures demodulation parameters such as
SF, BW, sampling rate to pass to the demodulators as
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(a) (b)

Figure 14: Throughput of a 20-node Indoor LoS network with increasing aggregate transmission rates
(a) SF8, 125kHz bandwidth (b) SF10, 250 kHz bandwidth

well as the transmitted symbols and bits to compare
against and evaluate the desired metrics.

• master.py: Performs the highest level tasks and interfaces
with other modules. Reads in the input file, calls each
demodulator module to get the symbols and gets calcu-
lated metrics after decoding. Also implements parallel
upchirp-based preamble detection using Python multi-
processing capabilities.

• demod.py: Imports each demodulator implementation
and interfaces with each block to pass the data and pa-
rameters in appropriate format. Returns demodulated
symbols to the master block.

• decode.py: Implements the standard LoRa decoder as
described in the following subsection. Returns decoded
bits to the master block.

• metrics.py: Takes in the demodulated symbols, decoded
bits, and the configuration information to calculate all
the relevant metrics and saves then in the specified output
file.

D Appendix: Additional Results

D.1 Impact of transmission rate on Network
Throughput

Indoor LoS: Figs. 14 (a) and (b) depict the average network
throughput as a function of aggregate transmission rate in in-
door LoS setting. Network throughput is calculated as the sum
of the bits of successfully decoded packets per unit time. In
case of SF8 transmissions, the network throughput increases
with increasing aggregate rate upto the rate of 40 packets/s
for most demodulators, due to increase in traffic. However,

beyond a threshold, packet collisions are too high for a de-
modulator to resolve, leading to a drop in throughput. CIC
achieves its peak throughput at 60 packets/s because of its
power filtering and down-chirp based preamble detection fea-
tures. FTrack and NScale perform considerably well in this
high SNR scenario giving significant gains over Std-LoRa.
Even though Std-LoRa is unable to demodulate concurrent
transmissions, it latches on to the strongest signal due to cap-
ture effect and often correctly demodulates the packet from
the strongest transmission. This results is throughput num-
bers of Std-LoRa being comparable to other demodulators at
higher transmission rates when they suffer from abundance
of collisions. Another interesting observation is CoLoRa’s
throughput being slightly lesser than that of Std-LoRa despite
having a lower Symbol Error Rate (SER) and Bit Error Rate
(BER). Our analysis indicates that the reason is its erroneous
identification of peak frequencies and calculation of peak ra-
tios in the presence of high amount of collisions. CoLoRa
detects and correctly demodulates larger number of symbols
on average but the symbol errors are distributed across all
concurrent transmissions. It consistently makes errors in a
few of the bits in packets, which result in those packets being
discounted from throughput calculation.

This result is an important observation we make in noticing
the significance of end-to-end metrics such as Throughput
and Packet Reception Rate over Symbol Error Rate, which
could be misleading for end users. For SF10 transmissions,
due to its longer air-time, the impact of collisions lead to a
decreasing network throughput for all demodulators even at
transmission rates as low as 1 packet/second per node.
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E Appendix: Experimental Setup & Method-
ology

E.1 Network Experiments
All the network experiments and SNR experiments were per-
formed using 20 transmitting nodes T1 through T20, a roll-call
node R, as well as a beacon node B. R helped in setting up
the parameters for each experimental setup without manually
changing the setting at each location serially. Each transmit-
ter node (T1 through T20) would reply only to their specific
roll-call message from R. The roll-call messages were sent
at a predefined SF and BW. Therefore, all the nodes reset to
this SF and BW to listen and respond to the roll-call message.
These replies were also used for calculating node-specific
SNR at the USRP B200 (serving as a base station for each
experiment). Using the received SNR for each node Ti, we
could ensure every Ti would hear broadcasts from B. Simi-
larly, B transmits a broadcast to inform the nodes about the
settings such as SF, BW, transmission rate for the upcoming
experiment. After setup, B would broadcast control messages
to all 20 nodes telling each to begin transmitting messages
randomly. The beacon information about transmission rates
that each node Ti had to follow with a random time offset.
The time offsets were generated through Poisson distribution.
Each node transmitted to the base station for approximately
30 seconds. All network and SNR experiments were repeated
following the aforementioned roll-call and beacon process to
ensure no nodes were lost.

E.2 Interference Experiments
Interference tests utilized a similar setup to the Network Ex-
periments, however interfering transmitters were deployed
near(<10m) the receiving USRP B200. Interfering nodes in-
cluded a LoRa transmitter with varying SF’s and BW’s as
well as a GFSK transmitter. Network and interference ex-
periment Arduino code can be located within the Experi-
ment_Setup/Random_Network directory on the OpenLoRa
Github page5.

E.3 Concurrent Transmissions Experiment
Concurrent transmission experiments were performed using
a separate beacon node B to continually synchronize up
to 12 transmitting nodes T1 through T12. B would broad-
cast a short message instructing all nodes Ti to respond
within a pre-determined time. These time-limits were de-
termined by recording transmissions from a USRP B200
and measuring total transmit time. Offsets followed a uni-
form distribution within these time limits thus ensuring ran-
dom transmission overlaps. The concurrent transmission ex-
periment’s Arduino code can be located within the Exper-

5https://github.com/UW-CONNECT/OpenLora

iment_Setup/Random_Offset directory on the OpenLoRa
Github page5.

E.4 Packet Time Offset Experiment
To achieve reliable, and precise collisions with microsecond
accuracy, we relied on interrupt-driven transmissions. Two
transmitting nodes T1 and T2 (Adafruit Feather M0 boards),
were connected to a third driving node D periodically trig-
gering interrupts via a pin tied on T1 and T2. Upon receiving
the interrupt, T1 immediately transmitted its LoRa packet.
Node T2 however utilized a pre-determined delay before
transmitting. Delays on T2 were experimentally gathered
ahead of time by measuring packet transmission times on
a USRP B200. These delays were then calculated as some
fraction of the total transmit time for a single packet, and then
flashed onto T2. Both transmitting nodes were connected to
the same breadboard with similarly oriented antennas thus
ensuring similar SINR at the receiver. The packet time offset
experiment’s Arduino code can be located within the Ex-
periment_Setup/Precise_Offset directory on the OpenLoRa
Github page5.
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Abstract

On average, every 10 days a child dies from in-vehicle heat-
stroke. The life-threatening situation calls for an automatic
Child Presence Detection (CPD) solution to prevent these
tragedies. In this paper, we present VECARE, the first CPD
system that leverages existing in-car audio without any hard-
ware changes. To achieve so, we explore the fundamental
properties of acoustic reflection signals and develop a novel
paradigm of statistical acoustic sensing, which allows to de-
tect motion, track breathing, and estimate speed in a unified
model. Based on this, we build an accurate and robust CPD
system by introducing a set of techniques that overcome mul-
tiple challenges concerning sound interference and sensing
coverage. We implement VECARE using commodity speak-
ers and a single microphone and conduct experiments with
infant simulators and adults, as well as 15 young children
for the real-world in-car study. The results demonstrate that
VECARE achieves an average detection rate of 98.8% with a
false alarm rate of 2.1% for 15 children in various cars, boost-
ing the coverage by over 2.3× compared to state-of-the-art
and achieving whole-car detection with no blind spot.

1 Introduction

The ability of cars to sense, and save lives, inside a car remains
to be improved. One life-critical feature that is widely missing
is in-vehicle Child Presence Detection (CPD). Every year,
many children have been unintentionally and unknowingly
left in parked cars, or have got stuck into a car independently.
As the temperature inside a car can rise rapidly1, especially in
hot months, serious injuries or heatstroke deaths could happen
to children being left alone inside a car. It takes only a matter
of minutes before the heat can overwhelm a child’s ability to
regulate his/her internal temperature and cause injuries/deaths

This work was done when Yi Zhang was a Research Assistant at HKU.
1A car can heat up by 19 degrees in just 10 minutes. Even on a mild

day, the temperature in a parked car can rise to extremely dangerous and
potentially fatal levels for infants and toddlers. As reported, heatstroke can
occur even when outside temperatures are just 57◦F [3].

CPD

Child 

Detected!!!

Figure 1: Application scenario of VECARE. It detects an
unattended child using in-car audio and alert registered parties
for immediate responses and/or activate the air conditioner to
keep the child safe automatically.

as a child’s core temperatures increase three to five times
faster than an adult’s [3]. On average, around 40 children
dying from hot cars have been witnessed each year (about
one every 10 days), leading to over 900 pediatric vehicular
heatstroke (PVH) deaths on record since 1998 in the US
alone [50]. Despite remarkable advances in automobiles in
recent years, unfortunately, the cases of hot car deaths are only
increasing, with 2018 and 2019 being the record years of 54
and 53 deaths each [50]. All of these deaths could have been
prevented, if the car can detect the unattended child timely and
responsively alert concerned parties or take prompt actions to
keep the car cool and the child safe (as depicted in Fig. 1).

The widespread and tragic problem has driven govern-
ments and the auto industry to take initiatives to make CPD
a compulsion for future cars [49, 76], which fosters an ex-
pected market of $400 million by 2025 [27]. Existing so-
lutions include early systems using special sensors such as
optical/weight/pressure/ultrasonic sensors [4,20,21,54], cam-
eras [10,13,85], as well as recent efforts with Ultra-Wideband
(UWB) or millimeter-wave (mmWave) radars [26, 28, 66],
WiFi [45, 81], etc. These solutions, however, suffer from dif-
ferent limitations. Many works focus on adult passenger mon-
itoring, and cannot generalize well to infants and toddlers.
And the sensing coverage is mostly limited to only the seats
(for special seat sensors) or a certain Field-of-View (FoV) (for
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cameras/UWB/mmWave radars), leading to degraded accu-
racy in Non-Line-Of-Sight (NLOS) scenarios and blind spots,
e.g., when a child is in a rear-facing car seat, blocked by a
seat, or on the car floor. More importantly, these techniques
require extra hardware that is not standard offerings in today’s
cars to be precisely installed2. This not only introduces ad-
ditional hardware and manufacturing costs, which are huge
considering more than 80 million new cars annually, but is
also backward-incompatible with most of the over one bil-
lion existing cars in the world. A truly pervasive system that
requires no extra hardware and works for all cars still lacks.

In this paper, we ask the following question: Can we build

an accurate and robust in-cabin monitoring system by using

only readily available in-car modules without any hardware

modifications? We present the design and implementation of
such a system, named VECARE, by leveraging in-car audio
systems, which are widely available in most, if not all, mod-
ern cars. As illustrated in Fig. 1, it operates by transmitting
sound signals from the speakers and analyzing their reflec-
tions recorded on a microphone, which have interacted with
the human body, if present. VECARE accurately and respon-
sively detects tiny motions and extremely weak breathing of
young children including newborns. It can reliably detect the
presence of a child in a car, achieving whole-car detection
with no blind spots. Importantly, it can be readily deployed in
existing and emerging car models, offering the best ubiquity
superior to the aforementioned other solutions.

Albeit acoustic sensing has been extensively studied, VE-
CARE introduces a novel paradigm of Statistical Acous-

tic Sensing (SAS). The mainstream practice in the litera-
ture mostly focuses on geometrical parameters, e.g., Time
of Flight (ToF) and Doppler Frequency Shift (DFS), of a
few multipath reflections around the range where a target
presents. Differently, inspired by recent advances in WiFi
sensing [79, 88, 89], we propose to analyze the statistical

characteristics of acoustic signals by leveraging all multipath
reflections, which can be all affected by the target and there-
fore can contribute to sensing if utilized properly. Towards
that end, we explore unseen properties of acoustic multipath
signals and accordingly develop a novel SAS model that un-
derpins a unified pipeline for detecting motion, estimating
breathing rates, and even measuring moving speeds. The pro-
posed SAS model truly embraces all the reflections and favors
complex multipath environments, while requiring only a sin-
gle microphone rather than a microphone array.

Based on the SAS model, we develop a set of techniques
that overcome multiple challenges in translating SAS into a
practical CPD system. First, effective acoustic channel estima-
tion is non-trivial, mainly because of ambient sound noises,
limited frequency band (up to 24kHz) on commodity de-
vices, and multiple concurrently-transmitting speakers. In
VECARE, we adopt Kasami Sequence, a pseudo-noise or-

2WiFi is becoming popular in modern cars, but still many do not have it.

thogonal sequence for channel measurement, which provides
resilience to environmental noises as well as orthogonality
for multi-speaker sensing. Second, acoustic sensing is known
to suffer from limited coverage, e.g., typically within 1-meter
range [53, 71], mainly because sound reflections off the hu-
man body are considerably weak. The problem is aggravated
for young children who have even weaker motion/breathing.
We boost the sensing coverage by statistically leveraging all
multipaths (time diversity), optimally combining multiple sub-
carriers (frequency diversity), and opportunistically exploiting
multiple speakers (space diversity), which ultimately allows
comprehensive detection in a car. Last, CPD is a time-critical
mission requiring fast response (e.g., detection within 10 sec-
onds [49]). We design an instantaneous motion/breathing
detector for CPD based on a time-domain approach, which
can detect child presence rapidly (motion in a few seconds
and breathing with a minimum delay slightly exceeding one
breathing cycle).

We prototype an end-to-end system using commodity off-
the-shelf (COTS) microphones and speakers, including car
speakers and microphones. We first use infant simulators and
recruit adults to systematically evaluate VECARE under vari-
ous conditions both in buildings and in cars. Then we conduct
a real-world study with 15 children, aged 0 to 6 except for one
10-year-old, for testing in various cars. Our results show that
VECARE achieves an overall detection rate of 98.8% with a
false alarm rate of 2.1%, using a single microphone. It can
detect motion accurately up to 5 m, and estimate breathing at
a distance of 4.5 m for an adult and 1.6 m for an infant, out-
performing the state-of-the-art by 2.3×. Using in-car audio
without any hardware changes, VECARE holds great potential
to be widely adopted for practical CPD.
Contributions: In summary, our goal is to enable a ubiqui-
tous solution to accurate and robust in-car CPD to prevent
PVH deaths. To this end, we make three key contributions to
delivering the first CPD system using accessible in-car audio:
(1) We introduce a novel statistical acoustic sensing model
that can detect motion, track breathing, and estimate speed
by leveraging all the reflections. (2) We present a pipeline of
techniques to detect motion, speed, and breathing based on
the SAS model accurately and robustly, with a significantly
enlarged coverage. (3) We design and implement a prototype
CPD system VECARE on COTS devices and conduct exten-
sive experiments in the real world with infant simulators and
young children. Not only is VECARE a promising solution to
the critical application of CPD, we also believe the proposed
SAS opens a new paradigm in acoustic sensing for various
applications in smart homes, healthcare, and beyond.

2 Design Space

Design Scope: Among over 900 deaths reported since 1998
[50], the primary circumstances resulting in PVH deaths in-
clude a caregiver forgetting a child in a vehicle (about 55% of
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the cases), someone knowingly leaving a child in the vehicle
(∼20%, e.g., running a quick errand), and the child gaining
access to and getting stuck in the vehicle (about 25%). For
all of these circumstances, if the car can detect the child left
behind and remind/alert parents and caregivers promptly, im-
mediate actions can be taken, by caregivers or by the car, to
end these entirely preventable tragedies.

CPD systems are designed for this purpose. Typically, a
CPD system is expected to run, for a short period of time, after
the driver turns the engine off and locks the doors. Therefore,
we mainly focus on in-cabin monitoring of a parked, closed
car and do not consider a driving car. The system should then
detect a child presenting anywhere inside the car quickly (e.g.,
within 10s [49]), and take registered actions responsively, such
as alerting corresponding parties (e.g., car owners, parents,
caregivers) via horn alarms and/or messages, activating the
air conditioner automatically if the temperature goes high,
etc. Yet how a CPD system exactly reacts is not our focus in
this paper. For example, questions like how a CPD system
integrates into the car system and responds to child presence
(which depends on auto manufacturers, car owners, parents
and caregivers), and whether the system should be a built-in
component or a standalone module are out of our scope.

Why Acoustics? Although presence detection is not a new
topic, existing works mostly focus on adult subjects in build-
ings. In-car CPD is particularly challenging because it de-
mands a very high detection rate (any miss detection can lead
to a potential tragedy) and it requires such a high accuracy for
extremely tiny motion/breathing from an infant, which prior
methods cannot achieve. Different modalities can be used for
CPD, such as WiFi, UWB, mmWave, cameras, etc. In VE-
CARE, we choose audio modules mainly because of the best
ubiquity: Audio systems have been standard components in
modern cars, which are nowadays commonly equipped with
two, four, or more speakers plus one microphone. These speak-
ers are most commonly installed around the dashboard, the
front/back doors, and/or the rear deck, while the microphone
is usually installed on the dashboard, around the rear-view
mirror, or behind the steering wheel. They are placed in such
a way primarily for high sound quality, which also turns out
to support a good whole-car coverage for sensing.

While acoustic sensing is usually vulnerable to ambient
sounds, vehicles today are designed and manufactured to pro-
vide the necessary level of safety and to muffle as much road
noise as possible. Therefore, in the CPD application, the im-
pact from the noise outside a closed car is insignificant. On
the other hand, embedding sensing signals on the audible fre-
quency band may result in shrill noises that are intrusive to
human ears. Previous work has nicely modulated sensing sig-
nals into white noise [71] or on only the inaudible frequency
band [9] to solve the problem. In our case, VECARE can work
on either the full bandwidth (e.g., up to 24kHz) or only the
inaudible band (e.g., above 18kHz), depending on practical
choices. While existing works like BreathJunior [71] also

monitor infants’ vital signs, they are not suitable for in-car
CPD as they rely on a large microphone array that is unavail-
able in commercial cars. Overall, acoustic signals appear to be
an attractive choice for ubiquitous and practical in-car CPD,
yet it entails numerous challenges to build an accurate and
robust system using a single microphone.

3 Statistical Acoustic Sensing

We first present a novel statistical acoustic sensing paradigm.
Our model is inspired by the success of statistical approaches
in WiFi sensing [78, 79, 88, 89]. To put it briefly, this line of
work treats each multipath component as a scatterer and inves-
tigates the spatial-temporal statistical properties of WiFi Chan-
nel State Information (CSI), which have been shown to imply
important information such as motion [89], speed [79, 88], as
well as breathing [90]. These approaches show superiority
in complex environments and have been commercialized as
real-world products on commercial WiFi devices [24, 25, 39].
In below, we first present our new observations on multipath
propagation of acoustic signals, and then show that similar
statistical properties also hold for acoustics.
Acoustic Multipaths: Unlike WiFi signals, one can effec-
tively resolve multipath signals due to the high range resolu-
tion of acoustic signals. As a result, previous works mostly
only focus on reflections from the range of interest and seg-
ment others out. However, our measurements show that a
target at a certain range not only alters the reflection around
that range, but also distorts multipath signals arriving later to a
considerable extent. As shown in Fig. 2, while a human target
contributes the strongest reflection at the Channel Impulse
Response (CIR) taps corresponding to her/his range (i.e., 1.25
m), the CIR taps up to 7 m after that range are also altered
remarkably. In comparison, the CIR taps are mostly noises
in the empty case without human presence. Our key insight
is that all these multipath distortions, if aggregated properly,
can contribute useful information for sensing. The problem is,
how can we truly leverage these weak and noisy multipaths?
SAS Model: CSI, a.k.a Channel Frequency Response (CFR),
is the frequency-domain counterpart of CIR. CSI for an acous-
tic multipath channel of frequency f at time t is denoted as

H( f , t) =
R

∑
r=1

ar(t)exp(− j2π f τr(t)), (1)

where ar(t) and τr(t) are the complex amplitude and prop-
agation delay of the r-th reflection path, respectively, while
R denotes the total number of paths. From a rich-scattering
perspective, each reflection path can be treated as a scatterer
that scatters the incoming energy back to the receiver (i.e.,
microphone) [22, 33, 89]. Thus, we have

H( f , t) = ∑
i∈RD

Hi( f , t)+ ∑
j∈RS

H j( f , t)+N( f , t), (2)
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Figure 2: CIR measurements with and without human motion.
The large CIR values at the motion range are truncated for
the sake of visualization.

where Hi( f , t) denotes the component contributed by the i-
th scatterer, N( f , t) is the noise term with variance σ2

N , and
RS and RD denote the set of static and dynamic scatterers,
respectively. Assuming all scatterers are statistically inde-
pendent of each other, each with the same variance σ2

i ( f )
and approximately zero means, it has been established in the
context of WiFi signals [22, 79, 88], that the Autocorrelation
Function (ACF) of H( f , t) obeys the 0th-order Bessel func-
tion of the first kind. That is, denoting ρi( f ,τ) as the ACF of
Hi( f , t) with time lag τ, we have ρi( f ,τ) = J0(kviτ), where
J0(x) =

1
2π

∫ 2π
0 exp(− jxcos(θ))dθ, vi is the moving speed of

Hi( f , t), and k is the wavenumber. Suppose there is one single
moving target, and thus all dynamic scatterers have approxi-
mately the same speed v, vi ≈ v,∀i ∈ RD. This assumption is
realistic because, for human subjects, the torso scatterers dom-
inate others and have a similar speed. Then the ACF ρ( f ,τ)
of H( f , t) can be associated with the target’s moving speed v

as follows [79, 88]: For τ ̸= 0,

ρ( f ,τ) =
∑i∈RD

2πσ2
i ( f )+σ2

N( f )δ(τ)

∑i∈RD
2πσ2

i ( f )+σ2
N( f )

J0(kvτ)

≜ g( f )J0(kvτ),

(3)

where δ(·) is the Dirac’s delta function and g( f ) is defined
as the channel gain of H( f , t). Eq. (3) bridges the ACF of
the CSI with the target’s moving speed. In practice, we can
calculate the sample ACF, ρ̃( f ,τ) = ρ( f ,τ)+n( f ,τ), from a
time series of CSI measurements with a noise term n( f ,τ).

While statistical approaches in WiFi sensing [79, 88–90]
have demonstrated success for practical solutions and com-
mercialized products [25,39,60,67], they have not been previ-
ously explored in acoustic sensing. VECARE brings statistical
sensing approaches to acoustic sensing. In the following, we
perform real-world measurements to demonstrate the proper-
ties of acoustic CSI and explain how to derive motion, speed,
and breathing based on the SAS model.

1) Detecting Motion: Similar to the motion statistic de-
fined in [89] for WiFi CSI, we find that the defined chan-
nel gain g( f ) in Eq. (3) is a sensitive and robust indica-
tor for acoustic motion detection. From Eq. (3), we have
g( f ) = limτ→0 ρ( f ,τ) since limτ→0 J0(kvτ) = 1. Hence, given
a sufficient CSI sampling rate Fs, we can approximate g( f )
as the value of the first tap of the ACF, i.e.,

g( f ) = ρ̃( f ,τ = 1/Fs). (4)

(a) The ACF matrix. Each column indicates an ACF.
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Figure 3: Human motion and breathing in a bedroom.

If any motion presents, the value of g( f ) is greater than
zero; otherwise g( f )→ 0. Fig. 3 shows an example of g( f ) in
the case of human presence and absence, respectively. As seen,
there is a clear gap between the empty level and the values
for motion. Additionally, g( f ) exhibits larger values when
the motion is stronger/closer, implying that it also indicates
motion strengths.

2) Tracking Breathing: ACF itself is a time-domain ap-
proach to identifying periodic signals. Therefore, we can also
detect breathing signals from the ACF, which are periodic
signals induced by repeated chest movements. If a breathing
signal is captured by CSI, the ACF will observe a promi-
nent peak at the time lag τb corresponding to the cycle time,
as in Fig. 3(a). Thus, by finding time lags of these peaks
over time, we can track one’s breathing rates as 60/τb BPM
(breath per minute). Note that as a time-domain approach,
ACF in principle is faster for breathing estimation compared
to spectrum-based approaches, which usually require a much
longer window to yield better frequency resolution.

3) Estimating Speed: As indicated by Eq. (3), the ACF of
CSI is a function of speed v, which underpins a statistical
approach entirely different from the Doppler effect for speed
estimation [88]. Specifically, as shown in Fig. 4b, the shape
of the ACF ρ( f ,τ) resembles the Bessel function J0(x) with
x = kvτ, meaning that we can estimate the speed by aligning
ρ( f ,τ) with J0(x). Assuming x0 is the constant value corre-
sponding to the first peak of J0(x), then the moving speed

v can be calculated as [79, 88]: v̂ = x0
kτs

= x0λ( f )
2πτs

, where τs

is the time lag corresponding to the first local peak of the
ACF ρ( f ,τ) and λ( f ) is the wavelength of subcarrier f . Fig.
4 illustrates an example of speed estimation with the setup
in Fig. 8(c), which shows that the ACF reacts to the moving
speed faithfully as the above equation implies.

Remark: As seen, a peak in the ACF can either indicate
a speed signal or a periodic signal. However, we notice that
the peak locations for breathing (e.g., 1-5s for breathing rates
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Figure 4: Speed estimation. A plate moves along a track
programmed with different speeds (frequency @ 10 kHz).

60-12 BPM) are usually of magnitude longer than those for
speed (e.g., <0.5s for 0.5 m/s using 10 kHz sound, and the
faster the speed, the smaller the delay), a sufficient difference
to determine whether to estimate breathing or speed. We do
not involve speed in the current VECARE for CPD as motion
and breathing will be sufficient. Yet we still present a brief
description here, with an analysis of a few more issues in
Appendix A.1, to show a unique approach offered by the SAS
model. We keep the exploration of the full potential of SAS
speed estimation for future work.

4 VECARE Design

Translating the proposed SAS model into a practical CPD
system on commodity speakers and microphones still entails
multiple challenges. In this section, we overcome these prac-
tical challenges and present the design of VECARE.

4.1 Acoustic Channel Estimation

The proposed SAS model leverages acoustic CSI, which de-
mands effective channel estimation. Several unique character-
istics of sound waves make it particularly challenging. First,
the sound wave speed is orders of magnitude slower than
that of light and EM waves, which imposes limitations on
the max possible CSI sampling rate of the acoustic channel.
For example, given the in-air sound speed of around 343 m/s,
the propagation delay of a path of 7 meters in length will
be greater than 20 ms, requiring a minimum channel mea-
surement internal larger than 20 ms to avoid signal mixture.
Second, acoustic sensing is vulnerable to environmental sound
interference, especially when it is limited to a frequency band
under 24 kHz on commodity devices. Ambient interference
like the human voice, music, and natural sounds, can smear
channel measurements for certain frequency bands. Moreover,
concurrent sensing signals transmitted on multiple speakers,
if used, may also interfere with each other.

In VECARE, we investigate Pseudo-Noise (PN) sequence
[57] for CIR measurements. PN sequence is a set of noise-
like signals and can be effectively distinguished from both a
time-shifted version of itself (a.k.a, excellent auto-correlation
properties) and every other signal in the set (a.k.a, excellent
cross-correlation properties), which have been used in spread-
spectrum communications, radar sensing, etc [52]. Among

different types of PN sequences such as m-sequence [58], Go-
lay sequence [64], GSM training sequence [86], and Zadoff-
Chu (ZC) [63], we choose Kasami sequence [31] for CSI
estimation because of its superior properties of orthogonality
and noise tolerance. Fig. 5a shows the auto-correlation and
cross-correlation of a pair of example Kasami sequences with
period 26 −1. The auto-correlation produces an impulse-like
signal with minor side lobes, while the cross-correlation only
produces minor values that are much smaller than the impulse
of auto-correlation. Note that our approach is not limited to
a particular channel estimation technique, but can work with
any approach, including the widely used FMCW, that provides
effective CSI.
CIR estimation with Kasami sequence: Fig. 6 shows the
channel estimation process in VECARE, with two speakers as
an example. We generate two orthogonal Kasami sequences
s1 and s2 with the same length and periodically transmit them
on both speakers simultaneously. The transmitted sequences
undergo different time delays and attenuation before being
captured by the microphone. On the receiver side, we corre-
late the microphone recordings with s1 and s2 separately to
get CIR streams of the two channels, and slice them into seg-
ments with the same length as s1 and s2, resulting in the CIR
estimates h1(t) and h2(t). We can then convert h1(t) and h2(t)
into the frequency domain by performing Fourier transform
and obtaining the CSI H1( f , t) and H2( f , t).

Since a correlation operation is equivalent to a conjugate
multiplication in the frequency domain, the measured CSI
H̃( f ) using Kasami sequence can be represented as

H̃( f ) = [S( f ) ·H( f )+N( f )] ·S∗( f )

= ∥S( f )∥2 ·H( f )+N( f ) ·S∗( f ),
(5)

where H( f ) denotes the ideal CSI, and S( f ) and N( f ) are the
frequency-domain representations of Kasami sequence and
sound noises respectively. S( f ) is a wideband signal spanning
over the whole spectrum, and S∗( f ) is its conjugate. The term
∥S( f )∥2 ·H( f ) approximates to a scaled version of H( f ). An
example of the measured CIR is shown in Fig. 2.

We generate Pulse Coded Modulation (PCM) samples from
the Kasami sequence and play them on the speaker without
an extra modulation process. Several previous works have
exploited more complicated signal modulation techniques
to improve measurement performance including Orthogonal
Frequency-Division Multiplexing (OFDM) [48] and BPSK
[86], which is not necessary for VECARE.

Audibility and Interference: There are two issues with
the above channel estimation process. First, the Kasami se-
quences composed of 1’s and -1’s with sharp transitions in
between can be intrusive to human ears. Second, by trans-
forming CIR, the obtained CSI spans the full spectrum, which
might be polluted by the ambient sound noises, especially on
the audible frequency band. To circumvent these problems,
we apply a high-pass filter (HPF) on both the transmitted
and received signals. The passband can be set flexibly, and
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Figure 5: Kasami sequence. The auto-correlation and cross-
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Figure 6: CSI estimation process with Kasami sequence.

VECARE can work reliably even with only the inaudible
pseudo-ultrasound band, e.g., above 18kHz. Here we use an
empirical passband of 10 kHz as an example for illustration
and will evaluate difference choices extensively in §6.

Transmitter Filtering: When we apply the filter on the
transmitter side, as shown in Fig. 5c, the binary values on
the time domain signal are softened, and the output sound
contains fewer intrusive bursts. The major concern is whether
this filter operation breaks the auto-correlation and cross-
correlation properties of Kasami sequences or not. To validate,
we plot the auto-correlation and cross-correlation between
the original and filtered Kasami sequence in Fig. 5b. It can
be seen that, after applying the filter, the auto-correlation still
observes an impulse (with a decrease in SNR) while the cross-
correlation approximates the noise.

Receiver Filtering: On the receiver side, the term N( f ) ·
S∗( f ) in Eq. 5 is eliminated by high-pass filtering. This is
because typical daily sound interference, such as traffic and
human voice, mostly occurs in the frequency band below
10 kHz. Fig. 5d shows the spectrum of traffic noise and the
measured CSI after applying the HPF. As seen, the noise
is successfully removed. Meanwhile, we are left with fewer
subcarriers for sensing because of the filtering, motivating us
to maximize the sensing signals (§4.2).

Resilience to asynchronization: The speakers and micro-
phones are connected to the same controller in our prototype
and in cars as well. Due to hardware imperfections and soft-
ware latency, however, they are not perfectly synchronized,
which makes it difficult to measure accurate channel response.
Fortunately, synchronization errors only introduce phase off-
sets in CSI, which does not affect VECARE because CSI is
measured consecutively without blanks in between and we
only use the amplitude. We will experimentally verify this in
§6 and show that VECARE even works with separate speaker
and microphone, while providing proof in Appendix A.2.

4.2 Sensing Signal Enhancement

Sound reflection off human bodies is considerably weak, a ma-
jor reason confining the coverage of human-centric acoustic
sensing [71, 74]. The problem is aggravated when the target
is an infant/toddler in CPD applications. Our SAS model
utilizes all multipaths for better coverage. We now present
an effective technique to exploit subcarrier diversity which
further boosts the sensing signals, particularly for breathing.

Subcarrier diversity is attributed to frequency selective fad-
ing, a well-known phenomenon in wireless communications.
Fig. 7 demonstrates a breathing example, with the calculated
ACF matrix on different subcarriers in Fig. 7a and the raw
amplitude of good subcarriers (manually selected) in Fig. 7b.
Some subcarriers capture dominant breathing signals, while
others merely observe noises, even in such an example with
strong breathing signals. We also notice that, because of the
complex multipath propagation, the most sensitive subcarriers
can vary over time randomly. Therefore, it is critical to dy-
namically find the best subsets of subcarriers and effectively
combine them to maximize the signal SNR.

Like in WiFi sensing works [79, 90], we employ Maximal
Ratio Combining (MRC) [6], a classical diversity combin-
ing method in wireless communications which optimizes the
receiving SNR, to combine multiple subcarriers optimally.
Since the noise terms on different subcarriers are statistically
independent, we can maximize the signal SNR by MRC as

ρ̂(τ) = ∑
f∈F

w( f )ρ̃( f ,τ), (6)

where ρ̂(τ) is the combined ACF, w( f ) denotes the normal-
ized weight for combining subcarrier f (i.e., ∑ f∈F w( f ) = 1),
and F is the set of all subcarriers. The optimal weight w( f )
should be linearly proportional to the gain on each subcarrier.
Following [90], we adopt the normalized g( f ), defined in Eq.
(4), as the weight w( f ) in VECARE. Note that, some intuitive
criteria commonly used like mean/variance of CSI amplitude
cannot serve as the optimal weights for MRC, as they are not
linearly proportional to the gain g( f ) and subcarriers with
higher amplitude means/variances do not necessarily better
capture the sensing signals, as shown by Fig. 7a.
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carriers. (c) ACF on subcarriers and after MRC.

We can combine multiple subcarriers here because, by tak-
ing the ACF, the sensing signals (either breathing or speed) are
synchronized across different subcarriers (Fig. 7c). It cannot
be done directly on the raw amplitude due to the considerable
phase offsets of breathing/speed signals on different subcarri-
ers, as demonstrated by Fig. 7b. In case multiple speakers are
available, the subcarriers on different speakers can be com-
bined similarly, and again, asynchronization among different
speakers is not an issue. By combining them, we can further
boost the SNR and extend the sensing coverage.

4.3 Child Presence Detection

VECARE combines motion and breathing detection for CPD.
Motion detection: It is straightforward to detect motion. We
first average the gains g( f ) across all subcarriers and obtain
ḡ = 1

|F | ∑ f∈F g( f ). Then given a preset motion threshold ε,

the system detects motion at any given time t if ḡ(t)> ε; oth-
erwise no motion presents. We use equally averaged ḡ instead
of using MRC because the averaged values across all subcar-
riers with equal gains will approximate zero in absence of
motion, allowing us to find a generic threshold ε for different
environments and cars.
Breathing Detection: To estimate the breathing rate, we first
need to find whether there exists a dominant peak in the en-
hanced sensing signal ρ̂(τ). To achieve so, we adopt similar
criteria in [90] for peak finding. Basically, we first examine
the peak prominence, width, and amplitude to identify poten-
tial peaks. Then we further check the peak location to sift out
those beyond the typical range of human breathing rates, e.g.,
10-60 BPM. We also compare the motion level ḡ against the
peak value as there will be unlikely breathing if the motion
level is way larger than the peak value. Once we find the

peaks corresponding to breathing, we will estimate the peak
location τb and accordingly derive the breathing rate.
Real-time CPD: In real-time, we employ a sliding window
on the continuous CSI to calculate the ACF. We employ a
shorter window of CSI (e.g., 1s) for calculating the ACF for
motion detection to make it more responsive while saving
computation. While for breathing, a minimum window larger
than a typical breathing cycle (e.g., 6s, which can be shorter
for children who usually have higher breathing rates) is de-
sired. As motion is more common and the computation is
more efficient, we will only further perform breathing estima-
tion when no motion can be detected. Note that the system
can output detection decisions as fast as every CSI sample,
or at a predefined lower rate, e.g., every 1 second, to save
energy. Once we have the time series of motion/breathing
decisions, we check them within a certain window, e.g., 5s,
and child presence is claimed if there is a certain amount of
motion/breathing detection, e.g., >30% of the window.

5 Implementation

Hardware: We implement VECARE using a programming
audio prototype, which consists of a MiniDSP UMA-8-
SP USB microphone array [44] with 7 built-in Knowles
SPH1668LM4H microphones (we use only one of them)
and PUI Audio AS07104PO-R speakers [5] connected to the
MiniDSP board via cables. As in Fig. 8(g), we also evaluate
the performance on a variety of commodity devices used in
consumer electronics and cars, including JBL Stage1 621 car
speaker [29] and Linhuipad car microphone [38], JBL Clip
4 speaker, Sony SRS-XB23 speaker, Razer Seiren Mini Mic,
and speakers and microphones on Macbook and iPhone, etc.
Again, we always use only one single microphone throughout
our experiments, even if more are available. We connect this
prototype to either a computer or Raspberry PI 3 Model B+.
Software: We implement signal generation and transmission
as well as all our algorithms using MATLAB mainly for
benchmark analysis. We also build an end-to-end prototype
of our system running in real-time using Python3.9, which
can run on embedded devices (Raspberry PI in our case).
Kasami Sequence: A longer period of Kasami Sequence
allows higher SNR for channel estimation, which, however,
creates an immediate conflict with sampling rates. To trade-
off, we use a sequence of period 210 −1 modulated into 0.02
s, which allows a desired sampling rate of 50 Hz to use in
VECARE. By default, we use 3 seconds of CSI for motion
calculation and use 8 seconds for breathing rate estimation.
Handling Sharp Interference: By applying a high-pass filter,
we successfully get rid of most of the daily environmental
noises. However, if there are sharp and short impulse-like
noises (e.g., horn honk/beep), the impacts may go above 10
kHz and cause false motion detection. We notice that these
kinds of sharp noises will impose a sudden change in the
CSI amplitudes, which translates into a special ACF pattern,
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which linearly decreases first and then linearly increases (See
Appendix A.3 for more details). Therefore, we design a detec-
tor to identify this linear decrease-then-increase pattern and
skip CPD during the interfered period. By doing so, VECARE

becomes immune to sharp noise like horn beep, an important
feature making it more practical. Although this would reduce
the effective protection time (the system is not working in
presence of such noises), we argue the impact is minimal
because these noises are usually short (∼1s) while VECARE

detects so rapidly that it can find a period for detection.

6 Evaluation

6.1 Experimental Setup

We conduct experiments both in office environments and in
cars, as Fig. 8 illustrates, which mainly consist of three parts:
1) Indoor experiments with adults to evaluate the performance
in large space against various parameters. 2) Indoor and in-car
experiments with infant simulators. Our evaluation involves
two infant simulators. One is Laerdal SimNewB (Fig. 8(b)), a
high-end model (retail price around $30,000) offered by the
clinical facility in our university’s medical school, which is
co-created by the American Academy of Pediatrics and allows
to set the breathing rate as well as move various body parts.
The second one comes with a breathing motor and does not
support body movements. 3) Real-world in-car experiments
with children. We recruit 15 young children and perform CPD
in 7 different cars including sedan and SUV.

Ground truth for adult breathing is measured by Plux piezo-
electric Respiration (PZT) sensor [7]. Infant simulators have
a preset fixed breathing rate. We did not record the ground
truth breathing rate of children participants as it is difficult
to have their cooperation. Motion and presence ground truths
are manually labelled. This work does not raise any ethical
issues and has been approved by our university’s IRB. No
sensitive data like personal identifiers were collected.

To show our performance under extreme responsiveness
constraints, by default we use a 2-second window for the
decision below. A higher detection rate is expected if a longer
decision window is applied. Also, we use only one speaker for
evaluation unless otherwise specified. Using more speakers is
expected to provide larger coverage. We mainly use detection
rate (DR) and false alarm rate (FAR) as the evaluation metrics
for motion, breathing, and overall presence detection, while
we also evaluate the mean absolute breathing rate error.

6.2 Indoor Performance

We first evaluate with comprehensive indoor experiments to
validate motion detection and breathing estimation.
Motion Detection: We first evaluate the motion detection
performance in a 7m×5m conference room. We set up one
microphone and one speaker in the corner. The room is in an

(g)
Sony speaker

Macbook

iPhone

Razer mic

JBL Clip 4

miniDSPPUI

JBL Stage1 621

Car speaker

Linhuipad
car mic

Figure 8: Experimental setups

office building, with constant noise from the central fan and
occasional footstep sounds when people pass by the outside
corridor. An adult is asked to sit in a chair, at various distances
from 1m to 5 m, and only move his one hand slowly to mimic
the tiny motion of a child. We also test with the speaker facing
different angles with respect to the subject. As shown in Fig. 9,
VECARE achieves an average detection rate of 98.1%, which
maintains 94.1% even when the user is 4∼5 m away from the
speaker and microphone, while the false alarm rate is only
1.1%. The performance degrades slightly when the subject
is at a distance and at an angle of 60◦. Note that the motion
detection rate is almost 100% when the user is within 3.5 m,
a sufficient distance to cover a typical car.
Breath Estimation: Now we evaluate the breathing estima-
tion performance in the same environment. First, we also
test with an adult subject at different distances, sitting still
in a chair. As shown in Fig. 10, we achieve a mean absolute
error of 0.88 BPM within the distance of 3 m, including all
orientations. More importantly, VECARE can detect breath-
ing rate at a range as far as 4.5 m, with a slight increase in
breathing rate error. We also evaluate the case when there is
no Line-Of-Signt (LOS) between the speaker and the subject,
as well as the case when the user wears a thick down jacket.
As portrayed in Fig. 11, even when a user is wearing a thick
coat, VECARE can still pick up the breathing rate at distance
up to 4 m. When the speaker is blocked, the maximum range
of breathing estimation decreases to 2.5 m, still more than
enough to cover an entire car. Note that the accuracy under oc-
clusion is not necessarily lower than that for LOS cases since
VECARE embraces all multipath reflections to significantly
enhance the NLOS scenarios, which may experience richer
multipath effects.
Evaluation with SimNewB: Now we carry out a feasibility
study with the SimNewB newborn simulator in a clinical facil-
ity, which features tens of beds and has continuous machinery
and HVAC noises. The experimental setup is illustrated in
Fig. 8(a). During the tests, the laboratory technician randomly
set the breathing rate of the newborn simulator. As shown in
Fig. 13, VECARE can detect the newborn simulator’s very
weak breathing reliably, achieving an average detection rate
of 87.8% with a mean error of 3.43 BPM, which decreases
to 78.0% with an increased mean error of 8.6 BPM when
the newborn is covered with a blanket. Note that we didn’t
exhaust various breathing rates due to limited access to the fa-
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tion performance.

cility and SimNewB during the pandemic time, yet we believe
the results already show the capability to detect a newborn’s
breathing at a distance. We will further study the impact of
breathing rates later. In another test case, we configure the
neonatal simulator to move her forearms, for which we detect
the motion for 100%.
Speed Estimation: We also conduct a preliminary evaluation
of our speed estimation by moving a plate back and forth at
speeds from 15 cm/s to 25 cm/s along a 1.8m long straight
programming track, as in Fig. 8(c). As shown in Fig. 12, VE-
CARE achieves a considerable 80%ile accuracy of 5 cm/s.
Errors mainly occur around the turning points when the plate
slows to stop and starts moving again. We believe the re-
sults are encouraging and plan to further investigate statistical
acoustic speed estimation for other applications in the future.

6.3 Real-World CPD Study

We conduct a real-world study with young children in differ-
ent cars and parking scenarios, such as parking lots, roadside
parking, garage, etc. For each child, we test different loca-
tions, with either forward-facing or rear-facing car seats as
regulated. For older children who can sit/crawl independently,
we also test seats without the baby car seat. All the children
wear their regular winter coats. We test motion (awake) cases
for every child and evaluate breathing for children who are
able to get asleep (or stay very quiet) during the test. The data
collection for each child lasts about 30-60 minutes. During
tests, the car is parked and locked with windows closed, the
typical scenario that hot-car deaths may occur. There are cars
parking around and/or passing by, and parents and our experi-
menters talking/standing/walking around the car. There are
frequent traffic noises during most of the tests, done in central
downtown Hong Kong. In total, we have 15 children (aged
7 months, 12 months, 18 months, 2 (2×), 3 (4×), 4 (2×), 5
(3×), and 10 years old, respectively) tested in 7 different cars,
including Lexus LS430, BMW 330, Mercedes-Benz C200,
Mercedes-Benz S320, Tesla Model 3, Honda Jazz, Nissan
Serena. We use one or two speakers for the real-world study,
considering not all cars have four or more, and always use
one single microphone. In most cases, the LOS condition is
occluded, provided that the devices are installed in the front
row while the kids are seated in the back. Example setups are
shown in Fig. 8(d) and (e).

We mainly focus on the overall presence detection rate
for this CPD test. Fig. 14 shows that VECARE achieves an

average detection rate of 98.8% with an average false alarm
rate of 2.1% for all age groups of children. As expected, the
detection rate for infants (one 7-month-old and one 12-month-
old in our experiments) is relatively lower than older kids,
but is still around 90%. The high performance is consistently
achieved across different cars, varying from 95% to 100%
with marginal differences, as portrayed in Fig. 15. The FARs
in Fig. 14 vary slightly because different kids are tested in
different cars that have different enclosure materials and in-
car noise levels. False negatives are most likely to occur when
there is a lack of awake motion and the infant’s breathing is
extremely weak.

Furthermore, we analyze the performance at different in-car
locations. As shown in Fig. 16, we group the results based on
where the child seats, i.e., driver seat (L-F), passenger seat (L-
R), two back seats (L-B and R-B), as well as the case when the
child is on the back row floor (B-G). As seen, VECARE main-
tains a consistently high detection rate and low false alarm
rate across different locations. Overall, the results demonstrate
VECARE’s remarkable performance in real-world scenarios,
promising its potential for practical adoption.

To further understand the detection coverage in a car, we
use a small toy car, as shown in Fig. 8(f), to simulate tiny
motions at nine different on-seat and on-floor locations. Two
speakers are installed on the left and right front doors, respec-
tively. As depicted in Fig. 17(a), VECARE achieves a 100%
detection rate for all the 9 testing locations, using either two
speakers or only one single speaker on the left or the right.

Long-term Study: Besides the high accuracy, it is also crit-
ical to study false alarms, especially over a long period in
diverse noisy environments like busy streets, noisy garages,
etc. We first note that the above real-world experiments were
conducted in noisy urban areas (including noisy garages, busy
streets, parking lots next to highways, etc) in downtown Hong
Kong in the presence of cars, sirens, pedestrians, etc. To fur-
ther understand the performance in different environments,
we carry out a relatively long-term evaluation in the busy
Beijing City. We park the car, without kids inside, in a busy
garage and a crowded street for about 10 hours, respectively.
We report a false alarm if motion is detected for over 10%
of the time for a sliding window of 2s. Our results show that
VECARE observes a false alarm rate of 0.12% in the garage
and 0.28% for the roadside parking case. In practice, a CPD
system may not need to run for a long time, but perhaps only
for a few minutes after the car is parked and locked, which
will further reduce the chance of observing false alarms.
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System Latency: As a time-critical task, we now analyze the
detection latency of VECARE. To do so, we evaluate the delay
of the first decision for each test. We use a 3s window for ACF
calculation for motion and an 8s window for breathing, and
then use another 2s window for presence detection. Hence,
the minimum delay will be 5s if motion is detected and 10s
if there is no motion but breathing. With this configuration,
the results show that VECARE can output the first detection
within 5.7s for 81.9% of the time, 11.2s for 95.2%, and 15.2s
for 98.8%. The minimum delays and thus the overall latency
can be reduced by using a shorter window (e.g., 1s) for motion
detection, the most common case for CPD.

6.4 Comparative Study

Baseline Comparison: We compare VECARE with the state-
of-the-art approach BreathJunior [71], the closest to our work
which successfully uses white noise for infant breathing mon-
itoring. We implement BreathJunior and perform comparison
experiments using an infant simulator. The results demon-
strate that VECARE outperforms BreathJunior in both ac-
curacy and coverage. As shown in Fig. 18, the maximum
distance BreathJunior achieved is 70 cm (with a considerable
error of 8 BPM), while VECARE goes to 1.6 meters under
the same condition, which is 2.3× improvement. In addition,
while BreathJunior is accurate within 0.5 m, the breathing
estimation error quickly increases at a distance of 70 cm. In
comparison, VECARE maintains a breathing rate error be-
low 2 BPM at a distance of 90 cm, smaller than the error
BreathJunior experiences at 60 cm.
Channel Estimation Methods: As said, VECARE can work
with any channel estimation methods that output CIR. We
now compare the performance of using Kasami Sequence
against using different CIR estimation methods, including
chirp signals (FMCW) [15], Golay Sequence [64], MLS [59],
Gold Sequence [19]. As shown in Fig. 19, while all these
methods produce a high detection rate above 90%, Kasami
Sequence demonstrates its superior performance with the
lowest breathing rate error and the highest detection rate.
Device Diversity: We now examine VECARE’s performance
on different devices. We are most interested in how it works on
commodity car speakers and microphones. We thus evaluate
it using JBL Stage1 621 car speaker and Linhuipad car micro-
phone, both adopted in existing automobile audio systems. As
shown in Fig. 20, VECARE maintains high performance and
large coverage. We further test motion detection at 2m on var-
ious speaker/microphone combinations as summarized in Fig.
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21, which indeed show device diversity yet good performance
retains in most cases.

6.5 Benchmark Study

In this section, we evaluate the impacts of various factors and
validate the robustness of VECARE. For more controllable
data collection, we use the infant simulator instead of real
babies for this study, and focus more on breathing estimation.
Background Interference Type: We first study the impact
of background sound interference of different types, includ-
ing human voices, traffic noise, rain sound, wind sound, hail-
stone sound, and music. To better control the experiments, we
download sound files of these noises and play them through a
loudspeaker around 50 dB next to the VECARE system. As
shown in Fig. 22, VECARE maintains high accuracy regard-
less of different types of natural sound interference, with only
marginal differences among them. This has also been partly
verified in our real-world testing in §6.3 where we tested
under real environments with all different ambient noises.
Background Interference Level: We also evaluate the per-
formance under various background noise levels. We mainly
focus on traffic noise and human voices for this test. We play
sound files of noise through a loudspeaker at various powers
and distances and record the actual sound level received at the

microphone. As shown in Fig. 23, the BPM error increases
with higher surrounding noises, especially over 50 dB level.
Transmitter Sound Level: The transmitting power of the
speaker can affect performance. To verify this, we vary the
transmitted sound from 46 dB to 53 dB and evaluate the
breathing estimation error accordingly. As seen in Fig. 24,
the breathing rate error quickly drops from about 7 BPM to
below 2 BPM when the sound level exceeds 49 dB. Sensing
sound at this level is perceived acceptable, according to our
observations of the response of children participants and their
parents’ feedback, and users outside the car can barely hear
the sound. Also, note that previous works [71] use higher
sound levels (reportedly 56 dB [71] and 75 dB [70]) than
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various devices.
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ground interference.
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VECARE. Nevertheless, a higher sound level is more favored
in VECARE as a relatively high sound level could benefit CPD
applications since it promises a better chance to wake up a
sleeping baby for more reliable detection via awake motion.
As research [16, 51] reports that a sound level higher than 75
dB will disturb the infants, we set the default sound level as
50 dB. Based on our real-world experiments with children,
such a sound level appears to be tolerable to kids including
infants and toddlers: We received no cases to complain about
the sound intrusiveness and annoyance.

Frequency Bandwidth: We use the band above 10 kHz by
default in our experiments, which may still be intrusive to
human ears. We now study the performance with narrower
and higher frequency bands. To do so, we adapt the passband
of the high-pass filter from 10 kHz to 22 kHz with a 2 kHz
step. Fig. 25 shows that VECARE retains a good performance
until the passband exceeds 20 kHz. Larger bandwidths allow
better performance, while VECARE still performs well using
18-24 kHz, the commonly used inaudible band in the literature.
Commodity devices like Google Nest start to support acoustic
frequencies up to 30 kHz [70], which we believe will become
more common in the future. Such devices allow a sufficiently
large and truly inaudible band across the age spectrum for
non-intrusive acoustic sensing.

Impact of Temperature: As sound speed depends on tem-
perature, we are curious how VECARE works under high
temperatures. To do so, we heat up the surrounding air to
about 120◦F and then let it naturally cool down in a warm
room of about 70◦F. We keep the system running during the
process and show the breathing estimation results in Fig. 26.
As seen, VECARE failed to work when the devices overheat,
but resumes excellent performance when they slightly cool
down (after 30 seconds). We argue that a CPD system is ex-
pected to work before rather than after the car has heated up,
as intervention actions are most effective right after the car
is parked and locked. Therefore, we believe VECARE’s CPD
effectiveness will not be affected even though its performance
degrades under overly high temperatures.

Multiple Speakers: Multiple speakers, if available, can fur-
ther increase the sensing coverage. We present a case study
with two speakers in a meeting room, where an adult sits in a
chair moving one hand. As portrayed in Fig. 17(b), while the
coverage with a single speaker is already good, by adding one
speaker, we achieve a 100% motion detection rate through
the 6m×4m area. We didn’t continue with more speakers as
the system already covers the entire room using two.
Synchronization Errors: We manually introduce large syn-
chronization errors to show that VECARE is resilient to phase
offsets. Particularly, we shift the starting point of the received
signals by an amount of time ranging from 0 to 1 second
with a step of 0.1 s. As shown in Fig. 27, VECARE maintains
similar accuracy without being affected by the time offsets,
which confirms our theoretical analysis.
Breath Intensity: Infants and toddlers usually have higher
breathing rates than adults. We evaluate the performance of
VECARE with respect to a range of breathing rates from 30
BPM to 60 BPM. We fix the breathing rate for each run by
controlling the motor of our infant simulator. The results show
insignificant differences for various breathing rates.
System Overhead: We benchmark the system overhead on a
desktop (Intel i7-11700 @ 4.9GHz CPU), a MacBook Air M1,
and a Raspberry Pi 3 Model B+, on which VECARE use 0.52s,
0.73s, and 3.97s respectively to process 10s of the data stream.
The results show that VECARE can run in real-time on embed-
ded devices, promising its integration into existing car control
systems. The current prototype of VECARE using MiniDSP
microphones introduces an extra power consumption of about
3W on Raspberry PI 3 B+, resulting in a total of 6W. The
energy consumption can be optimized by improved hardware
and software implementation. Additionally, the power usage
is overall negligible as, again, we believe the CPD system can
run only for minutes after a car is parked.

7 Discussions and Limitations

VECARE takes an important and promising step towards a
ubiquitous solution to accurate and robust in-car CPD, an
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extremely challenging task. However, there is certainly room
for improvement and more to explore.

First, we cannot differentiate between an adult, a child, or
a pet. Neither do we distinguish a single subject from mul-
tiple ones, as the proposed SAS currently is limited to one
single user. A CPD system is expected to detect the pres-
ence of one or more children or pets, and the case of an adult
being locked in a car is uncommon. While it is possible to
distinguish between a child and an adult, to some extent, by
examining the range of the breathing rates, we leave this task
as an open challenge for the community. Second, although
the proposed SAS model presents a new approach to speed
estimation, the capability to estimate high speed is limited
by the sampling rate of acoustic CSI. It is worth exploring
how to break down this limit and enable speed tracking for
normal walking speed, which will foster many applications.
Third, there are more applications of the proposed SAS model
in smart homes and non-contact healthcare to be explored.
Towards that, one particular problem is to further improve the
sound audibility, including reducing transmit sound level and
shifting more to the inaudible frequency bands, e.g., 20-30
kHz used in commercial smart speakers like Amazon Echo
and Google Home. Fourth, while a universal threshold ε ap-
plies to different environments and cars, we notice one-time
calibration is needed for different devices due to hardware
diversity (Fig. 21). Future work explores to relax it. Last,
current evaluation is limited to children older than 7 months.
Although we have experimented with the neonatal simulator,
evaluation with real newborns is a worthwhile exploration.

VECARE can be deployed without any hardware modifi-
cation: It works with legacy in-car audio systems, and we
can leverage existing car control units for the computation
and necessary alert functions. Alternatively, it can also be
deployed as a standalone system to promote rapid adoption.
Additionally, system integration with other available sensing
modalities, such as seat sensors, radar, or WiFi, would promise
a more reliable CPD system, but at a higher cost and lower
ubiquity. These issues are, however, out of the scope of this
work, and we seek to learn more about real deployment with
industrial collaborations.

8 Related Work

Car Occupancy Sensing: CPD, or car occupancy detection
in general, has recently gained tremendous attention with vari-
ous technologies being explored. Early systems install special

sensors, such as optical/weight/pressure sensors [12, 32] as
well as capacitive sensors [4, 18, 54], on passenger seats/baby
car seats for detection (e.g., for seat belt reminder). These sys-
tems cannot detect a left-in-car child not in a designated seat.
Nor can they reliably differentiate animate targets from inan-
imate objects. PIR sensors [21, 55, 87] can extend the range
beyond the seats, but are limited to the LOS view and sensitive
to temperature changes. Camera-based systems [10, 13, 85]
can be accurate given good lighting conditions3, but cannot
see through seats, in addition to being privacy-invasive and
computation hungry. Radio-based systems have been recently
popular. The radar industry is promoting radar systems for
CPD in new car models [26, 28, 66]. UWB and mmWave
radars [8, 14, 34] feature high sensing resolution, yet the cov-
erage is limited to the FoV and the performance degrades
for NLOS scenarios. Moreover, they need precise installa-
tion with wire/cable harnesses, usually on the roof of a car,
to provide good coverage. With WiFi becoming prevalent
for in-car connectivity, it has been exploited by the indus-
try for CPD [45, 81]. Yet due to the innate limitations, it is
challenging to detect vital signs of little infants using WiFi.
Ultrasonic motion sensors have been used, e.g., in Hyundai
cars [20], yet only report low detection accuracy and are being
replaced [20]. Most importantly, all these solutions will incur
additional dedicated hardware and/or costly installation as
being non-standard offerings in cars, preventing their wide
adoption, especially for old car models.

Beyond CPD, there are more works on in-car driver mon-
itoring [68, 72, 80, 82, 83] and/or (adult) passenger detec-
tion [1,2,40] and even more on general human presence detec-
tion in homes especially using radio signals [30,61,77,84,89].
As the motion and vital signs of adults are of magnitude
stronger than those of young children, these approaches can-
not be directly applied to solve CPD. The closest to VECARE

is BreathJunior [71], which nicely embeds FMCW signals
into white noise for infant breathing monitoring, yet relies on
a microphone array and has a limited coverage of <1m.
Acoustic Sensing: Acoustic sensing has been an active area in
recent years. Various applications have been studied, includ-
ing gesture recognition [74,75], imaging [37,42], localization
and tracking [17, 41, 43, 56, 65, 69, 73, 86], vital sign moni-
toring [36, 53, 70, 71, 82], and healthcare [11, 46, 47], etc. A
recent work [35] points out several practical challenges of
acoustic sensing, such as audible sound leakage, affecting

3Infrared cameras can detect humans at night, but could still fail in dan-
gerous cases where the car interior is already heated up.
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music play and voice call, which are less concerned in our
CPD application as the system is expected to only run for a
short period after a car is parked. Most of the existing works
explore geometrical features such as phase changes, Doppler
shifts, TDoA/ToA, etc [9, 53, 74]. Many even rely on a bulky
microphone array [69,71] for phased signal processing. While
these works are mostly resilient to multipaths, they do not
fully leverage them. In contrast, VECARE investigates a novel
statistical acoustic sensing model, which aims to leverage
all reflections. Despite extensive studies of statistical WiFi
sensing [23, 78, 79, 88–90] and statistical studies on acoustic
communication [33,62], none of the existing work has studied
statistical acoustic sensing. We introduce statistical models to
acoustic sensing, which we believe will open new directions
and inspire follow-up works in the community.

9 Conclusion

We present VECARE, the first CPD system using in-car speak-
ers and microphones. VECARE is an accurate and robust
solution to the critical hot car death problem, which can be
deployed on massive cars without any hardware changes. To
achieve so, we introduce a novel paradigm of statistical acous-
tic sensing and develop a pipeline of techniques that allows
motion detection, breathing estimation, and speed monitoring
in a unified framework. Real-world experiments show the
remarkable performance of VECARE, rendering it a promis-
ing solution in practice. The proposed SAS will inspire more
exciting research in the increasingly hot acoustic sensing area.
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A Appendix

A.1 Speed Estimation

Sampling Rate and Speed: A sufficient sampling rate of CSI
is required to estimate speed. We now discuss the relationship.
Given a sound frequency f with wavelength λ( f ), a mov-
ing speed v is expected to experience a peak at the delay of

τ = x0λ( f )
2πv

. Assume we will need at least Q samples to reliably
detect a peak, which corresponds to a delay of τmin = Q/Fs.
Then we can derive the minimum sampling rate required to

measure a speed of v by τ = x0λ( f )
2πv

> τmin = Q/Fs, which

implies Fs >
2πQv

x0λ( f ) . In other words, the maximum speed we

can support can be calculated as v < x0λ( f )Fs

2πQ
, which becomes

about 0.1 m/s at f = 20kHz (wavelength 1.7 cm), about 0.2
m/s at f = 10 kHz, and about 2 m/s at f = 1kHz, assuming
Q = 5 and a sampling rate of about 50 Hz (considering the
sound speed of c = 343m/s). Using lower frequencies imme-
diately allows to support higher speed, which however may
suffer more from ambient noises. How to break down the sam-
pling rate limitations and achieve estimation of daily speed
(e.g., 0.5 m/s to 2 m/s) using pseudo-ultrasound frequencies
remains worthwhile direction.
Speed MRC: For breathing signals, since the periodicity is
independent of subcarrier frequency, we can directly perform
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MRC across subcarriers. However, a further trick is needed to
combine speed signals because, for acoustic signals from 10
kHz to 24 kHz, the difference in the wavelengths cannot be
neglected (the wavelength at 10 kHz is approximately twice

of that at 24 kHz). Recall v̂ = x0λ( f )
2πτs

. Given the same speed v,
the first local peaks of the ACF on different subcarriers will
appear at different delays τs. Hence, to combine subcarriers
for speed signals, we need to first compensate the linear offsets
due to different wavelengths. Specifically, we can express
the ACF ρ̃( f ,τ) w.r.t a unit linearly proportional to λ( f ),
i.e., µ = τ

λ( f ) , and then average on ρ̃( f ,µ). The operation

is equivalent to scaling the ACF in the time lag dimension,
which can be achieved by interpolation in practice.

A.2 Synchronization

Here we show a simple but stringent proof of that synchroniza-
tion errors do not affect VECARE. Denote the CIR measured
under synchronization offsets as h̃(t):

h̃(t) = circshi f t(h(t),τo f f ), (7)

where h(t) is the true CIR, τo f f is the timing offset caused
by asynchronization, and circshi f t(·) represents circular shift.
The time offsets correspond to phase shifts in the frequency
domain. Thus we have the asychronized CSI:

H̃( f ) = H( f ) · e− j2π f τo f f , (8)

where H( f ) is the true CSI. Thus we get |H̃( f )| = |H( f )|,
meaning that VECARE is resilient to sychronization errors.

A.3 ACF Outliers
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Figure 28: ACF outliers of sharp interference.

Sudden impulse-like noises will cause an abrupt status
change in the CSI stream, which will smear the ACF cal-
culation and may lead to false motion detection. We notice
that ACF calculated with CSI of an abrupt status change will
exhibit a special pattern, which linearly decreases and then
linearly increases, as shown in Fig. 28. We also confirmed this
by simulation with data stream containing a sudden change
in the middle. The ACF pattern is unique and distinguishable
from normal ACF in case of motion, breathing, or empty en-
vironment. Based on this observation, we design a detector to
identify such abnormal ACFs and sift them out for presence
detection. The idea is to examine a single valley in the ACF
with linear increasing/decreasing trends on the two sides of
the valley. The approach turns out to be effective and accurate.

1200    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



SlimWiFi: Ultra-Low-Power IoT Radio Architecture
Enabled by Asymmetric Communication

Renjie Zhao1, Kejia Wang2, Kai Zheng1, Xinyu Zhang1, Vincent Leung2

1University of California San Diego, 2Baylor University
1{r2zhao, kazheng, xyzhang}@ucsd.edu, 2{kejia_wang1, vincent_leung}@baylor.edu

Abstract
To communicate with existing wireless infrastructures such

as Wi-Fi, an Internet of Things (IoT) radio device needs to

adopt a compatible PHY layer which entails sophisticated

hardware and high power consumption. This paper breaks the

tension for the first time through a system called SlimWiFi.

A SlimWiFi radio actively transmits on-off keying (OOK)

modulated signals. But through a novel asymmetric commu-
nication scheme, it can be directly decoded by off-the-shelf

Wi-Fi devices. With this measure, SlimWiFi radically simpli-

fies the radio architecture, evading power hungry components

such as data converters and high-stability carrier generators.

In addition, it can cut the transmit power by around 18 dB,

while keeping a similar link budget as standard Wi-Fi. We

have implemented SlimWiFi through PCB prototype and IC

tape-out. Our experiments demonstrate that SlimWiFi can

reach around 100 kbps goodput at up to 60 m, while reducing

power consumption by around 3 orders of magnitude com-

pared to a standard Wi-Fi transmitter.

1 Introduction

The Internet of Things (IoT) is playing a key role in bridging

the physical and digital worlds. IoT will act as the workhorse

to fully automate human life, through a new wave of applica-

tions in environment/behavior sensing, asset tracking, ambient

human-computer interaction, etc. As of 2021, the popula-

tion of active IoT endpoints already reached 12.2 billion, and

will surge towards 27 billion in 2025 [27]. Maintaining the

connectivity between the IoT fabric and the existing Inter-

net infrastructure entails non-trivial human efforts, and will

ultimately be feasible only if the IoT devices can sustain

themselves, e.g., through RF energy harvesting. In prac-

tice, RF energy harvesting can usually reach at most tens of

μW [75] for IoT devices, so any self-sustainable communica-

tion paradigm has to adhere to this limit. RFID represents one

such paradigm, which is truly battery-free and communicates

by merely harvesting and remodulating the RF power from an

interrogator (reader). Yet to date, RFID has witnessed limited

adoption in consumer applications, due to its limited commu-

nication range, relatively high cost of the reader, and limited

functionality (mostly restricted to reading preprogrammed

information on passive tags).

Ideally, we would prefer to reuse the existing wireless in-

frastructures (e.g., the pervasive Wi-Fi) as gateways to connect

DAC
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(a) COTS Wi-Fi symmetric communication.
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oscillator

PA
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(b) SlimWiFi asymmetric communication.

Figure 1: Comparison between COTS Wi-Fi and SlimWiFi.

the ultra-low-power (ULP) IoT radios to the Internet. Unfortu-

nately, mainstream wireless communication standards cannot

support battery-free operations due to their high peak power.

For example, the commercial off-the-shelf (COTS) Wi-Fi,

BLE, ZigBee, NB-IoT, and LoRa devices all require tens to

hundreds of mW of peak power [34, 60, 61, 70], orders of

magnitude higher than that available from RF energy harvest-

ing. Their self-sustained operations are feasible only under an

extremely low duty cycle (a few dozen bytes per day) while

supported by a bulky power source (e.g., a solar panel).

We argue that the root cause of the high power consumption

of such systems lies in the requirement of symmetric commu-
nication, i.e., the IoT radios must adopt the same high-profile

modulation/demodulation hardware as the existing wireless

infrastructures. As illustrated in Fig. 1a, to be compatible with

existing Wi-Fi access points (APs), an IoT radio needs to sup-

port OFDM and QAM, which entails stringent hardware re-

quirements, such as accurate and stable carrier frequency, low

phase noise, wideband and high-resolution ADC/DAC, and a

high-gain high-linearity (but often low-efficiency) power am-

plifier, all of which translate into power hungry components.

We thus pose an important question: Is it possible to relax
such requirements and make the communication hardware
and modulation asymmetric?

We explore the answers through a novel system design

called SlimWiFi. SlimWiFi adopts a novel asymmetric com-
munication scheme to realize Wi-Fi-compatible ULP radio.

Specifically, the SlimWiFi ULP radio builds on a highly sim-

plified architecture as shown in Fig. 1b, capable of only mod-

ulating/demodulating on-off keying (OOK) waveforms. But

it can directly communicate with existing Wi-Fi APs that
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are designed to modulate/demodulate sophisticated OFDM

waveforms. Essentially, SlimWiFi shifts the PHY layer com-

plexity to the high-power infrastructure side, and by doing

so, it can improve the energy efficiency of the IoT radio

by orders of magnitude. Unlike the backscatter-based sys-

tems [29, 35, 42, 79] that rely on additional helper devices to

generate external carrier signals, SlimWiFi is an active, stand-

alone radio transceiver. To materialize the design principles

behind SlimWiFi, we need to address two key challenges.

(a) How to enable direct communication between asym-
metric hardware, i.e., the OFDM-based Wi-Fi device and the
OOK based SlimWiFi device? The uplink communication,

i.e., demodulating the OOK signal with an unmodified Wi-Fi

OFDM device, is very challenging due to the highly incompat-

ible waveforms and demodulation hardware. Note, however,

that any demodulation process is essentially sampling and

mapping analog waveforms into a binary sequence. The

SlimWiFi Wi-Fi receiver thus reverses its OFDM demodu-

lation steps, as well as the Forward-Error-Correction (FEC)

decoder, and descrambler, and then reconstruct the incom-

ing OOK symbols merely based on the payload bits reported

by the Wi-Fi driver. With this measure, an ordinary Wi-Fi

AP can decode the OOK signals from the ULP SlimWiFi

transmitter, without any hardware modifications. On the other

hand, the downlink modulation is straightforward, as recent

work [35, 78, 79] has well-explored ways of mapping a se-

quence of bits into a pseudo-OOK waveform using a WiFi

transmitter. To achieve MAC layer compatibility, SlimWiFi

delegates the carrier sensing task to the Wi-Fi AP, which uses

the CTS-to-self packets to virtually reserve the channel, and

then informs the SlimWiFi node to start its transmission.

(b) How to optimize the SlimWiFi radio hardware to mini-
mize power consumption while maintaining Wi-Fi compatibil-
ity? In commensurate with the complicated modulation, the

typical hardware architecture of a COTS Wi-Fi radio neces-

sarily consists of a power amplifier (PA) for a high transmit

power, high precision and wideband digital-to-analog con-

verter (DAC) for high-order modulation, and phase-locked

loop (PLL) and voltage-controlled oscillator (VCO) for ac-

curate carrier generation. The power consumption of these

components is fundamentally governed by physical laws, and

almost impossible to fall below several mW [9, 16, 55, 63].

SlimWiFi circumvents the fundamental limitation with a

highly simplified radio architecture that leverages asymmet-

ric communication. The SlimWiFi ULP radio eliminates the

power hungry DAC/ADC and PLL and affords a more effi-

cient PA owing to the lower power and linearity requirements.

As for carrier generation, we adopt a free-running ring oscil-

lator [82], which bears a low frequency stability, but suffices

for SlimWiFi as its narrowband OOK signal can be asymmet-

rically demodulated as long as the carrier falls within the 2.4

GHz ISM band.

To verify the effectiveness of our design, we implement

asymmetric communication with a COTS Wi-Fi device and a

COTS Wi-Fi

TX

RX

2: Trigger transmission

3: Uplink transmission 

1: Channel sensing and reservation
SlimWiFi device

TX

RX OOK demod

Ring 
oscillatorPA

4: Asymmetric demodulation

Figure 2: Workflow of a SlimWiFi uplink transmission.

prototype SlimWiFi device. Our experiments demonstrate that

the OOK based SlimWiFi signals can be decoded from the

payload bits of the Wi-Fi device over a range of 60 m, with a

goodput of around 100 kbps. We have also designed and taped

out a SlimWiFi IC based on the aforementioned SlimWiFi

radio architecture. Our measurement shows that the SlimWiFi

only consumes around 90 μW of power, approximately 3

orders of magnitude lower compared with COTS WiFi radios.

To summarize, we make the following contributions

through the SlimWiFi design and implementation.

• We propose SlimWiFi, a novel asymmetric communi-

cation paradigm that enables COTS Wi-Fi devices to

decode OOK signals from ULP radios. The design en-

ables such ULP radios to reuse the existing Wi-Fi as the

IoT infrastructure, which can substantially reduce the

deployment cost for attaining ubiquitous connectivity.

• We introduce a new SlimWiFi ULP radio architecture,

which leverages the asymmetric communication to en-

able the first active Wi-Fi-compatible transmitter at a

peak power of tens of μW.

• We implement the asymmetric communication system

through a PCB prototype and IC tape-out. Our exper-

iments verify the potential of SlimWiFi in supporting

self-sustained IoT communication.

2 System Workflow

The SlimWiFi design mainly focuses on the IoT uplink, con-

sisting of the SlimWiFi device and the COTS Wi-Fi radio.

The former transmits OOK modulated data, through a highly

simplified ULP radio architecture. The latter acts as the de-

modulator and gateway to connect the SlimWiFi device to the

Internet. As illustrated in Fig. 2, a typical uplink transmission

attempt involves the following workflow.

(1) The Wi-Fi device first runs standard carrier sensing to

acquire the channel and reserves access by transmitting the

CTS-to-self frame.

(2) The Wi-Fi device emulates an OOK modulated trigger

frame by manipulating the Wi-Fi bit sequence. The SlimWiFi

device’s ULP OOK receiver decodes the information and

synchronizes with the trigger frame.

(3) Following step (2) immediately, the Wi-Fi device ini-

tiates the demodulation procedure of its receiver chain, and

meanwhile, the SlimWiFi device sends an OOK modulated

uplink signal to the Wi-Fi device.

(4) The Wi-Fi device decodes the OOK modulated signal
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by applying asymmetric demodulation.

In what follows, we introduce the SlimWiFi asymmetric

communication design (Sec. 3) and the SlimWiFi ULP radio

hardware (Sec. 4). Our exposition mainly focuses on the novel

uplink design (steps 3 and 4). The ULP downlink design (step

2) follows the same asymmetric modulation + simplified hard-

ware principle. It builds on recent cross-technology commu-

nication (CTC) and backscatter techniques [20, 35, 45, 67, 78],

and will be discussed briefly in Sec. 4.4.

3 Asymmetric Demodulation for SlimWiFi
In this section, we first provide a quick primer on the stan-

dard Wi-Fi receiver. Then we introduce the Wi-Fi compatible

asymmetric communication in SlimWiFi.

3.1 A Primer on Standard Wi-Fi Receiver
Without loss of generality, we focus on 802.11n, a standard

adopted by most modern COTS Wi-Fi devices, running on

a 20 MHz channel and single antenna [43]. The upper part

of Fig. 3 shows the 802.11n demodulation procedure, which

is hard coded into the receiver’s IC. The incoming analog

signals are first captured by the RF front end and converted

into baseband samples. The receiver searches across the

samples to identify a standard 802.11 preamble–a predefined

OFDM modulated training sequence. If no valid preamble

is detected, the samples will be discarded. Otherwise, the

receiver will proceed to additional demodulation steps.

The samples are first sliced into OFDM symbols, each con-

sisting of 16 samples of cyclic prefix (CP) and 64 samples of

data. The CP is redundant samples used to overcome inter-

symbol interference due to the multi-path effect. The Wi-Fi

demodulator needs to remove the CP and apply a 64-point

FFT to convert the 64 data samples into frequency-domain,

which essentially slices the entire 20 MHz band into 64 sub-
carriers. Only 52 of the subcarriers are extracted as valid data.

The remaining are either null subcarriers to mitigate adja-

cent channel interference or pilots for calibrating the residual

offsets of the channel estimation.

Afterwards, a QAM block demaps the complex sample

on each subcarrier into one or more bits, depending on the

baseband modulation method, i.e., BPSK, QPSK, 16-QAM,

and 64-QAM. The resulting bit sequence X contains redun-

dant bits due to forward-error-control (FEC) and needs to be

decoded into a sequence Y . The ratio between the length of

Y and X is called coding rate and can be 1/2, 2/3, 3/4, or 5/6.

The decoded bits Y need to be further reordered to recover

the original transmitted bits. This so-called descrambling is

performed by an XOR operation with a repeatedly generated

127-bit sequence whose initial state is determined by a scram-
bler seed. The PHY layer processing ends here and the output

bits will be reported to the upper layer as a MAC frame. We

emphasize that the entire PHY-layer demodulation is imple-
mented in the Wi-Fi IC and thus cannot be bypassed without
hardware modification.

On the other hand, the MAC layer control, management,

and frame processing are usually implemented in software

(Soft MAC) or firmware (Full MAC) [31, 47]. The MAC

frames will be passed to the Wi-Fi driver and can be post-

processed in software.

3.2 Overview and Challenges in Asymmetric
Demodulation

The asymmetric demodulation design is grounded on a key

observation: The Wi-Fi OFDM demodulation procedure is
deterministic and at least partially reversible. An OFDM re-

ceiver essentially converts the incoming time domain samples

into frequency domain through FFT, and then “quantizes”

the samples through QAM demapping. Theoretically, any

signals within the 20 MHz bandwidth can be reconstructed
from the OFDM receiver’s bit sequence output, by reversing

the Wi-Fi demodulation procedure. The SlimWiFi asymmet-
ric demodulator essentially performs such reconstruction in
software at the Wi-Fi receiver to recover the incoming OOK
waveforms and subsequently demodulate them, as illustrated

in the bottom part of Fig. 3.

Unfortunately, the standard Wi-Fi receiver blocks, such as

CP removal, QAM, and FEC, inevitably induce information

loss or ambiguities. As a result, SlimWiFi must address the

following key challenges.

(1) How to design the OOK signal in order to avoid the
impact of information loss while enabling asymmetric demod-
ulation? The hard-coded OFDM demodulation procedure

does eliminate certain incoming samples. For example, CP

removal erases part of the signal in the time domain, and data

subcarrier extraction removes all information in the non-data

subcarriers (i.e., null and pilot subcarriers). If the removed

segments contain useful data symbols from the SlimWiFi

device, it would be hard to reconstruct them. We thus need

to carefully design the SlimWiFi OOK waveform to avoid the

impact of information loss (Sec. 3.3).

(2) How to deal with the reconstruction errors introduced
by the COTS receiver? Besides the information loss from

the OFDM block, the QAM and FEC blocks also cause two

types of reconstruction errors: Quantization error, i.e., the

difference between the SlimWiFi signal and the closest point

in Wi-Fi’s QAM constellation; and coding error, i.e. the mis-

match between the Wi-Fi demodulated bit sequence X and

the regenerated bit sequence X ′ after reversing the FEC, as

shown in Fig. 3. SlimWiFi addresses the reconstruction errors

by (i) judiciously configuring the receiver parameters and (ii)

performing additional channel coding on top of the SlimWiFi

signals, as to be described in Sec. 3.4.

(3) How to integrate SlimWiFi with standard Wi-Fi pro-
tocols? To make SlimWiFi fully compatible with standard

Wi-Fi, several PHY/MAC layer primitives are needed, e.g.,
generating PHY preamble, PHY/MAC headers, and trigger-

ing the Wi-Fi receiver to start demodulation. We address

these practical challenges in Sec. 3.5.
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3.3 SlimWiFi Signal Design
3.3.1 Overcoming signal erasures on the COTS Wi-Fi

demodulator
In this section, we introduce the transmission waveform of

the SlimWiFi device which are designed to circumvent the

signal erasures on the COTS Wi-Fi demodulator.

As shown in Fig. 4a, the standard Wi-Fi waveform inside a

CP is a replica of the last 0.8 μs of the OFDM symbol (4 μs

in total) hosting the CP. Therefore, removing the CP does

not cause any information loss for the Wi-Fi demodulator.

In contrast, for a non-Wi-Fi signal with an arbitrary symbol

clock (Fig. 4b), this operation may inadvertently erase 20% of

the original signal which makes the demodulation unreliable.

To overcome this issue, we choose to synchronize the OOK

symbol clock of the SlimWiFi device with the OFDM symbol

clock of the Wi-Fi receiver, i.e., 250 kHz for 802.11n. Fig. 4c

shows that, with such symbol-level clock synchronization,

the SlimWiFi signal acts the same as the signal of one Wi-Fi

subcarrier (in Fig. 4a). Therefore, the signal erasure caused

by CP removal can be avoided. To realize the symbol level

clock synchronization, the SlimWiFi device simply generates

a 250 kHz clock and aligns its transmission time to the afore-

mentioned trigger frame (Sec. 2). Such synchronization relies

on symbol energy detection and may not be precise. However,

as shown in Fig. 4d, the redundant CP part can be utilized

to tolerate the synchronization errors, which we will further

verify in Sec. 6.2.

Recall that 12 out of the 64 subcarriers within the 20 MHz

Wi-Fi channel are null or pilot subcarriers, eventually dis-

carded by the Wi-Fi demodulator. Therefore, to prevent infor-

mation loss, the SlimWiFi device should avoid modulating its

OOK waveform at the same frequencies as the non-data sub-

carriers. This in turn imposes more constraints on its signal

bandwidth and carrier frequency, which we address below.

3.3.2 Relaxing the hardware requirements on the
SlimWiFi radio device

Range, TX power, and bandwidth. The communication

range of the SlimWiFi uplink can be estimated based on the

classical link budget equation [85]:

kbTaB+NF+SNRo =PT X +GT X +GRX −20log10(4πd fc/c)

where kb is the Boltzmann constant, and Ta is the equivalent

noise temperature in [K]. B, NF , and SNRo denote the signal

bandwidth, RX noise figure, and SNR threshold for robust

decoding, respectively. PT X , GT X , and GRX are TX power, TX,

and RX antenna gain, respectively. d is the operating range,

fc is the carrier frequency and c is the light speed.

To achieve a target range d while keeping the SlimWiFi

device at ULP, we propose to reduce B, which can in turn

lower the total transmit power PT X . This design choice hinges

on the observation that we can treat each subcarrier of the

OFDM receiver as an individual narrow-band (312.5 kHz)

channel. As long as the SlimWiFi signal falls within one

of the subcarriers, it can be captured and demodulated by

the OFDM receiver. Therefore, even if its PT X is reduced

by 10log10(20000/312.5) = 18 dB, the total power of a

SlimWiFi symbol can still be equivalent to that of a Wi-Fi

subcarrier, and SlimWiFi can still keep the same transmission

range as a normal Wi-Fi! The operating range can be further

traded off for even lower transmit power. In fact, with the

250 kHz OOK symbol rate the SlimWiFi signal bandwidth is

250 kHz which can already fit within one Wi-Fi subcarrier.

Carrier frequency requirement. Most existing commu-

nication standards require an accurate carrier frequency. In

particular, a highly stable carrier is crucial for synchronizing

OFDM TX and RX, and reducing leakage between subcarriers.

However, this usually entails a high-profile carrier generator,
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Figure 5: Subcarrier mapping between different channels of

Wi-Fi on the 2.4 GHz band. Only 4 channels are illustrated.
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Figure 6: Amplitude of different subcarriers with or without

the CFO, when receiving a single tone OOK signal.

consisting of a VCO and PLL which consumes several mW

power [54, 66, 71]. The SlimWiFi asymmetric demodulation

circumvents this requirement for the first time. As long as

the OOK signal’s carrier frequency fC is located within the

20 MHz Wi-Fi band, it can be captured and recovered by

demodulating the Wi-Fi receiver’s subcarrier that covers fC.

However, two issues need to be solved to accommodate the

inaccurate carrier frequency.

First, fC might be in the non-data subcarriers which are

discarded by the Wi-Fi receiver. We overcome this problem

by making use of the partially overlapped Wi-Fi channel des-

ignated in the 2.4 GHz band, where the non-data subcarriers

of one channel are the data subcarriers of an adjacent channel,

as shown in Fig. 5. With this mechanism, the carrier frequency

requirement can be further relaxed from 20 MHz (a single

Wi-Fi channel) to 80 MHz (the entire 2.4 GHz ISM band cov-

ering 13 Wi-Fi channels). Note that, the Wi-Fi receiver can

identify the subcarrier where the SlimWiFi signal is located

by simply checking the subcarrier energy level. If the Wi-Fi

receiver does not observe any uplink signal after the trigger

frame (Sec. 2), then the signal may fall on a non-data sub-

carrier, and the receiver should switch to an adjacent channel

instead.

The second issue is that the OOK carrier frequency fC
may not be aligned exactly with an OFDM subcarrier. Al-

though OOK can be demodulated non-coherently, the carrier

frequency offset (CFO) leads to non-orthogonality in the Wi-

Fi receiver’s FFT processing, which may in turn affect the

asymmetric demodulation. Fig. 6 illustrates a case where a

single tone signal (OOK with ON state) spreads to multiple

subcarriers due to CFO. Demodulating the OOK signal on

a single subcarrier will result in a low SNR. Combining the

signal energy across subcarriers does not necessarily help

either because it increases the noise bandwidth. Nonetheless,

the worst-case SNR loss due to CFO is only 3 dB (signal

spreads evenly between two adjacent subcarriers), which will

be verified in Sec. 6.2.

I

Q
OOK ON state OOK OFF state

Quantization

Reconstructed with 
quantization error

Original signal

Figure 7: OOK modulated signal with QAM demodulation.

3.4 Resolving Quantization and Coding Errors
3.4.1 QAM and quantization error
The Wi-Fi receiver’s QAM demapping block quantizes the

phase and amplitude of the signal on each subcarrier. Fig. 7

illustrates the case when a SlimWiFi OOK signal is demapped

on a 64-QAM constellation diagram. For the ON state of

OOK, the signal sample will have a non-zero amplitude with

an arbitrary phase, hence falling at the outer circle. For the

OFF state, the sample will have a near-zero amplitude, falling

at the origin point. For other subcarriers where no active

signals are located, the demapped sample will be the same as

the OFF state.

Essentially, the QAM demapping is performing quantiza-

tion in the complex domain. Thus the original OOK signal

on the active subcarrier can be easily reconstructed through

the reverse operation, i.e., QAM mapping which converts

bits to a complex number. However, this process will intro-

duce quantization errors, which compromises the SNR of

the reconstructed signal. The quantization error depends on

the precision of quantization which is determined by QAM

modulation order. We thus configure the Wi-Fi receiver to

the highest modulation order 64-QAM, leading to the lowest

quantization error.

3.4.2 FEC and coding error
When receiving the non-OFDM SlimWiFi signal, the FEC

block causes a mismatch between the demodulated bit se-

quence X and regenerated bit sequence X ′ shown in Fig. 3.

The fundamental reasons are two-fold: (i) The demodulated

bit sequence can be treated as an arbitrary bit sequence in-

stead of a valid codeword of FEC; (ii) The standard Wi-Fi

FEC decoding is a many-to-one mapping, whereas the reverse

operation (i.e., FEC encoding in Fig. 3) is a one-to-one map-

ping. So there is no guarantee that the reconstructed X ′ can

match the original X by simply reversing the FEC.

Fortunately, we found that the number of mismatched bits is

limited and can be mitigated with a careful design. The coding

errors induced by the two standard FEC schemes in Wi-Fi, i.e.,
binary convolutional coding (BCC) and low-density parity

check (LDPC), are different. Here we only summarize their

properties. The detailed proofs are in Appendix A.

(1) Both BCC and LDPC incur fewer coding errors at a
higher coding rate. Therefore, we configure the Wi-Fi receiver

to the highest available coding rate (i.e., 5/6) when performing

the asymmetric demodulation. With this measure, the fraction
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Figure 8: Distribution of coding errors (mismatch between X
and X ′), for BCC and LDPC, respectively.

of FEC-induced errors can be reduced to around 1/6 and can

be further reduced if we apply a separate FEC coding on the

SlimWiFi OOK transmitter.

(2) When the Wi-Fi receiver runs the LDPC decoder, the
locations of the FEC errors are known a priori on the time-
frequency domain. Fig. 8 shows an example of the error dis-

tributions when using BCC and LDPC with 5/6 coding rate.

X ′
BCC and X ′

LDPC are the regenerated bit sequence under BCC

and LDPC, respectively. The mismatched bits of the BCC

scheme are spread randomly all over the bit sequence X ′
BCC

due to the BCC decoding and interleaving. In contrast, the

mismatched bits of the LDPC scheme is always located at the

parity bits block (also proven in Appendix A.2).

Based on this observation, we configure the Wi-Fi receiver

to LDPC mode in the asymmetric demodulation, which brings

two advantages: (i) The error bits are distributed in a periodic

way across the reconstructed sequence X ′ (more details in

Sec. 3.6). Therefore, they can be easily corrected by applying

a convolutional encoding on the data from SlimWiFi device

and using a convolutional decoder on the asymmetric demod-

ulator. (ii) The receiver knows which bits are parity bits (i.e.,
where the coding errors are clustered). The convolutional de-

coder can adopt a soft decision decoder which sets those bits

with a low log-likelihood ratio, thus improving the decoding

performance.

3.5 Practical Challenges
3.5.1 MAC layer configuration
To ensure the MAC payload bits can be used to reconstruct the

SlimWiFi signal, we need to resolve two issues: (i) incorrect

frame check sequence (FCS), and (ii) limited MAC frame

length.

Incorrect FCS. As shown in Fig. 9, the FCS, a 32-bit

cyclic redundancy check (CRC) located at the end of the

whole frame, is adopted for error protection. Since the re-

ceived signal is an OOK modulated instead of a valid Wi-Fi

signal, it is nearly impossible that the FCS is correct. But we

need to capture the data frames through the Wi-Fi driver, even

if they fail the FCS check. This is supported by many COTS

Wi-Fi devices [2, 21]. A simple software/firmware update can

enable the same capability on other Wi-Fi devices.

Data frame length. The length of the payload in a normal

Wi-Fi frame is limited by the 2,304 bytes maximum size of

the MAC Service Data Unit (MSDU). Recall that SlimWiFi

needs to configure the Wi-Fi receiver to the highest data rate

(64-QAM, 5/6 code rate, Sec. 3.4). Under this configuration,

the maximum number of OFDM symbols is less than 70,

A-MSDU subframe 1 A-MSDU subframe 2 … A-MSDU subframe n

Normal 802.11 frame

802.11 A-MSDU frame

MSDU

SlimWiFi frame

MAC header Frame body (payload) FCS

~70 OOK symbols ~240 OOK symbols

Figure 9: Mapping between the standard Wi-Fi MAC frame

and SlimWiFi signal waveform.

corresponding to only 70 OOK symbols as illustrated in Fig. 9.

To create a longer frame, we choose to use the aggregate

MAC service data unit (A-MSDU) with a quality of service

(QoS) data frame, whose maximum size is 7,935 bytes, which

extends the frame length to about 240.

3.5.2 Scrambler seed
Since the descrambling is a one-to-one mapping operation

on the Wi-Fi receiver, it can be easily reversed by applying a

scrambling block with the same scrambler seed. Although the

scrambler seed is not reported to the driver, it is set by the PHY

header which triggers the receiver’s demodulation process

(Sec. 3.5.3). Therefore, we can just set a fixed scrambler seed,

which can be used to reverse the descrambling block.

3.5.3 Initiating the receiving procedure on Wi-Fi
The final practical challenge lies in generating a valid Wi-Fi

preamble and PHY/MAC header. The preamble is needed for

triggering the Wi-Fi receiver to start the receiving procedure

(packet detection), and is also used for auto gain control, syn-

chronization, and channel estimation. The PHY/MAC header

is needed for specifying demodulation parameters such as

QAM order, coding rate, scrambling seed, and packet length.

Unfortunately, the Wi-Fi preamble and PHY/MAC header are

complex OFDM modulated signals, and cannot be directly

generated by the SlimWiFi ULP transmitter.

Note that many Wi-Fi devices have separate but co-located

transmitter and receiver modules. For example, many Wi-

Fi APs [7, 8, 59] usually have multiple transceiver chips (to

support concurrent multi-band and multi-antenna operation)

which can be configured as co-located TX and RX modules.

Therefore, we repurpose the co-located Wi-Fi TX module

as an initiator to emit a self-initiation frame, comprised of

the legitimate preamble and PHY/MAC header but without

any payload. Such zero-payload frames are supported by

Wi-Fi drivers such as Nexmon [69], or through Wi-Fi frame

emulation methods [37]. Upon receiving the initiation frame,

the receiver starts its Wi-Fi demodulation workflow followed

by the asymmetric demodulation (Fig. 3). Notably, since

the transmission of the initiation frame and the reception of

OOK data occur consecutively, there is no self-interference

between the co-located transmitter and receiver. Therefore,

unlike backscatter communication systems, the link budget

and receiving sensitivity is not affected by direct Tx leakage

or near-far problems [40]. For those Wi-Fi devices with inte-

grated transceivers, a firmware update is needed to enable the

receiver to start its demodulation workflow immediately after

the transmitter sends out the trigger frame.
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Figure 10: Demodulating the SlimWiFi OOK symbols di-

rectly in the frequency domain. The subcarrier with non-zero

signal power contains the OOK symbols.

Optimizing receiver gain and sensitivity. A standard Wi-

Fi receiver performs automatic gain control (AGC) based on

the signal strength of the preamble from the transmitter. For

SlimWiFi, since the preamble is from the co-located initiator

instead of the actual transmitter, the AGC may be misconfig-

ured. If the initiation frame is too strong, the receiver will

set a low gain, leading to insufficient amplification of the in-

coming SlimWiFi signals. In this situation, the demodulation

performance will be bottlenecked by the quantization error

(Sec. 3.4.1). Therefore, to achieve the best receiver sensitivity,

we would prefer to reduce the power of the initiation frame.

This may risk forcing the receiver to tune to a high gain, re-

sulting in the clipping of high amplitude signals. Fortunately,

for OOK signals, the clipping effect will not impact demodu-

lation, since clipped signals are recognized as “1” regardless

of their amplitude. We will evaluate the effects of the receiver

gain in Sec. 6.2.

3.6 Putting Everything Together
Overall, the Wi-Fi receiver follows the processing blocks

shown in Fig. 3 to perform the asymmetric demodulation.

At a high level, the incoming OOK samples go through the

hard-coded normal Wi-Fi demodulation steps which result

in a MAC frame. Our asymmetric demodulator reconstructs

the complex samples from the MAC frame, by reversing the

Wi-Fi demodulation steps, and then decodes the desired bit

sequence from the reconstructed samples.

Note that the reverse processing skips the IFFT. Since the

OOK signal is narrowband and only occupies one subcarrier,

we can directly process the complex samples on that subcar-

rier, without IFFT-converting them to the time domain, as

shown in Fig. 10. The amplitude of the complex sample is

used directly to decode the OOK modulated symbol.

To visualize the samples in the time-frequency domain, we

collect an example trace with the following configurations:

802.11n with 20 MHz bandwidth, 64-QAM modulation, 5/6

coding rate, LDPC code, and frame length of 2,000 bytes.

The waterfall plot in Fig. 11a shows the case without any

active transmission. The x and y axis are the symbol index in

the time domain, and the subcarrier index in the frequency

domain, respectively. The color represents the amplitude of

the samples. It can be seen that the samples corresponding to

the data bits of the LDPC coded sequence always have a low

amplitude (since no coding errors occur there), while the ones

corresponding to the parity bits have uncertain results. If we

pick the time domain symbols within one subcarrier, the sym-
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Figure 12: Transmitter radio hardware architecture.

bols with coding errors (i.e. contain parity bits) appear once

every 6 symbols. The result corroborates our observations in

Sec. 3.4.2.

Fig. 11b shows the case when a SlimWiFi device is trans-

mitting signals, causing a high amplitude to appear at sub-

carrier 15 of the Wi-Fi demodulator. The other subcarriers

remain the same as the idle case. The OOK signals can thus

be demodulated using the samples on subcarrier 15.

4 SlimWiFi ULP Radio Hardware Design

In this section, we focus on the SlimWiFi transmitter hard-

ware, which is designed for asymmetric demodulation. We

also provide a brief discussion on the ULP OOK receiver

which explains how SlimWiFi device interacts with the COTS

Wi-Fi device on the downlink.

4.1 High Power Consumption in Traditional
IoT Radios

Modern IoT radio designs need to make challenging trade-

offs between power consumption and other competing re-

quirements, including range, bit rate, spectrum efficiency, etc.
Regardless of how they bias the trade-offs, the IoT radio ar-

chitecture invariantly comprises 3 key components (Fig. 12a):

a high power PA to ensure sufficiently high transmit power; a

crystal oscillator (XO) reference and carrier generator consist-

ing of a PLL and VCO, to ensure a stable carrier frequency; a

high-resolution DAC to support complex modulation schemes.

These high-profile hardware components are the main culprit

behind the high power consumption [10].

For example, the industry’s most power efficient Wi-Fi

radio consumes around 300 mW for TX and 100 mW for

RX [34]. BLE consumes 5.1 mW at -20 dBm transmit power

and 8.1 mW for RX [61]. ZigBee chip consumes 6.9 mW for

transmission and 6 mW receiving [60]. LoRa takes 32.4 mW
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Table 1: Power break down of IC implementation

BLE [63] SlimWiFi (Simulated)

Power amplifier 2.5 mW 43 μW

Carrier generation 0.7 mW 30 μW

Modulation 0.5 mW ∼0 μW

Rest 0.2 mW N/A

Sum 3.9 mW 73 μW

and 14.8 mW for TX and RX, respectively [70]. Even the

most advanced low power BLE IC [63] which adopts many

aggressive optimizations consumes more than 3.9 mW. Ta-

ble. 1 shows a breakdown of the power consumption of each

component. All in all, to achieve extremely low power and

open the pathways for battery-free operations, a fundamen-

tally different architecture is needed that evades all the power

hungry components.

4.2 SlimWiFi Transmitter Architecture
Owing to the asymmetric communication design (Sec. 3),

the SlimWiFi device only needs to generate signals with low

transmit power, low-accuracy carrier frequency, and simple

OOK waveforms. Therefore, we propose the SlimWiFi active

transmitter architecture shown in Fig. 12b. Compared to the

traditional active transmitters, the SlimWiFi transmitter: (i)

replaces the high-power PA with a low-power PA optimized

for constant-amplitude signals at -20 dBm output power; (ii)

replaces the closed-loop PLL+VCO with a simple open-loop

oscillator; (iii) removes the DAC and uses an RF switch for

OOK modulation. With such optimizations, SlimWiFi can

bring the power consumption down to 73 μW in simulation.

Table. 1 provides the power breakdown of SlimWiFi in com-

parison with the aforementioned BLE IC. Now we explain

how the extremely low power is achieved.

4.2.1 Transmit power
Existing IoT radio designs aim for long-range, high through-

put, and robust communication, which in turn requires a high

transmit power. For example, Wi-Fi devices usually trans-

mit at more than 20 dBm (i.e., 100 mW). BLE, ZigBee, or

LoRa devices are at around 0 dBm (i.e., 1 mW). The transmit

power, and the associated PA hardware, dominates the power

consumption of the entire transmitter.

For SlimWiFi, recall it can reduce the transmit power by

18 dB while keeping the same link budget, owing to the nar-

rower bandwidth (250 kHz) (Sec. 3). This comes at the cost of

a lower bit-rate, but is a much preferred trade-off for most IoT

applications, especially considering the existing Wi-Fi infras-

tructure can be reused. Since the Wi-Fi preamble is generated

by the initiator instead of the SlimWiFi device, the PA only

needs to support a narrow bandwidth and can be optimized

for high efficiency. Our actual on-chip PA is optimized for

-20 dBm, whose power consumption can be as low as 43 μW

with 24 % drain efficiency. This would be equivalent to a

Wi-Fi transmitter at 18−20 =−2 dBm, and comparable to

the emission power of BLE, LoRa, and ZigBee radios.
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0 1 0 1
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matching 
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Figure 13: Circuit diagram of the SlimWiFi chip.

However, reducing the transmit power alone cannot bring

the peak power to tens of μW. For example, a BLE IC [61]

still consumes 4.5 mW when transmitting at -40 dBm (1 μW),

and [63] still consumes 1.4 mW even without a PA (Table. 1).

At an extremely low transmit power, the carrier generator and

modulation blocks will become the bottleneck.

4.2.2 Open-loop carrier generation

Traditional closed-loop carrier generators are based on PLL,

which can generate a highly accurate carrier frequency but

consumes high power due to the requirement of phase de-

tection. For example, typical analog PLLs for IoT consume

power in the mW level [54, 71]. All digital PLLs can poten-

tially bring down the power consumption to several hundred

μW [9, 49, 63], but still around one order of magnitude higher

than our target power consumption. The asymmetric demod-

ulation design enables SlimWiFi to drastically relax the re-

quirements of frequency stability. Instead of tolerating around

48 kHz (± 20 ppm) of carrier frequency offset as in COTS

Wi-Fi devices [43], SlimWiFi works as long as its carrier falls

within the 80 MHz range of the entire 2.4 GHz Wi-Fi band!

Therefore, SlimWiFi can use an open-loop oscillator with low

frequency accuracy as the carrier generator. More specifically,

we chose an open-loop ring oscillator for the 2.4 GHz car-

rier generation which consumes only around 30 μW when

implemented on an IC (more details in Sec. 4.3.1).

4.2.3 Low power modulation

To synchronize with the symbol clock of the Wi-Fi receiver

(Sec. 3.3.1), the SlimWiFi transmitter uses an RF switch at

250 kHz switching rate to generate the OOK symbols. In

fact, our IC implementation realizes OOK by simply power-

ing on and off the PA, without the need of an additional RF

switch. Since the open-loop ring oscillator’s start-up time (ns

level) is much shorter than the symbol period, it can also be

power-cycled with the PA, which together can reduce the

modulation power consumption to nearly zero.

4.3 IC design
Fig. 13 shows the circuit diagram of our SlimWiFi IC, con-

sisting of an open-loop ring oscillator and a PA optimized for

OOK signal at -20 dBm.
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4.3.1 Ring oscillator
The ring oscillator consists of an odd number (3-stage in

our design) of inverters cascaded into a ring, as illustrated

in Fig. 13. The logic input is inverted after passing through

the inverters, which causes oscillation between two voltage

levels. The open-loop design circumvents the requirement

of an external reference clock (e.g., crystal oscillator), thus

further reducing the radio cost and form-factor.

The zoom-in plot in Fig. 13 shows the detailed on-chip

design of the ring oscillator. It is composed of minimum size

transistors (W/ L = 120 nm/ 60 nm) for the minimum area

and lowest power consumption. The ring oscillator’s actual

carrier frequency output is affected by the process, voltage

and temperature (PVT) variations. We introduce a 5-bit binary

weighted capacitor bank (CTRL〈4 : 0〉) loading the first stage

of the inverter to tune the propagation delay across different

stages of the circuit. This in turn allows us to empirically

adjust the oscillation frequency at design time, so it falls

within the 2.4 GHz band under typical PVT conditions.

4.3.2 Class-C PA
The carrier is directly modulated by a 250 kHz data sequence

and then fed to the inverter-based driver to drive a PA. We

choose a Class-C PA for its easy implementation in terms

of harmonic terminations and better efficiency at low output

power [36]. This comes at the cost of low linearity but is

acceptable for SlimWiFi since its OOK waveform is insen-

sitive to clipping distortion (Sec 3.5.3). For a Class-C PA,

the relationship between the output power Pout , optimal load

impedance ZOPT and supply voltage VDD follows [36]:

Pout =V 2
DD/(2 ·ZOPT )

For the target of -20 dBm output power, the optimal load

impedance can be 18 kΩ, which would be impractical to

match to the standard 50 Ω. To alleviate this problem, a dual-

supply voltage scheme [32] is applied for efficiency enhance-

ment. Specifically, we use a 0.9 V VDD1 to supply the VCO

and driver stage, and 0.3 V VDD2 to supply the final PA stage.

Off-chip high-Q components [77] are utilized in the tapped-

capacitor output matching network to achieve the impedance

transformation.

Table. 2 compares the simulated IC performance with and

without the PCB parasitic S-parameter (SP) model (extracted

using ADS Momentum). Both simulation results are obtained

with chip post-layout parasitic extraction (LPE). The table

shows that, when co-simulated with the PCB SP model, the

output power and efficiency are degraded, indicating that the

PCB parasites can have a detrimental effect on the IC perfor-

mance. This problem can be solved by integrating the capaci-

tors on-chip to ensure a good match and carefully modeling

the inductor on PCB to co-optimize the performance.

Another potential solution is to replace the 50 Ω termina-

tion with a non-50 Ω antenna. For example, a patch antenna

can have an input impedance of 100-400 Ω at resonance [11],

Table 2: Simulated IC performance

LPE LPE +PCB SP

Frequency (MHz) 2451 2438

Pout (dBm) -19.9 -21.3

Pdrain (μW) 42.9 43.4

Pvco+driver (μW) 29.2 29.3

Drain efficiency (%) 23.7 16.9

Global efficiency (%) 14.1 10.1

which can effectively lower the impedance transformation

ratio, thus reducing loss in the matching network.

4.4 Downlink ULP Receiver
To enable downlink communication for SlimWiFi, the COTS

Wi-Fi transmitter needs to emulate OOK waveforms using

OFDM. Such emulation has been well explored in recent

cross-technology communication and backscatter systems

[20, 35, 45, 67], and can be directly adopted by SlimWiFi.

The resulting OOK receiver does not need a carrier generator

or PA, and thus consumes even less power than the transmitter.

Considering that the TX power of the COTS Wi-Fi de-

vice can be 30 dBm, 50 dB higher than the SlimWiFi de-

vice’s transmit power, a similar uplink and downlink range

can be achieved even if the downlink OOK receiver’s sen-

sitivity is 50 dB worse than the uplink Wi-Fi receiver. To

achieve a 100 m target range, the required receiver sensitiv-

ity is 30 dBm + 6 dBi + 2 dBi - 80 dB (FSPL) = -42 dB,

which has been achieved in many existing systems. For exam-

ple, [78] achieves -42.6 dBm sensitivity at 2.8 μW power; [15]

achieves -50 dBm sensitivity at 4.5 μW. Much better sensi-

tivity (smaller than -70 dBm) can be achieved with wake-up

radio designs [3, 17, 30] at tens of μW power consumption.

Other than the 2.4 GHz carrier, the SlimWiFi device also

requires a 250 kHz symbol clock. Such low frequency clock

can be generated with a ULP oscillator (e.g., 0.3 μW [14]) or

extracted from the 2.4 GHz carrier through a ULP fraction

counting clock as proposed in [84]. The symbol clock can

also be calibrated based on the downlink trigger frame which

has a 250 kHz OFDM symbol rate.

5 Implementation

5.1 SlimWiFi Device
We have implemented three versions of the SlimWiFi device

for different evaluation purposes.

Emulation. To benchmark the performance of the asym-

metric demodulation, we need to flexibly control SlimWiFi’s

signal transmission, such as carrier frequency, symbol time,

transmit power, etc. Therefore, we use the WARP software

radio [56] to emulate the SlimWiFi signals. To faithfully

represent the performance of a real SlimWiFi device, we care-

fully tune the amplitude of the samples and the RF gain of

the WARP board, so that the emulated signal has a calibrated

transmission power of -20 dBm, consistent with other versions

of implementation.
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Figure 14: Two versions of the SlimWiFi device implemen-

tation.

Discrete circuit prototype. The prototype version thor-

oughly implements both the SlimWiFi TX and RX on a PCB

(Fig. 14a), and is used for end-to-end functional validation of

the SlimWiFi design. Following the hardware architecture in

Sec. 4.2, the TX device consists of an open-loop LC oscillator

BFP720 [33] and an RF switch HMC8038 [5] for OOK mod-

ulation. The RLC components of the oscillator are carefully

designed to tune the oscillation frequency to the 2.4 GHz

ISM band. The OOK RX is implemented by a power detector

LT5534 [6] and the sensitivity is tuned to -45 dBm. A Cmod

A7 [24] FPGA evaluation board is used to process the trigger

frame, synchronize the symbol clock, and generate TX data.

IC fabrication. We also tape out a SlimWiFi transmitter

following Sec. 4.3 in TSMC 65 nm RF LP process [74] to

evaluate its functionality and power consumption. Die photo

of the fabricated chip is shown in Fig. 14b, whose core size is

30×25 μm2. The die is directly bonded to a PCB for testing.

More advanced process nodes can be utilized to further scale

down the chip size and power consumption.

5.2 COTS Wi-Fi Device
We use DWA-192 [21], a Wi-Fi dongle that supports LDPC

code and A-MSDU, to communicate with the SlimWiFi de-

vice. To calibrate the antenna gain, we replace the original

antennas of unknown gain with two 8 dBi antennas [4]. To im-

plement the asymmetric demodulation on this Wi-Fi receiver,

we capture the data frames with CommView [73] on the user

space of the PC host and implement the signal processing

workflow in Matlab. No additional software, firmware, or

hardware modification is needed for receiving.

For the initiation procedure discussed in 3.5.3, the DWA-

192 firmware does not support the generation of a zero-

payload initiation frame. As a workaround, we verified that

a COTS Nexus 5 smartphone with Nexmon Wi-Fi driver

[57, 69] can be used as the initiator to send the CTS-to-self,

trigger frame and initiation frame, thus triggering the demodu-

lation procedure on DWA-192. However, the signal strength

of the COTS devices cannot be well calibrated and controlled

which hinders us from benchmarking the impact of the power

difference between the initiation frame and the SlimWiFi’s

signal. Therefore, we use the WARP software radio [56]

to send the initiation frame for emulation-based evaluation
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Figure 15: SlimWiFi IC carrier frequency drift corresponding

to CTRL〈4 : 0〉 and temperature.

Table 3: SlimWiFi prototype and chip performance

Frequency (Drift) Power Consumption

@ TX Power

Emulation Tunable N/A @ -20 dBm

Prototype 2460 (± 5) MHz 1 mW @ -20 dBm

Simulated IC 2438 (± 10) MHz 73 μW @ -21 dBm

Fabricated IC 2465 (± 10) MHz 90 μW @ -24 dBm

(Sec. 6.2).

6 System Evaluation
Our evaluation mainly focuses on the SlimWiFi uplink, since

the OFDM-to-OOK downlink has been studied in prior re-

search (Sec. 4.4).

6.1 SlimWiFi Device Microbenchmark
We first benchmark the different implementations of the

SlimWiFi device. Table. 3 summarizes some important pa-

rameters of the SlimWiFi device.

Carrier frequency. We first profile the frequency stability

of the SlimWiFi IC with the open-loop ring oscillator. Fig. 15a

illustrates the measured carrier frequency when varying the

CTRL〈4 : 0〉 from 0 to 31 with 0.95 V supply voltage at

room temperature (25 ◦C). We see that the ring oscillator

design achieves a wide tuning range (around 1 GHz) and

fine steps (30 MHz) compared to the 80 MHz frequency

tolerance. In addition, as shown in Fig. 15b, the frequency

variance is within 54 MHz even when considering a very

wide temperature range of 0 to 75 ◦C. Therefore, it suffices

to perform a one-time calibration to tune the oscillator to the

center of the the 2.4 GHz band and let it run freely.

We found that the emulated and prototype version of

SlimWiFi show consistent behavior compared with the IC

version. The prototype board also has an inaccurate carrier

frequency, though a relatively lower drift (around 5 MHz).

The WARP setup can emulate arbitrary carrier frequencies

for evaluation purposes.

Power consumption and transmit power. The discrete

prototype version of the SlimWiFi transmitter consumes

around 1 mW power when transmitting at -20 dBm. This

is already superior to state-of-the-art IoT ICs (Sec. 4). The

chip version further cuts the power consumption by an order

of magnitude owing to the highly optimized oscillator and

PA. Sub-100 μW of power consumption is achieved, for both

the simulated and fabricated SlimWiFi chips. The measured
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Figure 16: Frame error rate with differ-

ent relative power between the SlimWiFi

signal and the initiation signal.
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ent carrier frequency offset.
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Figure 18: Frame error rate under differ-

ent symbol time offset.

output power is -24 dBm, which is 3 dB lower than the sim-

ulated results. We suspect this is due to the tolerance of the

inductor and capacitors used for the high-Q output matching

and/or the PCB parasitics (e.g. bond wire inductance) not

fully captured by the EM simulation. We expect much lower

power consumption and a higher PA efficiency is feasible

by optimizing the PCB peripherals and by using advanced

fabrication processes (lower than 65 nm).

6.2 Microbenchmark for Asymmetric Demod-
ulation

The demodulation performance depends on various parame-

ters, including CFO, symbol time offset (STO), receiver gain,

etc. Since SlimWiFi uses an open-loop carrier generator that

keeps drifting, it is impossible to manually fix these parame-

ters for controlled experiments. We thus calibrated the signal

strength and used WARP to decouple and benchmark the

impact of each parameter individually.

We conduct link-level experiments in an outdoor parking

space, with the following default configurations of the Wi-

Fi receiver: 20 MHz 802.11n OFDM, 64-QAM modulation,

LDPC coding with 5/6 coding rate and 7935 bytes frame

length. Meanwhile, we use WARP to emulate the SlimWiFi

device transmitting OOK modulated signals with a frame

length of 240 bits and 1/2 BCC coding rate. By default, the

link distance is 20 m.

Impact of receiver gain. Recall that the mismatch of sig-

nal strength between the initiation signal and the SlimWiFi

signal may mislead the Wi-Fi receiver towards a suboptimal

gain setting (Sec. 3.5.3). To evaluate its impact, we use the

WARP board to transmit the initiation frame along with the

emulated signal, so that the strength difference can be inten-

tionally controlled. We consider the relative power of the

emulated SlimWiFi signal as 0 dB when the signal strength

is the same as that of one subcarrier in the initiation frame.

Fig. 16 shows that the receiver performance does not degrade

significantly until the relative power is lower than -9 dB, when

the receiver gain is too low for robust demodulation. This cor-

roborates our explanation in Sec. 3.5.3. Therefore, instead of

adjusting the power of the initiation frame which will lead to

complicated management overhead, we can just transmit an

initiation frame at a fixed low power. By default, our experi-

ments control the relative power to -6 dB to prevent degrading

the demodulation performance.

Impact of carrier frequency offset. Note that the 802.11n

subcarrier spacing is 312.5 kHz, and asymmetric demodula-

tion works as long as the SlimWiFi signals overlap with one

of the subcarriers. We thus only evaluate the case when the

SlimWiFi transmitter’s carrier frequency deviates from a rep-

resentative Wi-Fi subcarrier 15. To achieve higher SNR, we

combine the samples of the two subcarriers that partially over-

lap with SlimWiFi’s signals, only when the frequency offsets

by 140 to 180 kHz (around half of the subcarrier width). Oth-

erwise, the combination may induce more noise (Sec. 3.3.2).

With this setting, the worst-case SNR loss is only 3 dB, i.e.,
when nearly half of the signal power spills into an unusable

adjacent subcarrier. To summarize, the asymmetric demodu-

lator can tolerate arbitrary frequency offsets of the SlimWiFi

signals in common cases.

Impact of synchronization. To evaluate how the symbol

time offset (STO) influences the receiver performance, we

manually introduced a delay between the emulated SlimWiFi

signal and the initiation frame (both transmitted by the WARP

board). The result in Fig. 18 shows that within an STO from

-1 μs to 1.5 μs, the receiver performance is not affected in a

noticeable manner. Therefore, the system performance should

not be affected by the STO since a much better symbol level

synchronization can be achieved by the OOK receiver [78,79].

Notably, the performance is not symmetric around 0 offset

(i.e., there is around 0.5 μs more tolerance on positive STO),

because of the 0.8 μs redundancy introduced by the CP.

Range and coding rate on SlimWiFi device. Fig. 19a

and Fig. 19b show the frame error rate (FER) and goodput

with different link distances and BCC coding rate (applied

on the data from SlimWiFi device to combat with the coding

error discussed in Sec. 3.4.2). The goodput is calculated by

only counting the frames with no bit error and including the

overhead of channel access, initiation, and trigger frame as

discussed in Sec. 2. It can be seen that SlimWiFi maintains a

low FER of below 5% even at 60 m of communication range.

A goodput of around 100 kbps can be achieved within the

range of 60 m. A higher coding rate leads to higher goodput,

with some sacrifice on the FER.

Non-line-of-sight (NLoS). We finally evaluate SlimWiFi

in an indoor NLoS environment with rich multipath. Fig. 20

shows the deployment setup. We place the Wi-Fi receiver in

the living room of a 3B2B apartment, and vary the location

of the SlimWiFi transmitter (emulated by WARP). It can be
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Figure 19: Performance of the asymmetric demodulation

receiver w.r.t. (a) frame error rate (FER) and (b) goodput at

different range and coding rate.
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Figure 20: Experimental setup and result for NLoS deploy-

ment.

seen that a FER lower than 0.5% is achieved for all the lo-

cations except “L1”, despite the multipath and under NLoS.

A FER of 1.3% can be achieved at “L1” even though the

emulated transmitter is placed at the furthest end of the apart-

ment with 2 concrete walls blocking the LoS. We note that

the non-coherent demodulation of SlimWiFi is insensitive

to the signals’ phase variations and naturally resilient to the

multipath effects. In addition, as discussed in Sec. 4.2.1, al-

though SlimWiFi bears a low transmit power, it still keeps an

ample link budget owing to the high sensitivity of asymmetric

demodulation, thereby easily achieving whole-home coverage

even with NLoS links.

6.3 System Level Evaluation
We now put the workflow in Fig. 2 together and evaluate the

SlimWiFi system end-to-end. We use the prototype SlimWiFi

device to transmit an OOK signal with a 1/2 coding rate. The

initiator’s output power is tuned for the highest receiving gain.

The experiments are conducted in an outdoor parking lot.

Fig. 21 shows that SlimWiFi can achieve a working range

of around 30 m at a FER of 11% and goodput of 78.0 Kbps,

and 35 m at a FER of 30% and goodput of 61.5 Kbps. Com-

pared to the result in Fig. 19, the range is reduced by around

1/2. This is reasonable because the impacts of receiver gain,

CFO, synchronization error, etc. are combined together. For

example, unlike the emulated SlimWiFi device, the carrier

frequency of the prototype device or IC is not strictly con-

trolled. The resulting carrier frequency offset is unpredictable

and will cause up to 3 db of SNR loss (Sec. 6.2) which trans-

lates into a range reduction. The result also indicates that the

proposed symbol synchronization scheme based on a simple
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Figure 21: Performance of the SlimWiFi system w.r.t. (a)

frame error rate (FER) and (b) goodput at different range.

OOK receiver can satisfy the synchronization requirement.

7 Discussion

Other Wi-Fi standards. We use 802.11n Wi-Fi as the

Internet gateway for SlimWiFi devices because the 802.11n

standard is supported by mainstream Wi-Fi devices. Other

OFDM-based Wi-Fi standards can also support asymmetric

modulation, albeit with a few limitations: 802.11a/ac only

resides in the 5 GHz band which is not ideal for ULP commu-

nication due to the larger path loss; 802.11g, the predecessor

of 802.11n, does not support A-MSDU and hence can only

accommodate 70 OOK symbols in one frame (Sec. 3.5.1);

802.11ax devices are still not widely deployed and the longer

symbol period will lead to lower SlimWiFi throughput.

Initiating the Wi-Fi demodulation. The current SlimWiFi

implementation requires an initiator as a workaround to trig-

ger the standard Wi-Fi receiver’s demodulation procedure

(Sec. 3.5.3). We expect a firmware update to the receiver can

enable its self-triggering of the demodulation following the

CTS-to-self, as discussed in Sec. 3.5.3. An alternative way to

circumvent the initiator is to use the spectral scan function

of certain Wi-Fi cards (e.g., the Atheros Wi-Fi [48]), which

can continuously report the samples before the QAM block

without explicit triggering. We leave the implementation of

these approaches for future work.

Ethical consideration. This paper does not involve human

subjects and thus does not raise any ethical issues.

8 Related Work

Low-power communication hardware. ULP radio hard-

ware design has been the holy grail of the IoT industry. Many

RFIC techniques have been proposed for ULP radios, such

as harmonic injection-locked carrier generator [28, 46, 64],

crystal-free design [13, 65], power oscillator [58], etc. How-

ever, these radical radio designs are incompatible with ex-

isting IoT network infrastructures. In contrast, SlimWiFi

demonstrates for the first time that signals from a ULP OOK

radio can be demodulated by a COTS Wi-Fi device. The

SlimWiFi ULP radio is extremely simple and can be easily

mass-produced and embraced into the existing IoT ecosystem.

We note that most modern network standards have protocol-

level power-saving mechanisms [1, 23, 43] based on sleep
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Table 4: Comparing SlimWiFi with representative state-of-the-art low-power communication

Radio architecture Power Data rate Interference Range Infrastructure

Wi-Fi [34] Active 100s mW High Low Long COTS Wi-Fi

BLE [62] Active ∼ 5 mW Medium Low Medium COTS BLE

Wi-Fi backscatter [41] Direct backscatter 1s μW Low Low Short COTS Wi-Fi

Braidio [29] Direct backscatter 10s μW Medium Low Short Customized device

PassiveWiFi [42] FS backscatter 10s μW Medium High Medium Single tone generator

to high + COTS Wi-Fi

HitchHike [79] FS backscatter 10s μW Medium High Medium COTS Wi-Fi

SlimWiFi Slim active 10s μW Medium Low Long COTS Wi-Fi

scheduling. These mechanisms cannot reduce the peak power

consumption–a more essential metric for battery-free com-

munication hardware. Nevertheless, they are complementary

to the SlimWiFi design and can be used to further reduce its

average power consumption.

Cross technology communication (CTC). The primary

motivation behind CTC is to allow different communication

standards to exchange messages, so as to reduce interference

and enable sharing of data/control information. Recent work

has explored both receiver-transparent CTC [18,20,39,44,45,

50] and transmitter-transparent CTC [26,37,38,51]. However,

CTC mainly sticks to the complex modulation adopted by

the COTS IoT devices. In contrast, SlimWiFi aims to design

the SlimWiFi signal so that it can be effectively decoded by

high-profile OFDM demodulators while relaxing the hard-

ware requirement of the transmitter. In addition, existing CTC

systems can not be used in ULP settings due to two reasons.

First, none of the existing CTC designs can reduce power con-

sumption because they rely on standard transceivers such as

Wi-Fi, BLE, ZigBee, and LoRa. Second, they have relatively

low communication performance. For example, the recently

proposed XFi [51] can only reach 10 m range at 3% FER. For

such CTC systems, the majority of the energy is wasted to

maintain an unreliable link between heterogeneous hardware,

which is not desired in ULP IoT applications. In contrast,

SlimWiFi is optimized to achieve a reasonable communica-

tion performance targeting IoT applications, with around 3

orders of magnitude lower power than standard transceivers.

Backscatter communication. Recent work has extended

classical UHF RFID backscatter communication to realize

ambient backscatter, which piggybacks on existing commu-

nication links to convey information. For example, Wi-Fi

backscatter et al. [12, 29, 41, 52, 68] adopt direct backscat-

ter where the tag data is directly modulated to the exci-

tation signal. But due to the self-interference, they usu-

ally operate within a very short range and have a very

low data rate. PassiveWiFi et al. [42, 72, 76, 81, 84] intro-

duces frequency shifting backscattering to deal with the self-

interference issues. A single-tone excitation signal is required

as an RF carrier source for a low-power backscatter tag,

and the tag can reflect and remodulate standard-compatible

signals (Wi-Fi, BLE, LTE, ZigBee, etc.). HitchHike et al.
[19, 25, 35, 44, 53, 78–80, 83] apply codeword translation, so

that a COTS transmitter, instead of a dedicated single-tone

generator, can be used as an excitation signal source.

Tab. 4 compares SlimWiFi with the representative commu-

nication schemes discussed above. Unlike these systems that

backscatter signals from existing links, the SlimWiFi device

is a standalone active transmitter and does not require an

external RF carrier signal transmitter. Moreover, as verified

in [22], Wi-Fi backscatter systems can cause interference to

adjacent Wi-Fi channels, and may inadvertently remodulate

and interfere with 5G NR links due to lack of frequency se-

lectivity. Active transmitters like SlimWiFi do not have such

out-of-band interference problems. On the other hand, the

asymmetric demodulation design in SlimWiFi can also facili-

tate existing backscatter systems. Owing to the asymmetric

demodulation design of SlimWiFi, the backscatter tag can

generate a simple modulated signal instead of the sophisti-

cated Wi-Fi compatible signal. Therefore, the tag can evade

the need for an accurate and high frequency (tens of MHz)

clock source for channel level frequency shifting, which can

potentially cut its power consumption by multi-folds.

9 Conclusion
To our knowledge, SlimWiFi represents the first active OOK-

modulated radio that can directly communicate with existing

Wi-Fi infrastructures. Such asymmetric communication ca-

pabilities enable radical simplifications to the radio architec-

ture, opening pathways towards standalone, battery-free Wi-Fi

compatible IoT communication. Our SlimWiFi IC achieves

a peak power consumption of 90 μW, but still leaves ample

space for optimization, e.g., through more advanced fabrica-

tion processes. The asymmetric communication paradigm can

be similarly applied to other wireless standards, which we

leave for future exploration.
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A FEC Errors in Asymmetric Demodulation

In this section, we discuss the behavior of BCC and LDPC

when decoding a non-Wi-Fi frame which supports our design

in Sec. 3.4.2

A.1 BCC
Viterbi algorithm is widely adopted for BCC decoding. To

achieve the maximum likelihood decoding, the algorithm

searches among all valid codewords {C}, to identify the code-

word Cl which has the shortest Hamming distance with the

input bit sequence. It then outputs the decoded bit sequence

Y which can generate the codeword Cl by performing BCC

encoding. This means that when we use the decoded bits Y
to get the regenerated bits, the regenerated bits X ′ =Cl will

be the exact codeword that has the shortest hamming dis-

tance with the original bit sequence X . Since the demodulated

bit sequence X has a very low chance to be the same as a

valid codeword, the mismatch between X ′ and X is almost

inevitable. However, we found that the number of mismatches

between regenerated bit sequence X ′ and demodulated bit se-

quence X has an upper limit. Here we provide a quick proof.

For the BCC code with the basic coding rate 1/2, the code-

words are generated by bitwise XOR in Eq. 1 where d[k] is the

k-th input data bit and c1[k] and c2[k] are the corresponding

bits in the codeword.

c1[k] = d[k]⊕d[k−2]⊕d[k−3]⊕d[k−5]⊕d[k−6]

c2[k] = d[k]⊕d[k−1]⊕d[k−2]⊕d[k−3]⊕d[k−6]
(1)

Consider a data sequence D = {d[1],d[2], ...,d[K]} where

K is the length of the input sequence. The corresponding

codeword will be C = {c1[1],c2[1], ·,c1[K],c2[K]}. For one

valid codeword Cl generated by Dl , the bitwise inverted ver-

sion (complementary codeword) C̄l = Cl ⊕ 1 will also be a

valid codeword whose corresponding data bits is D̄l = Dl ⊕1.

When we get the regenerated bit sequence X ′ =Cl , if the mis-

match number between X ′ and X is more than 1/2 of the total

bit number, the mismatch number between C̄l and X will be

smaller than 1/2 of the total bit number. Therefore, the ham-

ming distance between X ′ and X will be higher than C̄l and X ,

which is against the shortest hamming distance principle of

the decoder. Therefore, the number of mismatches between

regenerated bit sequence X ′ and demodulated bit sequence X
should be lower than 1/2 of the total bit number. Fig. 22 gives

an example that illustrates the proof.

0 0 0 0 1 0 0 1 1 0 0 0 0 1 0 1 1 1 0 0 0 0 0 0

0 0 0 0 1 1 0 1 1 1 0 1BCC 
encode0 0 0 0 0 0 0 0 1 1 1 0 1 0 1 1 0 1 1 1 0 0 0 0 1 1 1 1 0 0 1 0 0 0 1 0

1 1 1 1 1 1 1 1 0 0 0 1 0 1 0 0 1 0 0 0 1 1 1 1

BCC decode 
(shorter Hamming distance)

Error < 1/2

Figure 22: An example of the BCC decoding with comple-

mentary codewords at 1/2 coding rate.

For a higher coding rate, the codeword is generated by

puncturing the codeword generated by the basic coding rate.

Fig. 23 provides an example of how the puncturing is con-

ducted with a 3/4 coding rate while processing the same
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sequence in Fig. 22. So the proof still holds, but only for the

depunctured sequence. Therefore, to reduce the number of

mismatches, we should choose the highest coding rate of 5/6.

Encode

0 0 0 0 0 0 0 1 1 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0

0 0 0 0 1 0 0 1 1 0 0 0 0 1 0 1 1 1 0 0 0 0 0 0
0 0 0 X X 0 1 0 0 X X 1 1 0 0 X X 0 0 1 0 X X 1 1 1 0 X X 0 0 0 0 X X 0

0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 1 1 0 0 1 1 0 0 1 1 1 0 0 1 0 0 0 0 1 1 0
0 0 0 0 0 1 1 1 1 0 0 1 1 1 0 0

Depuncture
Decode

Puncture

Figure 23: An example of the BCC decoding and regenera-

tion at 3/4 coding rate.

In the previous proof, we only explained the BCC decod-

ing with a hard decision and optimal maximum likelihood

decoding. In practice, the error number might vary when con-

sidering the soft decision and imperfect maximum-likelihood

decoder implementation. But the variation will not diverge

the claim.

Data bits Parity bits Data bits Parity bits Data bits Parity bits

Variable 
nodes

Check nodes

Data inputs Parity inputs

Figure 24: Bit sequence slicing of LDPC coding and an exam-

ple connection between data bits and parity bits corresponding

to one parity-check matrix.

A.2 LDPC
As illustrated in Fig. 24, an LDPC-coded bit sequence is orga-

nized into blocks. Each block consists of data bits and parity

bits. A predefined parity-check matrix characterizes the con-

nection between variable nodes and check nodes. For LDPC

decoding, belief propagation decoders based on the message-

passing algorithm are widely adopted. For a soft decision

decoder, the inputs of the variable nodes are log-likelihood

of the corresponding bits instead of quantized bits. The de-

coder iteratively updates the log-likelihood of the variable

nodes and check nodes based on the inputs and the previous

status of the nodes by using the sum-product or min-sum al-

gorithm. After iteratively repeating the log-likelihood update,

whether the data or parity bits should be flipped will be de-

termined by the final bit log-likelihood of the variable nodes.

The bit-flip of the variable nodes happens when the sum of

the log-likelihood from the connected check nodes is larger

than the input, which in exchange requires that the inputs

have a predefined relation corresponding to the parity-check

matrix.

Specific to the SlimWiFi asymmetric demodulation, the

bit-flip ratio will be extremely low. This is mainly because

the inputs are from the OOK signal which does not have the

aforementioned relation. Under such conditions, the LDPC
decoder is ineffective when decoding, and thus an extremely

limited number of the demodulated bits will be falsely “cor-

rected”. A theoretical proof of this conclusion can be found

in [51]. Therefore, the data bits part of the regenerated bit

sequence will be nearly the same as that of the demodulated

bit sequence.

0 0 1 1 1 0 1 0 0 0 1 1 1 0 0 1 0 0 0 1 0 1 0 1 1 1 0 1 1 0 1 0 0 1 0 0

Data bits Parity bitsCorrect Error

LDPC encode

Belief propagation

0 0 1 1 1 0 1 0 0 0 1 1 1 0 0 1 0 0 0 1 0 1 0 1 1 1 0 1 1 0
0 0 1 1 1 0 1 0 0 0 1 1 1 0 0 1 0 0 0 1 0 1 0 1 1 1 0 1 1 0 0 0 1 0 1 0

0 0 1 1 1 0 1 0 0 0 1 1 1 0 0 1 0 0 0 1 0 1 0 1 1 1 0 1 1 0 1 0 0 1 0 0

0

Remove parity

Figure 25: An example of LDPC decoding procedure and the

regenerated bit sequence at 5/6 coding rate.

One thing to note is that even though the parity bits part

will not be falsely corrected by the decoder, they will be re-

moved after decoding. Since the original data bits do not have

a high correlation with the parity bits, the parity bits part of

the regenerate bits are not related to that of the demodulated

bits. Thus the parity bits part should be treated as unreliable

after the regeneration. Then, all bit errors introduced by de-

coding will be on the parity bits part as illustrated in Fig. 25.

Therefore, it is preferable for SlimWiFi to reduce the ratio of

parity bits which requires a higher coding rate.
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ABSTRACT

Advances in wireless technologies have transformed wireless
networks from a pure communication medium to a perva-
sive sensing platform, enabling many sensorless and con-
tactless applications. After years of effort, wireless sensing
approaches centering around conventional signal processing
are approaching their limits, and meanwhile, deep learning-
based methods become increasingly popular and have seen
remarkable progress. In this paper, we explore an unseen
opportunity to push the limit of wireless sensing by jointly
employing learning-based spectrogram generation and spec-
trogram learning. To this end, we present SLNet, a new
deep wireless sensing architecture with spectrogram anal-
ysis and deep learning co-design. SLNet employs neural
networks to generate super-resolution spectrogram, which
overcomes the limitation of the time-frequency uncertainty.
It then utilizes a novel polarized convolutional network that
modulates the phase of the spectrograms for learning both
local and global features. Experiments with four applications,
i.e., gesture recognition, human identification, fall detection,
and breathing estimation, show that SLNet achieves the
highest accuracy with the smallest model and lowest com-
putation among the state-of-the-art models. We believe the
techniques in SLNet can be widely applied to fields beyond
WiFi sensing.

1 INTRODUCTION

We are entering the era of Artificial Intelligence of Things
(AIoT) where trillions of devices are pervasively connected
and, more importantly, equipped with advanced sensing in-
telligence. They can sense the physical space and gain aware-
ness of contexts such as locations, activities, motion, vital
signs, etc. With advances in wireless sensing, all these could
be achieved using pervasive wireless infrastructure, without
dedicated sensors, wearables, or cameras. As promising as it
is, existing wireless sensing is approaching its limits using
conventional signal processing methods and faces perfor-
mance bottlenecks in distinguishing task-relevant features

∗Zheng Yang is the corresponding author and Yi Zhang is the first student

author.

from entangled irrelevant features in signals.
With its remarkable success in numerous fields, deep learn-

ing has become increasingly popular, and also seemingly
effective, for wireless sensing, promising the next break-
through for practical wireless sensing systems for AIoT. Most
of the prior works perform conventional signal processing
(e.g., frequency transformation) in tandem with deep neural
networks, such as convolutional neural networks, which are
mainly designed for visual data like images and videos. RF
data, most commonly Channel State Information (CSI) data,
however, fundamentally differs from visual data in multiple
unique aspects: 1) Non-visual1: RF data contains physical
and geometric connotations in time, space, and frequency
domains that are not visually intelligible; 2) Complex: RF
data is complex-valued with both amplitude and phase infor-
mation; 3) High-dimensional: While visual data are mostly
2D or 3D, RF data comes with multiple dimensions of time,
subcarriers, antennas, and/or transceivers. In addition, it
is generally more difficult to build a large RF dataset for
training than in the computer vision field, both because that
RF data collection is cumbersome as it depends on many
environmental factors and that RF data cannot be labeled
offline since they are not visually intelligible to human eyes.
There exists a gap between prior neural networks and the
distinct RF data, rendering existing deep wireless sensing
systems suboptimal in performance yet over-complicated
in model complexity. While there are also other non-visual,
complex, and/or high-dimensional data like speech [28, 50],
the unique characteristics of RF sensing call for a separate
design to push the limit of deep wireless sensing.
We present SLNet, a novel neural network architecture

with a spectrogram analysis-deep learning co-design for RF
data. Rather than performing spectrogram analysis sepa-
rately from deep learning, SLNet couples them tightly based
on an in-depth understanding of their respective limitations
in processing RF data. By doing so, SLNet significantly
boosts the effectiveness and efficiency of deep wireless sens-
ing. It consists of three major modules:
Learning-Assisted Spectrogram Enhancement: Many

1RF data can certainly be visualized in many ways. However, we argue that

RF data itself is not visually intelligible like images to humans.
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wireless sensing approaches, either model-driven or data-
driven, employ the Fast Fourier Transform (FFT) on a time
series of RF data to obtain time-frequency spectrograms of
human activities. FFT suffers from errors due to an effect
known as leakage, when the block of data is not periodic (the
most common case in practice), which results in a smeared
spectrum of the original signal and further leads to mislead-
ing data representation for learning-based sensing: First, the
side lobes łpollutež the spectrograms as they are not from
actual human motions but simply the results of spectral
leakage. Second, human activities typically contain multiple
frequency responses that may be severely affected by the
leakage, leading to a łblurredž spectrogram with mixed lobes.
Classical approaches reduce leakage by windowing, which
cannot eliminate leakage entirely. In effect, they only change
the shape of the leakage with different windowing func-
tions to achieve a trade-off between temporal and frequency
resolutions. Differently, utilizing learning-based methods
promises to push the boundaries beyond classical limitations
and, in turn, provide high-fidelity spectrograms for further
learning tasks. SLNet introduces a spectrogram enhance-
ment network (ğ3.1) to learn the best function to minimize
or nearly eliminate the leakage, thereby outputting an un-
paralleled spectrum with high accuracy.
Multi-Resolution Spectrogram Fusion: The frequency
resolution of FFT depends on its window size, i.e., the length
of the input data block. Using a larger window promises

higher resolution, but only generates a more accurate spec-
trum when the underlying frequency is quasi-static within
thewindow. In contrast, applying a shorter window improves
the responsiveness to fast-changing frequencies, but immedi-
ately loses high resolution. Therefore, instead of balancing be-
tween conflicting goals of resolution and responsiveness by
finding a fixed window length, SLNet employs multiple win-
dows jointly and generates a hologram of multi-resolution
spectrograms, which then serves as multi-channel inputs
that a neural network can adaptively learn from (ğ3.2).
Polarized Convolutional Network: The hologram is like
an image by format, with each spectrogram serving as a
łcolorž channel. Thus it is straightforward to employ convo-
lutional neural networks (CNN) to extract underlying fea-
tures from it. Invented for visual data, CNN mainly learns
local features irrespective of global locations of objects in
an image, allowing images to be shifted. Unfortunately, the
locality property makes CNN inappropriate for spectrogram
learning, as the global locations, i.e., frequencies, are corre-
lated with the physical properties of a person’s activities,
which is not shift-invariant. To preserve global discrimina-
tion, we propose a Polarized Convolutional Network (PCN,
ğ3.3). First, we polarize the spectrograms via specially mod-
ulated phase information, making them locally unaltered
while globally differentiated. Then we design a special con-
volutional operator to extract features from the polarized and
thus complex-valued spectrogram. Compared to CNN, PCN
preserves the local features and the global discrimination
simultaneously and thus boosts the learning performance.
Based on this, we further adopt a compression network for
feature deduction and build a task-adaptive network that
can be flexibly customized for different sensing tasks.

We implement SLNet on commodity off-the-shelf (COTS)
WiFi devices and evaluate its performance for four human-
centered sensing applications, i.e., gesture recognition, gait-
based person identification, fall detection, and breathing rate
estimation. Extensive experiments are conducted in four
typical indoor environments including a classroom, a hall,
an apartment, and an office. Our results show that SLNet
achieves 96.6% accuracy on gesture recognition, 98.9% ac-
curacy on gait identification, 99.8%/97.2% precision/recall
for fall detection, and an average error of 2.4 BPM for multi-
person breath estimation. Experimental comparisons with
over 10 state-of-the-art deep learning models demonstrate
that SLNet achieves the highest accuracy with the fewest
model parameters and computation operations, as illustrated
in Fig. 1, making it more practical and preferable for edge
devices (e.g., home routers).
Contributions: SLNet presents a spectrogram analysis-
deep learning co-design network distinctively customized for
deep wireless sensing on the time series of high-dimensional,
complex-valued RF data. We envision that SLNet inspires
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tailored deep-learning architectures that are generalizable
to multiple tasks and environments of wireless sensing. Fur-
ther, we believe the techniques introduced in SLNet, includ-
ing SEN and PCN, are applicable to many fields involving
timeśfrequency signal analysis and spectrogram learning.
SLNet is open-sourced here [41].

2 PRIMER

2.1 Preprocessing of RF Data

CSI reflects the channel through which wireless signals prop-
agate. When a person performs an activity, his or her impact
on the channel is encoded in CSI, and the activity can thus
be inferred from the CSI. Suppose that the person creates 𝐿
propagation paths between the transmitter and the receiver,
the measured CSI is [36]:

𝐻 (𝑡) =𝐻𝑠 +

𝐿∑

𝑙=1

𝛼𝑙 (𝑡)𝑒
𝑗2𝜋

∫
𝑡

−∞
𝑓𝐷𝑙

(𝑢)du + 𝑛(𝑡), (1)

where 𝛼𝑙 , 𝑓𝐷𝑙
are the complex attenuation and Doppler fre-

quency shift of the signal of the 𝑙-th path, 𝐻𝑠 is the static
part of the channel between the transmitter and the receiver,
and 𝑛 is the additive Gaussian noise.

To recognize the activity of the person, the raw temporal
CSI signals are usually transformed into spectrograms via
Short-Time Fourier Transform (STFT):

𝑆 (𝑓 , 𝑡) =STFT[𝐻 (𝑡)] =FFT[𝜛] ∗

𝐿∑

𝑙=1

𝛼𝑙 (𝑡)𝛿 (𝑓 − 𝑓𝐷𝑙
)+𝑁 (𝑓 , 𝑡),

(2)
where 𝜛 represents the windowing function in the time do-
main, ∗ the convolution operation, and 𝛿 the impulse func-
tion. 𝑁 is the frequency response of the Gaussian noise. In

Eq. 2,
∑𝐿

𝑙=1 𝛼𝑙 (𝑡)𝛿 (𝑓 − 𝑓𝐷𝑙
) reflects the activity of the person.

However, it is distorted by the windowing effect of FFT[𝜛]
and the noise𝑁 . As a result, the data fidelity of a spectrogram
in representing a person’s activity is impaired. To remove
these negative effects in the spectrogram and make the fre-
quency components of interest prominent, a spectrogram
enhancement network is developed in SLNet.
Hereafter, we refer to the 2-D output of STFT as spectro-

gram and the 1-D output of FFT as spectrum.

2.2 Complex-Valued Neural Network

The neural network acts as one of the most powerful tools
in solving various cognitive problems, such as image clas-
sification [24], speech enhancement [16], and text transla-
tion [31]. A neural network consists of layers of neurons that
generate responses according to their inputs. As shown in
Fig. 2a, a neuron calculates the sum of the input x weighted
with parameters w and the bias and applies a nonlinear ac-
tivation function 𝜎 (e.g., tanh) to generate the output 𝑥 ′,

(a)

Real Imag

(b)

Figure 2: Comparison between (a) real-valued and (b)

complex-valued neurons.

i.e., 𝑥 ′
=𝜎 (

∑
wx + 𝑏). Recently, neural networks have been

used for applications of wireless sensing, such as activity
classification [22], gait identification [91], and gesture recog-
nition [90]. However, the phase information of CSI is less
exploited or even abandoned in the existing approaches. Ac-
cording to Eq. 1, the CSI phase also encodes important infor-
mation related to the person’s activity, which, once exploited,
can benefit the recognition process. Thus, instead of using a
real-valued neural network, SLNet devises a complex-valued
neural network, whose neuron processes complex values
and fits the complex-valued spectrogram of CSI. As shown
in Fig. 2b, a complex-valued neuron consists of two real-
valued neurons, which process the real and imaginary parts
of the input, respectively. Specifically, suppose the input is
z=x+𝑖y, the weight isw=w1+𝑖w2, and the bias is b=b1+𝑖b2,
then the output of the complex neuron is 𝑧 ′=𝑥 ′ + 𝑖𝑦 ′, where
𝑥 ′

=𝜎 (Re(
∑
wz + 𝑏)) and 𝑦 ′

=𝜎 (Im(
∑
wz + 𝑏)).

3 SLNET ARCHITECTURE

SLNet is designed as a customized spectrogram learning
framework assisted with deep learning for RF data appli-
cations. It identifies the limitations of the standard signal
processing methods for wireless signals and employs specif-
ically designed deep learning modules to overcome them.
Fig. 3 shows the workflow of SLNet, which consists of four
parts. First, the spectrogram enhancement network (SEN) takes
as input a spectrogram transformed from wireless signals
via STFT, removes the spectral leakage in the spectrogram,
and recovers the underlying actual frequency components.
Second, the Fusion module combines SEN-enhanced spectro-
grams with various temporal and frequency resolutions to
form a hologram of spectrograms. To coherently combine
all spectrograms, SLNet modulates them with linear phases,
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Figure 4: Illustration of spectral leakage. (a) The ideal

frequency spectrum with discrete frequency compo-

nents. (b) Themeasured frequency spectrum obtained

via FFT. (c) The frequency components recovered via

least mean square regression. (d) The frequency com-

ponents recovered from SLNet’s SEN.

and the result is termed a polarized hologram. Third, the
polarized convolutional network (PCN) module processes the
hologram to obtain feature maps with general representa-
tivity. Finally, we adopt a compression network for feature
deduction and build a task-adaptive network (TAN), which
can be flexibly adapted for different sensing tasks.

3.1 Spectrogram Enhancement Network

Standard signal processing transforms temporal CSI signals
to a time-frequency spectrogram via STFT. A certain STFT
operator truncates the time series of signals using a slid-

ing window with a fixed length. However, the truncation
results in the windowing effect, which convolves the ideal
frequency spectrum with a sinc function and creates spectral
leakage in the frequency domain. Some classical windowing
functions (like Hamming or Gaussian window [13]) can be
multiplied with the truncated signal to mitigate the spectral
leakage, but none of them completely removes the leakage.
Fig. 4a illustrates an ideal frequency spectrum with two fre-
quency components at 15 and 30 Hz. As shown in Fig. 4b, the
estimated frequency spectrum obtained via STFT and Gauss-
ian window has significant spectral leakage and additive
Gaussian noise. Formally, suppose the ideal and estimated
frequency spectrums are s and ŝ respectively. We have:

ŝ=As + n, (3)

where n represents the additive Gaussian noise vector and A
is the convolution matrix of the windowing function in the
frequency domain. Based on Eq. 2, the 𝑖-th column of A is:

A(:,i) =FFT(𝜛) ∗ 𝛿 (𝑖). (4)

The spectral leakage significantly distorts the frequency
spectrum, producing unwanted side lobes and inaccurate fre-
quencies and amplitudes. For example, when two frequency
components are close to each other, their spectral leakage
interacts, and the weaker component becomes less promi-
nent, as shown in Fig. 4b. Such spectral leakage is caused
by the truncation of the STFT operation and is not relevant
to the sensing targets, and is essential to be removed before
applying the frequency spectrum to sensing tasks.
Given the relation between the ideal and estimated spec-

trum as in Eq. 3, it is straightforward to recover the ideal
spectrum via the least mean square (LMS) regression:

s= argmins | |ŝ − As| |2. (5)

However, the LMS regression tends to output suboptimal

1224    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



SLNet NSDI, 2023

Data Synthesis

Model Training

Frequency

A
m

p
litu

d
e

Frequency

A
m

p
litu

d
e

Frequency

A
m

p
litu

d
e

Frequency

A
m

p
litu

d
e

Leaked 

Spectrum

Frequency

A
m

p
litu

d
e

Leaked 

Spectrum

Measured 

Spectrum

Measured 

Spectrum

Frequency

A
m

p
litu

d
e

Frequency

A
m

p
litu

d
e

Frequency

A
m

p
litu

d
e

Measured 

Spectrum

Frequency

A
m

p
litu

d
e

Measured 

Spectrum

Frequency

A
m

p
litu

d
e

Windowing

Enhanced 

Spectrum

Enhanced 

Spectrum

Frequency

A
m

p
litu

d
e

Frequency

A
m

p
litu

d
e

Frequency

A
m

p
litu

d
e

Enhanced 

Spectrum

Frequency

A
m

p
litu

d
e

Enhanced 

Spectrum

Frequency

A
m

p
litu

d
e

Enhanced 

Spectrum

Frequency

A
m

p
litu

d
e

C
o

m
p

le
x
 F

C

ta
n

h

x4
SEN

C
o

m
p

le
x
 F

C

ta
n

h

C
o

m
p

le
x
 F

C

ta
n

h

x4
SEN

C
o

m
p

le
x
 F

C

ta
n

h

C
o

m
p

le
x
 F

C

ta
n

h

x4
SEN

C
o

m
p

le
x
 F

C

ta
n

h

Ideal

Spectrum

Ideal

Spectrum

Frequency

A
m

p
litu

d
e

Frequency

A
m

p
litu

d
e

Frequency

A
m

p
litu

d
e

Ideal

Spectrum

Frequency

A
m

p
litu

d
e

Ideal

Spectrum

Frequency

A
m

p
litu

d
e

Ideal

Spectrum

Frequency

A
m

p
litu

d
e

Figure 5: Data synthesis and training process of SEN.

solutions with inaccurate side peaks, as shown in Fig. 4c,
due to the existence of Gaussian noises. In contrast, the ideal
frequency spectrum of CSI signals tends to be sparse, due to
the sparsity of moving objects exposed in the wireless chan-
nel [90]. By adding the 𝑙0-norm regularization, the recovered
spectrum is closer to the ideal spectrum. However, the 𝑙0-
norm regularization makes the computational complexity of
the problem exponential to the dimension of the frequency
spectrum s [6], which is thus intractable. Besides, the sparse
Fourier transform that aims to solve this issue also suffers
from high complexity [14].

To efficiently recover the ideal spectrum, we resort to the
neural network. Compared with the optimization methods,
the learning-based method offloads the computation efforts
to the training phase and enables efficient linear computation
in the testing phase. In addition, the neural network can
regress arbitrary functions and is resistant to noises thanks
to its continuity in the hidden space. To achieve it, we develop
the dedicated network SEN. As shown in Fig. 5, the SEN takes
as input the measured complex-valued frequency spectrum
and outputs the recovered spectrum. The SEN consists of four
complex-valued fully connected layers with the hyperbolic
tangent activation function.

To train the SEN, the training dataset has to embrace the
complexity of the frequency spectrum, which is extremely
high due to the wide amplitude and phase range of wire-
less signals and random channel noises. For example, the
frequency of interest for human-centered sensing is within
[−60, 60] Hz and usually, at most five frequency compo-
nents can be observed for major reflections from the hu-
man body [55]. That is, after normalizing the signal ampli-
tude, a spectrogram can consist of 1 to 5 frequency com-
ponents, whose amplitudes, phases, and frequencies are in
[0, 1], [0, 2𝜋], [−60, 60] Hz, respectively. As collecting data
with labeled ground truth from real scenarios is challenging,

we instead synthesize the training data, which turns out to
be sufficiently effective. As shown in the upper part of Fig. 5,
we randomly generate ideal spectrums with 1 to 5 frequency
components, whose amplitudes, phases, and frequencies are
uniformly drawn from their ranges of interest.
Then, the ideal spectrum is converted to the leaked spec-

trum following the process in Eq. 3 to simulate the win-
dowing effect and random complex noises. The amplitude
of the noise follows a Gaussian distribution, and its phase
follows a uniform distribution in [0, 2𝜋]. The SEN takes the
leaked spectrum as input and outputs the enhanced spec-
trum close to the ideal one. Thus, we minimize the 𝐿2 loss
𝐿SEN = | |SEN(ŝ) − s| |2 during training. During inference, the
spectrums measured from real-world scenarios are normal-
ized to [0, 1] and fed into the SEN to obtain the enhanced
spectrum for further processing. Fig. 6 shows an example
of the spectrogram when a person performs a gesture. As
is shown, the frequency components caused by the pushing
and pulling gesture are clearly recovered by the SEN.

3.2 Multi-Resolution Spectrogram Fusion

The SEN refines the frequency spectrum of the CSI signals
by recovering its underlying frequency components. Thus, it
assumes that the frequency components remain quasi-static
during the sliding window where the frequency spectrum is
generated. However, the Doppler frequency shifts induced
by human activities keep changing, which may violate this
assumption. For example, in the fall detection scenario, the
speed of the human body changes between 0 m/s and 5
m/s, creating significant variations in signal frequencies. To
illustrate its impact on SEN, we use an example of two com-
ponents with changing frequencies, as shown in Fig. 7a. The
measured spectrogram with a sliding window of 251 ms is
shown in Fig. 7b and the refined spectrogram from SEN in
Fig. 7c. While SEN correctly distinguishes the two compo-
nents in the first half of the spectrogram, it fails to recover
them clearly in the second half, due to the rapidly changing
frequencies of the components.
One straightforward solution is to use a shorter sliding

window, during which the rapidly changing frequencies can
be approximately viewed as quasi-static. However, using a
shorter sliding window reduces the frequency resolution,
which limits the ability of the SEN to remove the spectral
leakage of the two close frequency components. Fig. 7d
shows the output of the SEN using a sliding window of
125 ms. With a shorter sliding window, the SEN recovers the
second half of the spectrogram with fast-changing frequen-
cies. However, it does not separate well the close frequency
components in the first half of the spectrogram, due to the
coarse frequency resolution of the short sliding window.

To overcome the limitation of the temporal and frequency
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Figure 6: Illustration of the spectrogram of a push-

ing and pulling gesture. (a) Themeasured spectrogram

and (b) the enhanced spectrogram from SEN.
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Figure 7: Illustrations of SEN-enhanced spectrograms.

(a) The ideal spectrogram with two frequency compo-

nents. (b) The measured spectrogram from STFT with

a sliding window size of 251 ms. (c) The enhanced

spectrogram with a window size of 251ms. (d) The en-

hanced spectrogram with a window size of 125 ms.

resolutions of the spectrogram, instead of using a fixed slid-
ing window, SLNet employs a bank of sliding windows with
different lengths (similar to [73]). For each sliding window,
the corresponding spectrogram is processed via the SEN that
is pre-trained with the synthesis spectrograms with the same
window length. All SEN-enhanced spectrograms are then
concatenated as multiple channels to form a hologram of
spectrograms. As each spectrogram encodes useful informa-
tion for a certain range of temporal and frequency resolu-
tions, we further resort to the neural network to adaptively
combine all the spectrograms.

3.3 Task-Adaptive Network

SLNet employs the Task-Adaptive Network to further adapt
the hologram of enhanced spectrograms to various sensing
tasks, such as gesture recognition, gait identification, and
fall detection. As shown in Fig. 3, the TAN consists of two
modules, the PCN module that captures high-level feature
maps of the hologram and the compression module that

reduces feature dimension for specific tasks.
Polarized Convolutional Network. A hologram can be

treated as an image where each spectrogram spanning in
2-D time and frequency dimension is as one of its łcolorž
channels, and, by doing so, a CNN [15, 24] can be applied to
extract the underlying features of the hologram. However,
the solution is not optimal, as explained below.

Each neuron in CNN only takes a local field of the input to
generate the output. All the neurons in each layer share the
same weights to ensure that the local features are preserved
irrespective of their global locations. As a result, CNN is
particularly tailored for visual data since it focuses on local
dependencies and is invariant to global shifts of objects in
images. This shift-invariant property makes CNN inappro-
priate for spectrogram processing, as the global locations,
i.e., frequencies, of the frequency components are correlated
with the physical properties of the person’s activities. In an-
other word, a shift along the frequency dimension means a
change in the moving status of the person, which is highly
possible due to a different activity. Besides, the local pat-
terns of the spectrogram capture the instant motion status
of the target, which is still needed for sensing tasks. Hence,
it is necessary to develop a new model that simultaneously
preserves local dependency and global discrimination.

We propose to modulate the spectrograms with phase in-
formation, which is discarded in existing wireless sensing
models, to explicitly encode global locations in the spectro-
gram while retaining its local correlations. Specifically, it is
expected that the adjacent frequency components have simi-
lar phases while the distant ones have discriminative phases.
Thus, we modulate the spectrogram with phases that vary
linearly along the frequency dimension, i.e., the modulated
phase of the 𝑖-th frequency bin is:

𝜙𝑖 = 𝑖
𝜙ℎ − 𝜙𝑙

𝑀
+ 𝜙𝑙 , (6)

where 𝜙ℎ and 𝜙𝑙 are the phases modulated to the lowest and
highest frequency bins, and 𝑀 is the number of total fre-
quency bins. As a result, global discrimination is introduced
along the frequency dimension while the shift-invariant
property is preserved along the time dimension. Note that
we apply the proposed polarized phase modulation, rather
than incorporating the original phase information because
the raw phase contains significant errors due to carrier fre-
quency offsets and timing offsets, etc. [37, 57].
The frequency components modulated with phases can

be viewed as polarized in a 2-D complex plane. To process
the polarized spectrograms, we propose the PCN network.
PCN consists of two pairs of convolutional layers and max-
pooling layers, which are responsible for higher-level fea-
ture extraction and dimension reduction, respectively. As
shown in Fig. 8a, the polarized hologram is applied with
a convolutional layer to extract local features followed by
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Figure 8: The (a) structure and (b) convolutional oper-

ations of the Polarized Convolutional Network.

a max-pooling layer to reduce the feature dimension. The
elements within each kernel are locally clustered, while the
elements within different kernels are globally polarized to
have better global discrimination benefiting from the linear
phase introduced. In practice, several convolutional layers
can be cascaded to obtain higher-level features of the input
spectrograms. The input channel represents the number of
fused spectrograms in the hologram or the number of out-
put channels in the previous convolutional layer. For each
convolutional layer, Fig. 8b illustrates the convolutional op-
erations in complex domain. The real-valued kernels are
convolved with the real and imaginary parts of the spectro-
grams separately and combined with a bias to get the final
complex-valued output. The max-pooling layer downsam-
ples the features with the maximum amplitude and outputs
the complex-valued features.
Featuremap compression. SLNet further adopts a com-

pression network to reduce the high dimensions of the fea-
ture maps generated by the PCN and obtains a condensed
representation of features for specific tasks. The compression
network consists of a complex-valued fully connected (FC)
layer with the 𝑡𝑎𝑛ℎ activation function and a real-valued
FC layer with the 𝑅𝑒𝐿𝑈 activation function. To connect two

FC layers, SLNet calculates the absolute value of the out-
put from the complex-valued FC layer and inputs it to the
real-valued FC layer. The output features can be further fed
into additional FC layers customized for different tasks. For
example, an FC layer with 𝑁 output units followed by a
softmax activation function can be used for a gesture classifi-
cation task with 𝑁 gestures, while an FC layer with 1 output
unit followed by a sigmoid layer can be used to predict the
likelihood of human fall for the fall detection task.
We employ the pre-trained SENs to obtain the enhanced

spectrograms and feed them into the TAN for training. The𝐿2
loss between the output of the TAN and the ground-truth la-
bel is minimized, and the RMSprop optimizer is used. During
inference, SLNet takes as input the measured CSI spectro-
grams and outputs the prediction result.

4 IMPLEMENTATION & EXPERIMENTS

4.1 Implementation

Hardware. SLNet collects CSI measurements from com-
modity Intel 5300 WiFi Network Interface Cards (NICs)
equipped on off-the-shelf mini-computers. The three an-
tennas of the NIC are separated apart by half of the signal
wavelength, i.e., 2.85 cm. The operating system of the mini-
computer is Ubuntu 10.04 with Linux CSI Tool [12] installed
to log CSI readings. The NIC is set to operate on channel 165
with a center frequency of 5.825 GHz. We set all the receivers
to work on monitoring mode and inject the transmitter to
broadcast at a rate of 1,000 packets per second. All the de-
vices are connected to a router and remotely controlled. We
employ a workstation equipped with an NVIDIA GeForce
2080Ti GPU to host the DNN model.
Software.We implement SLNetmainly for benchmark anal-
ysis. The data2 is collected with a Linux shell script, and
CSI measurements are preprocessed [36] with Matlab. The
dataset [70] and code [69] is available to public. Instructions
to use this dataset can be found in our released tutorial [68].
The PyTorch [34] library is adopted to implement the cus-
tom complex-valued neurons. Raw CSI is preprocessed in
a similar way as in [90]. The SEN module is trained offline
with randomly generated spectrums. A total of 5,000 epochs
is used to train the SEN models, each of which contains 100
batches × 128 instances of generated spectrums. We pre-
train an SEN for each resolution of the spectrogram. Three
resolutions are used with window sizes of 125 ms, 251 ms,
and 501 ms, respectively. The TAN is trained by the data
measured from real deployment scenarios and enhanced by
the pre-trained SEN. All the models are trained with Adam
optimizer at a learning rate of 0.001. Batch normalization and
dropout techniques are applied during training. In practice,
the model can be trained offline, except for the use case of

2All experiments that involve humans satisfy our IRB requirements.
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Figure 9: Experimental settings established in SLNet. (a) Classroom for gesture recognition. (b) Hall for gait iden-

tification. (c) Apartment for fall detection. (d) Office for breath estimation.

gait recognition where a user needs to register himself first.

4.2 Experiments

We evaluate SLNet in four WiFi sensing applications, includ-
ing gesture recognition, gait identification, fall detection,
and breath estimation. We mainly focus on WiFi CSI sensing
in this paper and leave it for the future to explore SLNet’s
potential for other modalities like acoustic sensing.
Gesture recognition. Device-free gesture recognition [2,
90] is one of the core enablers for human-computer interac-
tion. To evaluate the performance of SLNet for gesture recog-
nition, we conduct experiments in a classroom (sketched
in Fig. 9a). One WiFi transmitter and six receivers are placed
at a height of 110 cm to capture the motion of human arms.
The users are asked to stand at the five marked positions
and face the second, third, or fourth quadrant. Eight users
(6 males and 2 females) participate in this experiment, with
heights varying from 155 cm to 185 cm and ages from 22
to 28. They perform 16 gestures, including 6 sign gestures
(push and pull, sweep, clap, slide, draw a circle, and draw
zigzag), and 10 input gestures (draw digits 0 to 9). We collect
a total of 6,000 data samples (8 people × 6 gestures × 125
instances) for the sign gestures and 5,000 samples (2 people
× 10 gestures × 250 instances) for the input gestures. The
sign gestures are used in ğ5.1, and the input gestures are
used in the other evaluations. We use the ratio between the
number of correctly recognized gestures and the number of
all samples as metrics.
Gait identification. Gait has been exploited [18, 64] for hu-
man identification. To evaluate the performance of SLNet
for gait identification, we conduct experiments in a hall
(sketched in Fig. 9b). The devices are placed similarly to
that in the gesture experiment. The users are asked to walk
freely across the center of the area with eight directions sepa-
rating 45 degrees apart. Eleven users (7 males and 4 females)
participate in this experiment, and their heights vary from
155 cm to 183 cm, and their ages vary from 20 to 26. We
collect a total of 3,600 data samples, among which 2,800 sam-
ples (7 people × 8 directions × 50 instances) are from 7 users,
and 800 samples (4 people × 8 directions × 25 instances) are

Motion Types Sub variations

Fall

sit-then-fall, lose-balance,
kneel-then-fall, trip
walk-then-fall, slip

forward, backward,
lateral, on-position

Normal
walk, sit-down/stand-up, run, bend-and-pickup,
squat, dance, open/close door, open/close fanner

Table 1: Fall and normal activities in SLNet

from the other 4 users. We use the ratio between the number
of correctly identified gait samples and the number of all
samples as metrics.
Fall detection. Fall is a major cause of impairment among
senior citizens, and some works [33, 52] have tried to de-
tect falls with wireless signals. To evaluate the performance
of SLNet for fall detection, we conduct experiments in an
apartment (sketched in Fig. 9c). A pair of WiFi devices are
placed at the height of 135 cm and 40 cm, respectively, in the
living room and the balcony at a distance of 4.5 m. We recruit
a voluntary family with 5 members (two males and three
females with heights varying from 160 cm to 181 cm and
ages varying from 20 to 50). The observed fall and normal
activities are described in Tab. 1. When collecting fall data,
we require the users to wear protective gear, and the floor is
covered with foam. Additionally, we augment the dataset by
leveraging a manikin [25] to fall. In total, we collect 2,000
normal instances and 556 fall instances, among which 300
falls are from the manikin, and 256 are from the five users.
We use precision and recall as metrics [45].
Breath estimation. Breath rate [67, 78, 83] is an important
vital sign that can indicate the condition of physical health.
To evaluate the performance of SLNet for breath estimation,
we conduct experiments in an office (sketched in Fig. 9d).
A pair of WiFi devices are placed at a height of 1 meter to
capture the signal reflection from seated participants in the
discussion zone. We recruit three participants with heights
varying from 172 cm to 185 cm and ages varying from 22 to
26. For each experiment, two of the participants sit in the
chairs and breathe naturally. We collect a total of 19 groups
of data with a duration of approximately 44 minutes. We use
the Breath Per Minute (BPM) error between the estimated
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respiration rate and the ground truth as metrics.
We first conduct experiments on all tasks to demonstrate

the generality for multiple tasks. Then we carry out ablation
and parameter study with gesture recognition as the example
task due to the space limit. Unless otherwise stated, the
results below are obtained on a 10-fold validation basis where
we randomly split the datasets into training and testing parts.

5 EVALUATION

5.1 Comparison Study

5.1.1 Comparison between learning models. To validate
the effectiveness of the whole SLNet for wireless sensing,
we compare it with 12 typical neural models used in differ-
ent modalities, including WiFi sensing, FMCW-radar sens-
ing, acoustic sensing, computer vision, and other tasks that
leverage Complex-Valued Neural Networks (CVNNs). It is
worth noting that the implementations of these networks
differ slightly from those in the cited works. As the networks
presented in those citations are designed for tasks beyond
WiFi sensing, we borrow the backbone architectures and cus-
tomize them for our own tasks and datasets. The comparison
is performed with multiple metrics in terms of model com-
plexity and recognition performance. For model complexity,
we evaluate the number of parameters of the models, which
is perceived as an effective estimate of the memory require-
ments and training overhead. For recognition performance,
the metrics are discussed in ğ4.2.
WiFi (4 baselinemodels):We compare a hybrid CNN-RNN
model similar to [23, 90] with three convolutional layers,
a GRU layer, and four FC layers; an adversarial model [8,
22] with three convolutional layers as the feature extractor,
two FC layers as the activity recognizer, and two FC layers
as domain discriminator; an encoder-decoder model with
ten FC layers as in [39, 79]; and the time-frequency feature
learning model introduced in STFNet [73].
FMCW (2 baseline models): Similar to [87], we design an
adversarial model with three convolutional layers and a GRU
layer as the feature extractor, two FC layers as the activity
recognizer, and two FC layers as the domain discriminator.
We further compare a CNN model with three convolutional
layers and four FC layers as in [84, 86]. The model is applied
to the real and imaginary parts of complex-valued features
separately.
Acoustic (1 baseline model): We compare an RNN model
with a GRU layer and six FC layers as in [30].
Vision (3 baseline models): We compare three base-
line models including VGG-11 [40], resnet-18 [15], and
densenet [20]. The input and output layers are reshaped to
accommodate our tasks.
CVNN (2 baseline models):We compare two CVNN net-
works that are not originally designed for wireless sensing

Modality Ref. Gesture Gait Fall1 Para2

WiFi
[23, 90] 90.6% 95.1% 92.8%, 96.3% 1.07M
[8, 22] 89.0% 96.6% 96.4%, 84.3% 2.72M
[39, 79] 84.3% 83.3% 96.8%, 93.8% 5.77M
[73]3 78.9% 70.9% 95.5%, 96.8% 0.06M

FMCW
[87] 88.0% 95.4% 96.0%, 96.0% 1.06M

[84, 86] 91.6% 96.4% 99.7%, 95.7% 2.76M

Acoustic [30] 89.6% 95.4% 90.6%, 98.3% 6.08M

Vision
[40] 88.3% 90.1% 95.3%, 95.3% 128.8M
[15] 91.9% 96.6% 97.0%, 95.6% 11.18M
[20] 91.0% 97.7% 99.8%, 96.3% 6.96M

CVNN
[17, 32] 72.3% 96.0% 95.2%, 93.7% 115.6M
[46] 92.0% 96.3% 98.4%, 93.8% 2.94M

WiFi SLNet 96.6% 98.9% 99.8%, 97.2% 1.48M

Table 2: Comparison against 12 baseline models. 1 The
two metrics are precision and recall. 2 Number of parameters
in Million. 3 Trained with 10,000 epochs to converge.

tasks. Similar to [17, 32], we implement an encoder-decoder
model with five complex-valued FC layers and three real-
valued FC layers. Similar to [46], we evaluate a CNN model
with two complex-valued convolutional layers, two complex-
valued FC layers, and two real-valued FC layers.

The input of the baseline model [73] is CSI amplitude with
a size of (𝑇, 30,𝐶), where𝑇 represents the time snapshots of
data samples, 30 represents the number of subcarriers, and
𝐶 represents the number of WiFi antennas. The input of the
other baseline models is raw DFS with a size of (121,𝑇 ,𝐶),
where 121 represents the frequency bins within [−60, 60] Hz.
For the signals collected by multiple antennas, we perform
PCA analysis on the subcarriers of all three antennas and
use the principle components for spectrogram1 analysis.

Tab. 2 presents the performance of the baseline models and
SLNet. Three key observations can be derived from the re-
sults. First, the models used in computer vision tasks achieve
better performance than most of the other baseline models.
This is because the vision models are heavily parameterized,
which endows them with strong representation capabilities.
However, for wireless sensing tasks, a less parameterized
neural network is preferable due to the cumbersome data col-
lection and the lack of the wide availability of public datasets.
SLNet is designed for this purpose. Second, the models that
work in complex domain [17, 32, 46, 84, 86] achieve better
performance than those real-valued models. This verifies
our assumption that the phase of wireless signals embodies
valuable information. SLNet strives to exploit this informa-
tion with its custom neurons. Third, the advantage of SLNet
over baseline models is more significant for the gesture and
gait tasks than the fall detection task. This is because fall
detection is a binary classification problem that is simpler
than the other tasks. SLNet is advantageous in complicated
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human sensing scenarios. The most relevant work to SLNet

is STFNet [73], which designs customized neural operations
to process sensor and RF data. However, while the perfor-
mance on fall detection is comparable with the other models,
it is not desirable for gesture and gait identification tasks.
This is because STFNet is built upon the traditional STFT that
suffers from spectral leakage. This leakage, when appearing
in the spectrogram with clustered frequency components
(typical for gesture and gait motion), will distort and even
mislead the learning process when searching for the un-
derlying signal structures. The lightly parameterized model
in STFNet makes this problem even more challenging. On
the contrary, SLNet alleviates this leakage with SEN before
learning the hidden features with task-specific networks,
ensuring high-fidelity motion representations.

5.1.2 Performance for unseen environments. Wireless
sensing systems are prone to environmental changes when
deployed in various environments. In this experiment, we
evaluate the performance of SLNet when it is applied in
unseen environments/users after training. Specifically, for
the gesture recognition task, we set up another system in an
office, which has different layouts and sizes with the class-
room illustrated in Fig. 9a. Four volunteers participate in the
experiments, and we collect a total of 3,000 gesture samples.
For the gait identification task, we collect 600 instances of
walking samples from three volunteers in a discussion room,
which has a smaller size and more furniture compared with
the hall illustrated in Fig. 9b. For the fall detection task,
we collect 500 walking samples and 200 falling samples in
an office room with different layouts and sizes from the
apartment in Fig. 9c. For each task, we train SLNet from
scratch with the data collected from one site and test it with
the data collected from another.

Fig. 10 demonstrates the performance. As is shown, when
deployed in unseen environments without any model adapta-
tion, the performance of SLNet slightly decreases but is still
encouraging. SLNet is based on the spectrograms of wireless
signals, making it more robust to the surrounding static ob-

jects. However, this also makes it prone to changes in relative
locations and orientations between users and devices. This is
because the frequency components in RF spectrograms are
induced by the Doppler shifts, which depend on the moving
direction and locations. SLNet is not particularly designed
to resolve this problem, yet we believe it can be further ad-
dressed by domain adaptation mechanisms [10, 22, 90].

5.1.3 Performance on open datasets. We further evalu-
ate SLNet on a publicly available open datasets. We mainly
study fall detection using the dataset released in [33], since
it is nearly impossible to find open datasets that have the
same types of gestures for gesture recognition or have the
same users for gait recognition. This dataset has a total of 181
clearly annotated fall samples and 297 samples of normal ac-
tivities collected from five rooms of a typical apartment. We
compare three settings: 1) We only use our own dataset and
split it into non-overlapped train and test parts; 2) We train
the model with our dataset and test it with the open dataset;
3) We only use the open dataset and split it into separate
train and test parts. The results in Fig. 11 show that SLNet
achieves close to 90% precision and recall when trained on
our dataset and tested on the open dataset. Despite being
degraded, we believe the performance is still encouraging,
as the testing data are from completely different and unseen
settings with different users, environments, devices, types
of falls, etc. Compared with the performance in [33], the
precision of our system increases by around 5%, demonstrat-
ing the effectiveness of the proposed spectrograms learning
pipeline. Considering the promissing performance of SLNet
in both intra-domain and cross-domain scenarios, We be-
lieve SLNet points a valuable direction to applying wireless
sensing systems for real-world applications.

5.2 Ablation Study

SLNet consists of three key modules, i.e., SEN, Fusion, and
PCN. To validate their effectiveness, we perform an ablation
study for these modules. To do so, we remove it from SLNet

while adapting the two modules to the input and output
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Figure 13: Accuracy for breath estimation. (a) The raw spectrogram from traditional FFT. Spectral leakage causes

severe interference for the close frequency components, making it hard to differentiate the breath rates of differ-

ent people. (b) The enhanced spectrogram with SEN. Frequency components can be clearly discriminated. (c) The

accuracy of breath rate estimation with raw and enhanced spectrograms.

format. Specifically, for the SENmodule, the originally leaked
spectrograms are used as the input of the Fusion and PCN
modules. For the Fusion module, only the spectrograms with
a window size of 251 ms are enhanced by the SEN and used
as the input of the PCN. For the PCN module, the output of
the Fusion module is fed to two conventional CNN layers
and one max-pooling layer, followed by one FC layer as the
output layer. In addition, we further remove both the SEN
and the Fusion modules to evaluate their joint performance.
As shown in Fig. 12, the accuracy decreases from 97.5%

to 96.2%, 95.6% and 95% when the Fusion, PCN and SEN
are removed respectively. The accuracy further decreases to
91.2% when only the PCN is used. The result of the ablation
study demonstrates the effectiveness of the three modules of
SLNet. It is also worth noting that the benefit brought by the
SEN module is more significant than others, meaning that
the spectral leakage problem cannot be neglected in wireless
sensing tasks, and SLNet successfully resolve the problem.
Multi-Person Breathing Rate Estimation Perfor-

mance. Even though SLNet is designed for motion recogni-
tion tasks that attempt to leverage deep learning schemes,
its components are valuable beyond that scope. For example,
the SEN module can be used to mitigate the spectral leakage
induced by the Fourier transform, which could potentially
boost the performance of sensing systems that involve spec-
tral analysis. To validate the effectiveness of SEN, we design
a human breath estimation experiment in this part.
Breath estimation plays an important role in healthcare,

and some recent works [51, 78] exploit the feasibility of using
WiFi signals to estimate the respiration rate. A typical way to
do this job is to convert the time domain CSI measurements
into a frequency domain spectrogram and characterize res-
piration rates with the prominent frequency components.
However, when multiple people breathe concurrently, the
spectral leakage problem will severely blur the spectrogram

components and make it difficult to discriminate the respira-
tion of different people. With the SEN module, we envision
that the leakage will be mitigated or even eliminated, con-
tributing to improved respiration rate estimation accuracy.
In this experiment, two participants sit in chairs and

breathe naturally. One of them has just finished some exer-
cise. To obtain ground truth, each of the participants has a
smartphone tied to his chest to measure the acceleration of
the body induced by breath movements. We apply STFT with
a window width of 6,000 (60 seconds) on the acceleration
measurements and detect peaks in the spectrogram to repre-
sent the respiration rate of each participant. We downsample
CSI to 10 Hz and apply STFT with a window width of 251
(25.1 seconds) to get the spectrograms of CSI measurements.
We then apply SEN to the spectrograms and pinpoint the two
most prominent peaks therein to characterize the respiration
rates of the two participants.
Fig. 13a and Fig. 13b demonstrate the raw and enhanced

spectrograms of WiFi. As can be seen, the raw spectro-
gram is severely distorted by the leakage effect, and the
frequency components corresponding to the two participates
are blurred. By applying SEN, two distinct frequency compo-
nents can be observed and approximate ground truth very
well. Fig. 13c presents the empirical CDF of the respiration
rate estimation error. With SEN applied, the average error is
2.4 BPM and the 80%-tile error is 1.4 BPM. Without SEN, the
performance deteriorates to 5.0 BPM for average error and
9.5 BPM for 80%-tile error. This experiment demonstrates
SEN’s strong capability of removing spectral leakage. This
merit makes it especially suitable for human-centered sens-
ing tasks, where the human-induced frequency components
are tightly clustered and demand to be discriminated.

5.3 Parameter Study

5.3.1 Impact of training epochs of the SEN. In practice,

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1231



NSDI, 2023 Zheng Yang, Yi Zhang, et al.

40 100 200 400 1000 2000 2500

SEN Training Epoch

0   

2.8 

5.6 

8.4 

11.2

14  

L
o
s
s
 (

*e
-2

)

0.8

0.9

1  

0.8

0.9

1  

A
c
c
u
ra

c
y

12.5

0.82
3.6

0.83
1.6

0.85

0.8

0.91

0.5

0.94

0.4

0.97

0.4

0.97

Figure 14: Impact of SEN training

epochs.
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rate.

we randomly generate data samples during each training
epoch. With more training epochs, the SEN should capture
the underlying structure of spectrograms better and improve
the system recognition accuracy. To reveal the relationship
between training epochs and performance, we train the SEN
with different numbers of training epochs from 40 to 2500
and integrate them into SLNet. For each SEN, the TAN mod-
ule is retrained from scratch. We record the validation loss of
the SEN and the recognition accuracy of the overall SLNet.
As shown in Fig. 14, the validation loss for SEN training tum-
bles and the overall accuracy proliferates when the epochs
increase from 40 to 2,000. The performance becomes stable
when the SEN is trained with more epochs.

5.3.2 Impact of window type. Some window func-
tions [13] have been proposed to suppress spectral leakages,
such as Hamming, Hanning, and Blackman windows. In this
experiment, we evaluate the system performance with re-
gard to these windows. For each window function, we train
an independent SEN module with spectrograms calculated
with it. The TAN module is then trained from scratch with
different SEN modules. We record the overall recognition
accuracy concerning different window functions. As shown
in Fig. 15, different window functions have little impact on
the performance of SLNet, demonstrating the effectiveness
of SEN for the removal of spectral leakage.

5.3.3 Impact of window width. In this experiment, we

evaluate the impact of the window width on the system
performance. Specifically, we train an SEN module for each
window width. The Fusion module of SLNet is removed to
evaluate eachwindowwidth. The TANmodules are retrained
accordingly, and the overall recognition accuracy is recorded.
As shown in Fig. 16, when window width increases from 31
ms to 251 ms, the overall accuracy proliferates from 74%
to 96%, but tumbles to 92.5% when window width further
increases to 1001 ms. It is because a very small window
leads to a coarse-grained frequency resolution, while a very
large window cannot capture the rapid change of frequency
components in the time domain. The result reveals that a
width of 251 ms is the best for the gesture recognition task.
However, it is noted that a single-resolution spectrogram for
wireless sensing tasks is not the optimal solution, as verified
by the ablation study.

5.3.4 Impact of combinations of different window widths.

In this experiment, we evaluate the impact of different com-
binations of window widths. For each combination, we use
the corresponding SEN modules to enhance the spectro-
grams and combine them as holograms. The TAN mod-
ule is retrained for each combination. The overall recog-
nition accuracy with different combinations is reported. As
shown in Fig. 17, the best combination of window widths
is (125, 251, 501) ms and the worst is (31, 61, 125) ms. The
combination of three windows outperforms either one of
these windows independently. The performance could be
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further improved with more window widths fused at the
cost of increased computational complexity, which is limited
in edge devices in practice. For SLNet, the combination of
(125, 251, 501) ms is adopted to achieve a trade-off between
performance and complexity.

5.3.5 Impact of polarization range of PCN. The PCN mod-
ule of SLNet is designed to extract both local and global
features simultaneously from the holograms. In this experi-
ment, we evaluate the impact of the range of the linear phase
modulated to spectrograms in SEN. Specifically, the phases
are set to be within 𝑘 ∗ [−𝜋, 𝜋], where 𝑘 changes from 0 to 1.
For each phase range, we retrain the TANmodel from scratch.
The overall recognition accuracy concerning different phase
ranges is reported. As shown in Fig. 18, the accuracy de-
creases from 97.5% to 96.0% when the polarization range
decreases from [−𝜋, 𝜋] to [0, 0], which reveals that the PCN
with phase modulation is effective in spectrogram-based
sensing tasks.

5.3.6 Impact of CSI sampling rate. The impact of the CSI
sampling rate is evaluated in this part. Specifically, we down-
sample the original CSI streams (1,000 Hz) before spectral
analysis and input the corresponding spectrograms in SLNet.
Both SEN and TAN are retrained for each downsampling rate.
As shown in Fig. 19, when the CSI sampling rate decreases
from 1,000 Hz to 500 Hz, the accuracy gradually decrease
from 97.5% to 90% and further tumbles to 76% with a sam-
pling rate of 250 Hz. It is because, with a lower sampling
rate, the CSI signals have a poorer temporal resolution and
cannot capture the rapidly changing frequency components.
In addition, the signal-to-noise ratio decreases with the re-
duced number of samples for spectral analysis. These factors
together deteriorate the recognition performance of SLNet.

6 RELATED WORK

Model-based wireless sensing. Model-based wireless
sensing works [2, 4, 38, 49, 52, 60, 62, 74] try to establish
quantitative relations between wireless signals and human
activities via non-learning based approaches. Many applica-
tions have been explored and enabled, including gestures
[2, 35, 44, 47, 75], walking [56, 57, 64, 76], falls [19, 21, 33, 45],
and respiration [1, 27, 58, 61, 78], and tracking [3, 37, 63, 66],
etc. These approaches have the benefit of being interpretable
and usually efficient. For example, WiGest [2] empirically
builds a link between received signal strength (RSSI) and
hand-moving patterns. SMARS [78] exploits breathing esti-
mation by periodicity finding. However, these approaches
are constrained by the coarse-grained signal and motion
models and are approaching performance limits in real envi-
ronments. More works are seeking learning-based schemes
for better performance, and SLNet is one among them.

Learning-based wireless sensing. Early works mainly
rely on signal processing and employ traditional machine
learning [48, 56, 57, 59, 64, 76, 77]. With the impressive
achievements in computer vision using deep neural net-
works, more effort [9, 10, 22, 45, 54, 71, 72, 79, 80, 82, 85, 86, 88,
90] has been put into applying deep learning models in wire-
less sensing tasks. Among them, Widar3.0 [81, 90] leverages
CNN and RNN networks to learn from its novel motion fea-
ture BVP. RFPose [84], RFPose3D [86], and RFAvatar [85] use
CNN models to capture human skeleton and mesh of body.
Many works [10, 22, 49, 79, 90] employ sophisticated net-
work architectures like adversarial learning, transfer learn-
ing, andmeta-learning to solve the environment-dependency
problem of wireless sensing, while others aim to reduce cum-
bersome data collection for training [7, 11, 42, 53, 65]. Some
works e.g., [84ś86] on FMCW sensing, have further con-
sidered customized models for the unique properties of RF
data. Existing works either learn from the time series of
raw CSI, with both amplitude and phase, or convert them
into the frequency-domain representation or other feature
space. Despite some time-domain approaches for speech
separation [29, 43], recent works like STFNets [73], which
extends DeepSense [72], and UniTS [26] both pursue and
demonstrate superior performance of temporal-spatial learn-
ing with STFT operators. Noticing phase encodes essential
spatial information, complex-valued neural networks [5]
have been explored in the DL community [17, 32, 46] and
exploited especially for radar sensing [89], acoustic sensing
and speech processing [28, 50].

7 CONCLUSION

This paper presents SLNet, a spectrogram analysis-deep
learning co-design for deep wireless sensing. We demon-
strate SLNet’s remarkable performance in gesture recogni-
tion, gait recognition, fall detection, and breath estimation,
showing the highest accuracy and lowest computation com-
pared to the state-of-the-art models. We believe SLNet is a
unique deep-learning framework for WiFi sensing. At the
same time, the techniques can be used, jointly or separately,
to augment the spectrogram quality and enhance learning
performance for many applications in signal estimation, fre-
quency analysis, sensing with acoustic/millimeter-wave sig-
nals, etc.
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Abstract
High-speed ASIC switches hold great promise for offload-
ing complex packet processing pipelines directly in the high-
speed data-plane. Yet, a large variety of today’s packet pro-
cessing pipelines, including stateful network functions and
packet schedulers, require storing some (or all the) packets
for short amount of times in a programmatic manner. Such a
programmable buffer feature is missing on today’s high-speed
ASIC switches.

In this work, we present RIBOSOME, a system that extends
programmable switches with external memory (to store pack-
ets) and external general-purpose packet processing devices
such as CPUs or FPGAs (to perform stateful operations). As
today’s packet processing devices are bottlenecked by their
network interface speeds, RIBOSOME carefully transmits only
the relevant bits to these devices. RIBOSOME leverages spare
bandwidth from any directly connected servers to store the
incoming payloads through RDMA. Our evaluation shows
that RIBOSOME can process 300G of traffic through a state-
ful packet processing pipeline (e.g., firewall, load balancer,
packet scheduler) by running the pipeline logic on a single
server equipped with one 100G interface.

1 Introduction

Network Function Virtualization is an essential architectural
paradigm of today’s networks [32]. Operators create and man-
age complex packet processing pipelines by combining to-
gether Network Functions (NFs), which are then deployed
on the infrastructure. Network functions that require sim-
ple computations are generally deployed onto cost-effective
ASIC-based switches, whereas more complex packet process-
ing computations must be deployed on expensive general-
purpose CPUs or FPGAs due to the inherent difficulty and
cost of designing complex ASIC circuits [4]. Unfortunately,
the networking stack of general-purpose servers and FPGAs
is significantly slower in processing packets than dedicated
ASIC hardware counterparts, ultimately increasing the energy
footprint and cost of operating a large network.

Deploying network functions that have to manage large
amounts of frequently changing stateful per-flow information
in a cost-effective manner (i.e., entirely on an ASIC switch)
has been an elusive goal.

To understand the requirements posed by multi-terabit per
second stateful packet processing, we analyze a set of real-
world CAIDA traces in the 2013–2019 period [6]. Through a
linear regression, we observe that i) the number of active flow
connections traversing a switch is 120 K for every gigabit of
forwarded traffic and ii) there are 4 K new flow connections
for every gigabit of forwarded traffic. This translates to 385 M
active flows and 12.8 M new flow-table insertions per second
on a 3.2 Tbps forwarding pipe. With a 17 B flow-state entry
(i.e., a 5-tuple + action), as in a Layer-4 load balancer, the
memory requirement becomes 6.5 GB, which go beyond the
stateful memory that is available on today’s ASIC chips.

In this work, we aim at designing a stateful per-flow packet
processor system that satisfies the following requirements:
• Expressiveness, by supporting a variety of complex stateful

logic (e.g., load balancers, packet schedulers).
• High Throughput, by achieving superior performance

compared to existing expressive designs.
• Dynamicity, by supporting very frequent modifications to

its stateful data structures.
• Cost Effectiveness, by reducing the costs and power con-

sumption for operating this system.
Building a system that supports the above requirements is

highly challenging. The expressiveness requirement requires
a system to rely (at least to some degree) on general-purpose
CPUs or FPGAs. We distinguish between two types of sys-
tems that require external resources:
• Systems that use dedicated external devices to realize com-

plex NFs. An example within the first category is Tiara [46],
a clever load balancer system that reroutes packets from a
switch to 16 ports that are connected to FPGAs performing
per-packet load balancer calculations. While such solutions
are expressive, they are not cost-effective. Half of the de-
vices connected to a 32-port programmable switch are used
exclusively to perform stateful packet processing operations.
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This reasoning motivates the next type of approaches.
• Systems that rely on shared external devices whose re-

sources are primarily used for running customers’ appli-
cations. Such systems embrace emerging disaggregation
paradigms in which applications runs on resources that are
combined together on demand. As an example, TEA [21]
is the first system to efficiently enlarge the memory of
the switch by cleverly crafting RDMA messages to access
remote memory on shared CPU-based servers. TEA ex-
ploits the well-known large amount of spare of bandwidth
and memory resources in datacenters [23]. This design al-
lows operators to make better utilization of the resources
available on an external general-purpose server: customers’
applications run on general-purpose servers and any spare
bandwidth and memory resources are used by the switch to
store all the per-flow connection states that are required to
process terabits of traffic. Unfortunately, as we show in our
motivation section, TEA cannot support expressive network
functions, as only the state is stored on external servers
while the forwarding rules are applied on the ASIC switch,
which does not support advanced logic.

In this work, we present RIBOSOME, a system that is expres-
sive, flexible, cost effective, and achieves high-throughput
packets processing. RIBOSOME relies on two fundamental
observations. First, in a large fraction of stateful per-flow net-
work functions the bottleneck is the bandwidth between the
switch and the packet processor. For example, a load balancer
saturates a 100Gbps interface with just 3 CPU cores on a
real-world trace [12]. Second, many network functions do not
need to analyze the entire packet but only the relatively small
portion of a packet containing its headers.1 To put things into
perspective, a load balancer that operates on a 5-tuple (13
bytes) field, would only require receiving 13 B per packet
instead of potentially 1.5 KB full size packets.

RIBOSOME relies on dedicated external packet processors
to process packet headers while storing packet payloads on
shared general-purpose servers without any CPU interven-
tion (i.e., using RDMA technology). More specifically, we
leverage the advanced capabilities of emerging high-speed
programmable switches to receive packets, split them into
headers and payloads, and reconstruct them after the NF pro-
cessor has updated their headers or re-schedule their transmis-
sion. By only processing packet headers, we overcome the
bandwidth bottleneck at the dedicated devices, which allows
us to process significantly higher numbers of packets on the
same dedicated machine. As all data structures are handled
by CPUs, we support high numbers of modifications to these
data structures.

We motivate this design approach with the following ob-
servation: storing & fetching payloads are two operations
that only require simple support for writing & reading on

1We do not claim novelty for this observation but rather for the novel
trade-off achieved by the design of our packet processing architecture and
our fine-grained evaluation.

a memory. These memory operations are general, making
it attractive to offload the storage & fetching of payloads
on shared memory resources (e.g., RDMA). Using shared
resources to store payloads allow operators to make more
efficient utilization of the memory resources existing in a
network (such as a datacenter). We then rely on dedicated
resources for processing packet headers. In this case, the ratio-
nale is that the performance achievable by a stateful network
functions highly depends on temporal and spatial factors (e.g.,
high cache-locality), and is therefore less suitable to be exe-
cuted on shared resources. Finally, RIBOSOME brings benefits
when an NF only needs to inspect a small part of a packet, e.g.,
a load balancer. RIBOSOME does not bring benefits when the
NF requires access to the entire packet (e.g., a deep packet
inspection function).

We implement RIBOSOME on an ASIC programmable
switch, with FastClick [1] as the NF packet processor, and
RDMA to store payloads on other servers. We evaluate
RIBOSOME using an empirically-derived multi-100G traf-
fic trace. Our micro-benchmarks show that a general-purpose
server processes 70 Mpps on a single server, which would
correspond to 560 Gbps of traffic with 1KB average packet
size. Based on this estimate, we observe that one would need
only three 100G ports on the programmable switch to process
1.6 Tbps of traffic (whereas systems like Tiara would need 16
ports).

We also evaluate the entire system using 4 RDMA servers
and a single 100-Gbps dedicated server to process 300 Gbps
of traffic. Our results show that the bandwidth requirements
at the dedicated server are merely 20 Gbps.

To summarize, our contributions are:
• We propose a new disaggregation-based architecture to

circumvent the inherent constraints of high-speed ASIC
switches both in terms of logic and memory. We design a
system to perform stateful packet processing that carefully
splits operations between dedicated and shared resources,
where headers are processed by dedicated servers while
payloads are stored on shared resources.

• We present the first programmable buffer abstraction that is
suitable for Tbps NF packet processing.

• We make the observation that today’s deployment of NFs
onto general-purpose CPUs is severely bottlenecked by
the server bandwidth, thus motivating the splitting of the
packets into headers and payloads.

• We demonstrate a single server processes up to 70 M small-
size packets per second and the bottleneck moves onto the
PCIe. With 3 servers, one could process 210 M packets per
second, which is equivalent to roughly 1.6 Tbps of 1KB-
size packets. We discuss future optimizations to overcome
this limit with future-available hardware.

• We demonstrate in a small testbed that RIBOSOME pro-
cesses 300 Gbps using a single dedicated NF processor,
whose bandwidth requirement is just 20 Gbps.

• We demonstrate a 2.2× speedup over the state of the art for
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running complex packet schedulers [11], on similar server
hardware. By doing so, we show that we have fundamen-
tally pushed the performance barrier achievable with a com-
bination of a programmable switch and commodity servers.

• We release all our P4 and FastClick code for running
RIBOSOME including a high-speed implementation of
RDMA on the Tofino programmable switch [40].

2 Motivation

We start this section by quantifying the memory and flow-
table update requirements of general ASIC switches. Based
on an analysis of real-world traffic traces, we posit that today’s
(but also next-generation) ASIC switches do not have enough
memory to support stateful per-flow NFs. We then quantify
and discuss the limitations of the state-of-the-art systems
using dedicated resources (i.e., PayloadPark [13] and Tiara)
as well as shared resources (i.e., TEA [21]).
ASIC switches have constrained memory. Several exist-
ing approaches, such as SilkRoad [31], Cheetah [3] and
SwiSh [47], propose to store the entire state required to oper-
ate a specific NF entirely on the memory available on the chip
of an ASIC switch. However, the amount of memory available
to store per-flow state on existing high-speed ASIC chips is a
renowned constrained resource that may not be sufficient for
NF applications that handle very large amounts of flows. We
run some back-of-the-envelope calculations to upper bound
the amount of state that could potentially be stored on an
ASIC using SRAM technology. Assuming one could use the
entire chip area for SRAM memory (i.e., no I/O, no buffers),
an 826 mm2 chip using 7nm technology would only store at
most 5GB of flow state in SRAM [7]. We show in this section
that this amount of memory would suffice to only store ~10%
of the state required on a multi-terabit per second switch. In
practice, the amount of memory is below this estimate as typ-
ically I/O and buffers occupy roughly 50% of the chip area
and some memory is used to implement the packet processing
logic. For example, a 16-nanometer high-speed ASIC switch
contains 1.5-15.4MB per terabit of forwardable traffic (i.e.,
10-100MB of SRAM on a 6.5 Tbps ASIC chip) [14, 29, 31].

To understand the implications of potential future trends
on the feasibility of storing per-flow state on ASIC chips,
we analyze CAIDA traces in the 2013 – 2019 period for the
NYC and CHI monitored links, for which there are publicly
available statistics [6].2 The throughput for these traces ranges
from 2 Gbps to 6.5 Gbps. Each trace contains the number of
IPv4 and IPv6 forwarded packets, their mean packet size,
the trace duration and the flows per second. The flow per
second field represents the number of distinct flows in the
trace divided by the duration of the trace.3 We define a flow to

2We select this type of traces as we do not have access to datacenter traces
at per-packet granularity (i.e., no sampling).

3We verified it by taking the Caida-nyc 2018-03-15 trace, counting the
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Figure 1: Number of active flows in historical CAIDA traces
from 2013 – 2019 from Chicago and NYC.

be active if that flow has sent a packet in the last 30 seconds.4

If a flow is active, it means the stateful processor must keep
state for that flow. In the following analysis, we assume that
one needs to deploy a basic load balancer that stores 17 B for
each single flow (e.g., 13 B for the 5-tuple and 4 B to store the
private IP destination address). We define the mean number of
active flows in a trace as the number of active flows divided by
the duration in seconds of the trace multiplied by 30 (i.e., the
threshold to determine if a flow is active). In Fig. 1, we report
the mean number of active flows (y-axis in millions, blue
crosses) with respect to the trace throughput (x-axis) for each
single trace in the studied period. We first observe that 3 out of
53 traces already require more memory resources than those
available on a real-world pipe of a high-speed ASIC, i.e., the
traces require above 20 MB of memory as they contains more
than 1.1 M active flows.5 This means that storing state for a
real-world trace recorded at roughly 10 Gbps would require
roughly 20% of the existing memory on a 16-nm ASIC switch
chip (which is in the 10-100 MB range).

We also plot a linear regression (green dashed line) that
we use to estimate the memory requirements for a switch
transporting terabits of traffic (such as recent 25.6 Tbps
switches [5, 18]).6 The steepness of the regression line is
120 K active flows per Gbps of traffic. We estimate the mean
number of active flows on a 25.6 Tbps switch to be 3 072 M,
which would require 52 GB of memory to store the corre-
sponding state for a load balancer (i.e., 17B per flow). This
memory requirement is 300× higher than what is available
on 7nm high-speed ASIC switches today [18] and roughly
10x the maximum amount of SRAM memory realizable on a

number of flows, and dividing by the trace duration, obtaining the same
number.

4We use a 30-second threshold based on real-world timeouts used in the
Facebook Katran load balancer [9].

5This is a lower bound since we take the mean of the active flows but
peaks with higher number of active flows are likely to arise in the traces.

6The assumption may not be perfectly accurate but we do not have access
to a datacenter trace at terabits per second speed and per-packet granularity
(i.e., no sampling).
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Figure 2: Ideal vs PayloadPark-like on CAIDA trace.

825mm2 ASIC chip. Finally, we also note the memory on the
pipe should be used for implementing other functionalities.
ASIC switches cannot support frequent per-flow state in-
sertions from the control plane. Today’s ASIC chips support
a specific amount of modifications to their flow-tables through
the control plane [3,31]. For example, a 16-nm 3.2 Tbps ASIC
switch supports ~100K flow-table entry modifications per
second only [46]. To the best of our knowledge, this is the
highest (publicly available) table update frequency achieved
by a 16-nm ASIC switch through the control plane and we
are not aware of public measurement studies showing such
high-frequency insertions entirely in the faster data-plane of a
multi-Tbps ASIC switch. Based on our analysis of the afore-
mentioned CAIDA packet trace, we observe that the number
of rule modifications is lower bounded by the amount of flows
per second. Based on a similar regression, we obtain that the
number of flow insertions per second grows by 4 K per Gbps
of traffic. When we use this linear regression to estimate the
amount of flow insertions on a 3.2Tbps ASIC switch, we ob-
tain 12.8 M per-flow insertions per second, which is roughly
100× higher than the aforementioned 100 K flow-table modi-
fications using an ASIC switch.

Now that we have quantified the amount of memory re-
sources required to store the per-flow state of an NF, we
discuss advantages and limitations of the three main state-
of-the-art approaches to implement NF processors on top of
programmable network hardware. We focus on the work that
closely relates to our system and we defer the reader to Sect. 8
for a broad discussion of the existing related work.
NIC-based approaches that split packets are bottlenecked
by the NIC speed. The nicmem system [35] is an NF acceler-
ator that resides completely on a general-purpose server and
does not involve any programmable switch. A packet arriving
at the Network Interface Card (NIC) of a nicmem-equipped
server is split into a header that is sent to the CPU cores and
a payload that is stored on the small NIC memory. This ap-
proach comes with several benefits: higher hit cache ratio as
payloads do not pollute CPU caches and 80% higher packet
processing throughput. The inherent limitation of this work
is that the throughput of the NF server is limited by the NIC
speed (e.g., a 100 G NIC can only process 10 M packets with
size 1.25 KB). To process 800 Gbps of traffic, nicmem must
connect to 8×100G ports on the switch. In this paper, we

argue that an NF server should only receive the relevant bits
(e.g., the packet headers). This approach reduces bandwidth
overheads toward external NF servers, reducing the number
of ports on the switch that must be connected to dedicated
resources. The remaining ports can be used for connecting the
switch to other shared resources (where the payloads could
be buffered) or devices. Moreover, traditional server- or NIC-
based approaches (including nicmem) force the storage of
the payload to be performed on the same machine that pro-
cesses the header. Conversely, RIBOSOME decouples these
two operations and it leverages spare memory resources in
the network for performing the simpler payload storage.
Storing payloads at the switch does not mitigate band-
width overheads. The PayloadPark [13] system also splits
headers from payload but performs this operation directly
on a programmable switch instead of the general-purpose
server. The benefits of splitting a packet at the programmable
switch instead of doing that at the server (as in nicmem) is
that one can forward just the headers to the servers and store
the payloads on the programmable switch. To implement
a load balancer, a server could receive just 13 B from each
packet (i.e., the 5-tuple), thus potentially processing almost
one billion packet headers per second through a 100 G in-
terface. Unfortunately, PayloadPark suffers from an inherent
constraint of high-speed ASIC devices. First, it is not pos-
sible to store the entire payload of a packet into the switch
memory in a programmable manner.7 Consequently, Payload-
Park only stores the first 160 (352) bytes of payload for each
packet without (with) recirculating it, thus letting most of the
payloads still going to the external server.

To quantify the reduced performance gains, we have ana-
lyzed again the aforementioned CAIDA trace for three sce-
narios: i) when only a 54-byte header is sent to an external
NF server, which we call Ideal, ii) when only 160 bytes of
payloads are removed from the packet sent to the external NF
server, which we call PayloadPark-like, and iii) a PayloadPark-
like system that recirculates packets to store 352 bytes. Fig. 2
shows the link rate in Gbps between the switch and the exter-
nal NF server (y-axis) for the three aforementioned systems.
The ideal system requires 16× and 14× less bandwidth than
the PayloadPark-like system with and without packet recir-
culation. We note that producing ASICs that would store
larger parts of the packet in a programmatic manner would
become significantly more complex and expensive [4] and are
therefore neither available today nor in the near future.
Desiderata: large external memories shared with other ap-
plications. The goal of our work is to overcome the inherent
limitations of ASIC switches and find an alternative design
that keeps bandwidth requirements as close as possible to
the ideal bar in Fig. 2. Since the memory on a switch cannot
be used to store payloads in a programmatic manner, we fo-

7The payload is temporarily stored by the switch while the headers are
being processed.
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cus our attention to leveraging external unused resources that
are shared with customers’ applications. As storing payloads
only requires storing information into memory (without any
complex logic), we focus our attention onto RDMA technol-
ogy to store and retrieve payloads between a programmable
switch and a set of external servers that are deployed to run
customers’ applications. Leveraging RDMA from a Tofino
switch is not a new idea per-se as it has been already explored
in TEA [21], a network function accelerator, and Dart [24],
a monitoring system. We now discuss existing limitations
of TEA, which will motivate our design. We note that some
limitations of TEA are due to its design while some others
are related to the functionalities that are today available on
ASIC switches.
TEA cannot run complex NF logic such as packet sched-
ulers. TEA [21] is the first framework to implement NFs using
a programmable switch and leveraging additional RDMA-
accessible memory to store per-flow state. In TEA, a packet is
forwarded from the switch to the RDMA server that stores the
rule used to process the packet. Both the packet and the rule
are forwarded back to the switch, where the rule is applied to
the packet. Unfortunately, this design does not support more
complex per-flow network functions (e.g., advanced load bal-
ancers, batch-based NF processing, etc.) since the only logic
that can be performed in TEA is the one that is supported by
the switch. For example, TEA cannot support advanced per-
flow packet scheduler such as Reframer [11], where packets
arriving at an NF are buffered for a few tens of microseconds
and are then reordered to increase their per-flow spatial local-
ity (i.e., placing packets belonging to the same flow close to
each other). The reason why TEA cannot support such NFs
is that TEA can only "buffer" a single packet while reading
its rule but it cannot buffer arbitrary sets of packets in a pro-
grammatic manner. We are not aware of any existing ASIC
switch supporting such programmable buffers for packets.
TEA cannot handle per-flow rule insertions at high speed.
When a new packet of a flow arrives at the switch, TEA states
that “since it takes some time to complete an insertion op-
eration, new entries are first inserted in to an SRAM stash”.
However, the insertions into the Stash are performed through
the control-plane, which is renown to take up to 1ms to per-
form insertions [31].8 In any case, the limit of flow-table
insertions per second derived in Tiara [46] also applies to
any table modification on TEA, which severely undermines
the ability of TEA to perform a large number of flow-table
insertions per second.
In the remaining sections, we address the following question:

“Can we design an NF packet processor that retains the
high-throughput of an ASIC switch while supporting

dynamic per-flow stateful network functions in a
cost-effective manner?”

8We do not have access to the original P4 code of TEA.

3 System Design

We now present an overview of RIBOSOME, a NF accelerator
for stateful per-flow packet processing that relies on a novel
design to overcome the limitations of existing architectures
based on programmable switches and external devices.
Design space. We first divide the design space into i) systems
built entirely within a switch and ii) systems using external de-
vices. In the first category, realizing stateful packet processing
entirely using ASIC-based switches is out of reach because
of both memory limitations and limited modifications per
second to the stateful data structures. In the second category
(i.e., systems with external devices), we further divide into
two categories: a) systems that only use external dedicated
resources and b) systems that also rely on external shared
resources. In the following, we discuss these two types of
systems and we refer the reader to Table 1 for a summary of
the architectural and communication overhead differences

The table covers three types of operations (i.e., the process-
ing of the header, the storage of the packet, and the splitting
and merging of the packet with the header (if any)) as well as
the communication overheads in terms of bits and number of
packets transmitted to the NF and the shared servers for each
incoming packet at the switch.

Delegating all stateful packet processing functionalities
to dedicated external FPGAs or CPUs (e.g., Tiara [46],
nicmem [35]) results in a high utilization of the switch ports
to interconnect the external dedicated devices (i.e., to pro-
cess 800 Gbps of traffic, 8x100G ports on a switch must be
connected to dedicated devices). PayloadPark [13] reduces
bandwidth requirements toward externally dedicated devices.
However, it only saves 1280 bits of bandwidth per transmitted
packet, which only slightly reduces the number of ports on
the switch that are connected to dedicated devices when the
average packet size of a trace is in the 1 KB range.

Leveraging shared resources mitigates these overheads as
ports on a switch can be connected to devices running other
types of computations. Some recent work (e.g., TEA [21])
delegates the storage of payloads on shared memory while
relying on the switch to run the stateful packet processing
logic. However, the logic implementable on an ASIC switch is
limited (e.g., no batch-based stateful processing as in packet
schedulers or rate limiters). Moreover, it is difficult to use
CPU-bypass technologies like RDMA to insert per-flow state
inside the external server memory because RDMA only sup-
ports basic primitives (e.g., Read, Write) and cannot be easily
used to perform insertions at high-frequency [37]. Striking the
correct balance in the usage of dedicated and shared resources
and the architectural choices is the main goal of this section.
Our design principles. In this work, we explore a trade-
off in the design space between the usage of dedicated and
shared resources to accelerate stateful packet processing. Our
observation from Sect. 2 is that any stateful packet processing
should support i) high-speed insertions into per-flow state data
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Operations Communication overhead (per packet)

Header Payload Split & NF server Shared server
processing store merge [bits, # pkts] [bits, # pkts]

Traditional NF server NF server - pkt.size, 1 -

nicmem [35] NF server NIC NIC pkt.size, 1 -

Tiara [46]
NF server

server CPU
FPGA and

- pkt.size, 1 -(fast path on
FPGA on NIC)

PayloadPark [13] NF server switch switch pkt.size - 1280 b, 1 -

TEA [21] switch RDMA server - - pkt.size, 2

RIBOSOME NF server RDMA server switch pkt.header, 1 pkt.payload, 2

Table 1: Qualitative comparison among existing systems in the design space and RIBOSOME.

structures (in the order of tens of millions per second) and
ii) more complex stateful logic (e.g., batch-based processing)
when deployed on a multi terabits per second switch. Our
design is inspired by the following principles:

• Offload complex logic to dedicated devices. As ASIC
switches support a limited number of flow-table updates per
second and provide limited memory space, we argue that
non-trivial network functions, whether for inserting high
volumes of per-flow entries into the per-flow data struc-
tures or processing packets in a batch (e.g., for scheduling),
should be realized on dedicated general-purpose servers.

• Process only relevant bits. Our design targets network
functions (e.g., load balancers, NATs, rate limiters, packet
schedulers) that do not require inspecting the entire packet,
but rather just a few bytes such as a flow identifier. We there-
fore propose to only send the relevant bits to the dedicated
general-purpose servers and store the payloads on shared
servers while the headers are being processed. Splitting
headers is not a new idea per-se (see [13, 35]), however
we leverage it in such a way that the large gains material-
ize in practice, as shown in our evaluation section. Notice
that our design also provides the possibility to disable the
packet splitting for specific traffic classes. This allows the
coexistence between RIBOSOME and NFs that require fully
inspecting packets.

• A programmable buffer on shared resources. ASIC
switches (including programmable ones) do not provide an
interface for buffering packets in a programmatic manner.
Packets are stored either while their headers are processed
through the pipeline or in port queues. We argue that a net-
work function system should be able to buffer packets in a
programmatic manner, operate on batches of packets and
schedule their transmission (to a certain degree of granu-
larity, see Sect. 4). We rely on RDMA to bypass CPU and
avoid wasting CPU cycles on shared machines. Note that
our approach does not rule out the possibility of accessing

1. Header + Payload  . Programmable
Switch

2a. Process Header

5. Processed Header + Payload

3. Store Processed Header

2b. Store Payload 4. Retrieve Payload

NFNFNF packet 
processor

RDMA 
Server
RDMA 
Server

RDMA 
Server

Figure 3: RIBOSOME overview.

other types of memory for storing payloads. We embrace
disaggregation paradigms where the storage of payloads
is performed on any shared memory resources in the net-
work. As an example, switches could potentially support
a programmable interface to store and fetch packets in an
internal DRAM or HBM.
To summarize, the main benefits of RIBOSOME are that

it relies on dedicated devices only for realizing the NF pro-
cessing logic and delegates the storage of the payload on
external RDMA servers. RIBOSOME does not use any CPU
cores on these RDMA servers. It only shares memory and
NIC bandwidth with applications running on these servers.
The benefits of RIBOSOME come with a cost: doubling the
number of packets in a network since each packet will be split
into a header and a payload packet.
System overview. RIBOSOME consists of a high-speed pro-
grammable switch, a set of dedicated external NF packet
processors (e.g., CPUs, FPGAs) and a set of shared servers.
We leverage recent advancements in high-speed ASIC pro-
grammable switches [19], CPU-bypass memory storage
(i.e., RDMA [17]), and NF-specific CPU compiler optimiza-

1242    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



tions [10] to design a system where dedicated packet pro-
cessors only process the relevant portions of a packet while
their payloads are stored on RDMA servers. We show a di-
agram of the high-level RIBOSOME architecture in Fig. 3.
The programmable switch receives incoming packets (step
1) and splits each packet whose size is above a predefined
threshold into a small header and a larger payload chunks.
The programmable switch assigns an ID to both the header
and the payload chunks. The switch assigns increasing IDs
to each received packet within a predefined range (in a mod-
ulo manner). The switch forwards the header of the packet
to one of the external NF packet processors (step 2a) and
the payload to one of the shared servers (chosen hashing the
flow 5-tuple) using RDMA (step 2b). The NF packet proces-
sors store the per-flow state needed to process any incoming
packets. The NF uses this state to transform each incoming
header into a new processed header, which is sent back to the
programmable switch where it is stored on its small memory
using the header ID as an index into an array in the switch
SRAM memory (step 3). After storing a packet header, the
programmable switch retrieves the corresponding payload
from the RDMA servers (step 4). The programmable switch
combines then the payload with the stored header using the
ID and outputs the transformed packet (step 5).

We now discuss the different relevant operations and com-
ponents of RIBOSOME, focusing on the main design chal-
lenges and our proposed solutions.

3.1 Splitting and Merging Packets
Deciding i) how many bits of a packet should be sent to
the NF processor, ii) when a packets should be split into a
header and payload, and iii) how to store the headers before
the payloads are recollected are all questions that affect the
overall performance of the system.
Challenges. Splitting a packet into a header and payload bring
several benefits: it reduces both bandwidth overheads and
cache pollution on the dedicated resources. However, split-
ting a packet also comes with some overheads: when we split
a packet, i) we need to process a higher number of packets on
the switch and ii) we need to use the switch memory to store
the headers before recombining them with their corresponding
payloads. More specifically, a single incoming packet arriving
at a switch requires two packet processing if the packet is not
split (i.e., forwarding the packet to the NF and forwarding the
modified packet from the NF to the output port) whereas a
packet that is split results in 4 packet processing operations
(i.e., forwarding the header to the NF, forwarding the pay-
load to the RDMA server, forwarding the NF response to the
RDMA server to retrieve the payload, forwarding the recom-
bined payload on the output port). Moreover, RDMA comes
with limits on the number of operations per second that it
can perform, which means transmitting small payloads may
overload the server NICs without bringing any meaningful

performance improvement.
Our approach. We devise a mechanism in RIBOSOME that
splits a packet based on a threshold. There are two key thresh-
olds in RIBOSOME: one threshold to specify when a packet
should be split and one threshold to specify how many bits
should be sent to the NF. We split packets at 72 bytes, con-
sidering the minimum Ethernet frame size of 64 bytes plus
8 bytes of additional custom RIBOSOME headers. Notice that
the split threshold is configurable depending on the use case.9

RIBOSOME does not need to store any information on the
switch when the packet has been split. Our system stores
an header received from the NF on an array in the switch
SRAM memory. Every time we split a packet, the switch
increases the array index by one (modulo size of the array).
This information is carried over in the header and the payload.
When the header comes back to the NF, it is stored in the
switch memory, and it also issues an RDMA Read Request to
retrieve the corresponding payload.

The headers are stored until either i) the payload comes
back to the RDMA server or ii) a new packet header is stored
at the same array index, i.e., the index pointer looped over the
array size. We micro-benchmark the RDMA Read Request
time (see Appendix F), finding that the maximum latency is
at 4µs (with a 4096B payload). At 1.6 Tbps with an average
packet size of 1 KB, this means we only need to store less
than 800 headers in the array without risking to overwrite
any header and combining it with the wrong payload. We
configure the array with a size of 2K entries, which is large
enough to guarantee that when the payloads come back, the
header has not been replaced by a different header. By storing
only 72 B of the packet header, RIBOSOME requires less than
60 KB of SRAM to store all the headers.

Our approach brings a significant advantage compared to
alternative switch-based approaches like PayloadPark [13].
RIBOSOME only stores headers while retrieving payloads
using RDMA, while PayloadPark must store payloads while
waiting for the NF to process the headers. We observe that
RDMA has more deterministic and lower response time than
arbitrary NF processors. For instance, Batchy [25] reports
processing times ranging from 100s of µs to few milliseconds
to process a packet even for NFs that only look at packet
headers (no heavy intrusion detection systems). At 1.6 Tbps
with an average packet size of 1 KB and a response time of
1 ms, PayloadPark would need to store 185 MB of payloads,
almost 10× the available memory on a 3.2 Tbps pipe.
Avoiding RDMA memory collisions. Packet payloads are
stored contiguously in the external memory and are retrieved
with the information contained in custom headers, hence there
is no chance that two packets close in time read the same
memory chunk. RIBOSOME conceptually uses the RDMA

9Ideally, the switch would only extract the bits relevant for a specific NF
and batch the bits extracted from different packets into a single packet that
is sent to the NF. Unfortunately, creating such batches is not supported by
today’s ASIC switches. We leave such optimizations as future work.
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memory as a circular ring buffer, with a size provisioned large
enough to prevent collisions.
Exploiting spare bandwidth on the RDMA servers.
RIBOSOME leverages shared servers as remote buffers and
it is therefore critical to use only the spare bandwidth of
the server links without affecting the hosted services. Thus,
RIBOSOME includes a control-plane mechanism that moni-
tors the link bandwidth. When a link carries above a user-
configured back-off RDMA threshold, the system stops send-
ing payloads to the overloaded server.
Packets-per-second overhead. As RIBOSOME split packets,
it also doubles the number of packets-per-second to be pro-
cessed on both the switch (where we split the packets) and
across the NF and RDMA-enabled devices when compared
to a traditional approach. This is an inherent cost of splitting
packets that is part of the RIBOSOME architecture. Table 2
compares per-packet processing overheads on each single
component of three different NF approaches: i) Traditional
NF processing where a switch sends the entire packet to an ex-
ternal NF processor, ii) a Payload-on-Switch (PoS) approach
in which the payload is entirely stored on the switch (e.g., Pay-
loadPark), and iii) RIBOSOME. As it can be seen, RIBOSOME
has the highest overhead. We first discuss the overhead on
the switch. We note that several ASIC switches today support
line-rate forwarding for small packets (e.g., 300-Byte packets
on general switches [18]). This means that RIBOSOME would
support line-rate for packets with doubled size (e.g., 600-Byte
packets). This seems a reasonable trade-off in RIBOSOME
as splitting a packet brings substantial benefits only when
the packet is large-sized. As for the dedicated NF and shared
RDMA-enabled servers, the number of PPS handled by the set
of all these servers is twice as in a traditional approach. More
specifically, the number of PPS handled by the NF servers is
equal to that of the shared RDMA-enabled servers.

Trad. PoS RIBOSOME
Switch 2/2 2/2 3/4

NF Server 1/1 1/1 1/1
RDMA Server - - 1/1

Table 2: Number of RX/TX packets for each approach (tradi-
tional, store payload on the switch, and RIBOSOME) in each
component for each processed input packet.

3.2 High-Speed Reliable RDMA

To obtain a high-speed reliable RDMA implementation from
the programmable switch, RIBOSOME has to overcome two
main technical challenges. To support both RDMA Write and
Read operations, Queue-Pairs (QPs) (virtual queues always
composed of a send and a receive queue used to manage con-
nections) must use the Reliable Connection transport mode.
In this mode, the QP sends an acknowledgement for each

packet received correctly, or a Nak in case of transmission
problems. Detecting and recovering an RDMA Nak from a
programmable switch is complex. For instance, receiving a
PSN Error Nak would require transmitting the Nak-ed packet,
and it is infeasible to store pending requests on the switch
memory (especially RDMA Write operations that could con-
tain a payload up to 4096 B). It is even more complex to
recover from an Invalid Request Nak, triggered when the max-
imum number of outstanding RDMA Read Requests limit
is reached. In fact, Infiniband specifications [42] limit the
maximum number of outstanding Read Requests targeting a
responder QP at any one time to a fixed amount (that is 16
with Nvidia Mellanox ConnectX-5 NICs [33]). To recover
from this error, the QP state must be entirely reset.

We present a mechanism for recovering from the aforemen-
tioned failures with a minimal drop of packets in Appendix C.
Moreover, we show in Sect. 5 how it is possible to handle
multiple QPs, incrementing the maximum number of out-
standing Read Requests, using a lower level API available
within InfiniBand verbs [28].

4 Supporting Advanced Network Functions

Several common per-flow stateful operations require either
batching a set of incoming packets (e.g., [11, 25]), or keeping
track of highly frequently arriving connections (e.g., load bal-
ancers, NATs). In the following, we discuss three use cases for
RIBOSOME that leverage advanced NFs whose logic would
be difficult to realize on today’s ASIC switches with large
amounts of flows.
Stateful Load Balancers and NATs. Stateless load balancers
suffer from high load imbalance [3] while software load bal-
ancers such as Maglev [8] must rely on many servers to re-
member which servers are taking care of every new selection.
In RIBOSOME, we support stateful load balancers by storing
the per-flow state on the NF processors and sending the head-
ers of all packets to these processors. The main challenge is
to support both high-throughput with millions of connections
(which may not fit in the CPU caches) and forwarding rule in-
sertions in the order of millions per second. In RIBOSOME, we
use per-core Cuckoo++ [41] hash-tables, which have demon-
strated superior performance [12]. The state management is
using the recent FastClick’s flow system, which finds a min-
imal per-flow state layout and handle state allocations and
releases [2]. We support NATs similarly to load balancers.
Advanced per-packet software telemetry. Network teleme-
try is an indispensable component of today’s networks, for
both traffic optimization and security. Traditional monitoring
tools such as NetFlow [16] rely on packet sampling and ag-
gregation to perform off-path monitoring of the traffic, where
“off-path” refers to the fact that network events are not de-
tected on the data-path. Per-packet software monitoring has
been proposed in *Flow [44], which however is also off-path,
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thus cannot support advanced NFs. Emerging data-plane ap-
proaches such as ElasticSketch [45] detects network events
directly in the ASIC data-plane using approximate data struc-
tures. However, ASIC switches have constrained memory
for storing information about all flows. Through RIBOSOME,
an operator leverages the large server memory to monitor
in software and on-path all the packets processed by other
advanced network functions, including load balancers and
packets schedulers, which we discuss next.
Packet Schedulers. Packet schedulers are an example of
network functions that determines the rate at which a flow or
a traffic class should transmit traffic on a port or a destination
server. Most importantly, they only need to inspect the packet
headers and buffer packets for a limited amount of time (e.g.,
on RDMA servers), which fits well within the RIBOSOME
design. Realizing a per-flow packet scheduler on a hardware
switch is hard for a number of reasons. Switches typically
offer basic packet scheduler policies that scale to few traffic
classes (up to 32 in general [43]). Realizing packet schedulers
at the per-flow granularity or for more than 32 traffic classes
is therefore hard to realize entirely in hardware.

RIBOSOME supports packet schedulers at the per-flow gran-
ularity, for instance, it support a per-flow leaky bucket rate lim-
iter and the advanced Reframer [11] scheduler. RIBOSOME
guarantees that packets belonging to the same traffic class
leave the switch in the desired order. The main challenge
in building a packet scheduler on RIBOSOME is that even
if the NF processor reorders packets, there is no guarantee
those packets will be output in the correct order from the
RDMA servers. In fact, an RDMA Queue-Pair guarantees
RDMA Read Request are served sequentially but Read Re-
quests spread over different Queue-Pairs are not. Our key intu-
ition is to guarantee that payloads of packets belonging to the
same traffic class are read from the same RDMA Queue-Pair.
The maximum throughput at which RIBOSOME guarantees an
ordering of packets in a traffic class is limited by the hardware
throughput of an RDMA Queue-Pair.
Example with a Reframer packet scheduler. We show an
example of our approach implementing the Reframer packet
scheduler [11]. Reframer is a NF that buffers packets for tens
of microseconds and reorders them so that packets belonging
to the same flow are transmitted back-to-back. We show that
this functionality can be implemented on top of RIBOSOME.

Consider Fig. 4, where the RIBOSOME switch receives 8
packets from four ports belonging to four flows called A (black
squares), B (yellow squares), C (blue squares), and D (green
squares). Assume flows A and B are mapped to core 1 of the
NF and they should be forwarded on port 1 of the switch
while flows C and D are mapped to core 2 and they will end
up on port 2. The switch is connected to one RDMA server
which has 2 active Queue-Pairs; hence, all the payload data
will be written on the same RDMA server. We use dashed
orange (green solid) arrows to denote packets moving from
the switch to external entities (from external entities to the
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Figure 4: Supporting packet schedulers with RIBOSOME.

switch). The packets are initially split into a header that is
forwarded to the NF server and a payload that is stored on
the RDMA server (this RDMA Write operation is not shown
in the figure). The headers will traverse the NF link in any
extension of the partial order in which they arrived at the 4
ports. The switch tags headers with information about which
RDMA server is used to store packets content (in this case,
we have only one RDMA server and all packets have the same
tag) 10. On the NF side, core 1 (core 2) receives a sequence
of packets < B,A,B,A > (< D,C,D,C >) and reorders it into
< B,B,A,A > (< D,D,C,C >). To avoid Queue-Pairs over-
loading and to preserve packets ordering, the NF is enabled to
add a new tag to packets determining the preferred Queue-Pair
index for reading the content from the RDMA server. In this
scenario, core 1 tags packets with QP1 and core 2 tags packets
with QP2. Finally, the NIC forwards these headers back to
the switch, possibly interleaving packets from the two cores.
When packets arrive at the switch, the headers are stored in
the order in which they are received and the corresponding
RDMA Read Request are generated according to tags added
by the NF cores. As a result, the RDMA server receives the
Read Requests in two Queue-Pairs exactly in the order in
which the corresponding NF cores have generated them. The
payloads also return in the same order of the Read Requests.

5 Implementation

We implemented RIBOSOME’s data plane in P4_16 language
and compiled it to a Intel Tofino ASIC [19]. The server pro-

10We encode this tag in the MAC destination address which gives the
flexibility to users to dispatch packets among cores based on corresponding
RDMA servers if it is needed.
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cess that manages RDMA connections and remote buffers is
written in C++, using Infiniband Verbs [28].

Server Connection Establishment. For initializing a con-
nection with the switch, the server agent takes as input the
Infiniband interface name and the Server ID (an incremental
index that starts from 0). It allocates a memory buffer enabled
for remote write/read access. The process sends to the switch
all the information to identify the connection using several
different custom Ethernet frames (described in Appendix E).

The switch saves this information in different registers
(base_addr, rkey, mac, and ip), using the Server ID as index.

After this initial setup, the process creates a user-defined
number Nqp of Queue-Pairs. Each QP qi (i= 0, . . . ,Nqp) is cre-
ated using the Reliable Connection transport mode. A unique
local Queue-Pair ID Lqi is assigned by the NIC. Instead of
pairing qi with a remote QP, RIBOSOME fakes the connec-
tion to a remote endpoint, avoiding the need of a second
Infiniband-capable device. A fake remote Queue-Pair ID Rqi

is computed using the formula Rqi = i+(Server_ID ∗Nqp).
The remote and local initial PSNs are set to 0. At this point,
the server sends the Queue-Pair information to the switch
with a Server Queue-Pair Info frame, containing Lqi and Rqi .
The switch stores Lqi in the qp register at index Rqi , it writes
the enabled_qp register at index Rqi , enabling the QP, and it
also sets the register psn to 0 at the same index Rqi .

RIBOSOME Headers. RIBOSOME uses two custom headers,
that contain information needed to retrieve a payload and
merge it with its correct headers. We provide a description of
the headers and their fields in Appendix E.

Splitter. When a packet is received on a RIBOSOME enabled
port, the switch checks that the length of the packet is higher
than a definable threshold. If it is under the threshold, the
packet is not split and sent to the NF. Otherwise, the switch
applies a hash function (on a 4-tuple composed of SrcIP, DstIP,
SrcPort, DstPort) to index a Match-Action Table to select the
server and the index i of the QP qi that will store the relative
payload. This ensures that payloads of the same flow will be
managed by the same server and QP, and avoids reordering
packets belonging to the same flow. The switch reads the
enabled_qp register: if the QP is not enabled (equal to 0), the
packet is sent to the NF without splitting it. Else, the switch
retrieves (using i) the server data from mac, ip, base_addr
and rkey registers. The packet is then transformed into a
RoCEv2 RDMA Write. The PSN field of the BTH header is
set by reading and incrementing the register psn at index i.
The switch also appends the Header Info, selecting an index
h where the header will be stored after being processed by
the NF. It also appends the exact padding bytes to align the
payload to a 4-byte boundary. The packet is mirrored to the
Egress pipeline, where it is truncated to the header size. The
switch appends both Payload Info and Header Info, that will
be used for reconstructing the packet after the NF processing.

We show a high level overview of the flow in Appendix D.

Rebuilder. When the switch receives a processed header from
the NF, if it contains the Payload Split header, it means that
the packet must be reconstructed, else the packet is normally
routed. Before reconstructing the packet, the switch saves the
processed header into several registers hdrs at the index h
specified by the Header IDX field in Header Info. The packet
is then transformed into a RoCEv2 RDMA Read Request.
The switch reads the Payload Info header and retrieves the
index i to read the information of the server that contains the
payload (mac, ip, and rkey registers). The PSN field of the
BTH header is set by reading and incrementing the register
psn at index i. The switch fills RETH header with the Payload
Address and Payload Length fields stored in Payload Info.

The RDMA Read Request is sent to the corresponding
server, which answers with an RDMA Read Response con-
taining Header Info and the payload. The switch parses the re-
sponse, reads h from the Header IDX field of Header Info and
uses it to load the right header from registers hdrs. It removes
the additional padding and prepends the processed header, re-
constructing the entire packet that is normally routed. The
reconstructed packet is 4 bytes longer than the original one
as the switch cannot remove the ICRC appended by RoCEv2.

We show a high level overview of the flow in Appendix D.
Spare Bandwidth Exploitation. To ensure that RIBOSOME
uses only the spare bandwidth of the shared servers with-
out affecting hosted services, we implement a control plane
mechanism that monitors the actual usage of the links. If
the per-port bandwidth usage is under a configured back-off
RDMA threshold, RIBOSOME uses the link for storing pay-
loads in the remote memory of the server. Instead, if the port
usage is above the threshold, the switch stops using that link
for payloads, preserving the bandwidth for services. In this
case, RIBOSOME remaps the Match-Action Table that selects
QPs and servers, equally redistributing the entries of the over-
loaded server among the others. When the port bandwidth
usage goes below the threshold, RIBOSOME restores the orig-
inal mapping of the table, re-enabling the server.

6 Evaluation
RIBOSOME is the first programmable buffer abstraction that
is suitable for Tbps advanced NF packet processing. It per-
forms stateful packet processing, carefully splitting operations
between dedicated and shared resources, dedicated servers
process headers and servers hosting customers’ services store
payloads without CPU interference. In this section, we demon-
strate the performance gains achievable by RIBOSOME. All
scripts, including documentation for full reproducibility, are
available [39]. We aim to answer five main questions:
• “How much RIBOSOME improves the per-packet through-

put and latency gain on the NF server?”
• “How does the packet size impact the throughput gains?”
• “Can we build advanced NFs on top of RIBOSOME?”
• “What are the overheads on the RDMA servers?”
• “How many ASIC resources does RIBOSOME require?”
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RIBOSOME’s data plane is deployed on a 64×100 Gbps
Stordis BF6064X with Intel Tofino ASIC [19]. Four of
its ports are connected to a 32 × 100 Gbps Edgecore
Wedge100BF-32X with Intel Tofino ASIC. Four commod-
ity servers run the server agent and are equipped with In-
tel®Xeon®Gold 6140 CPU @ 2.30GHz and Nvidia Mel-
lanox ConnectX-5 NICs [33]. All CPUs are set at their nomi-
nal frequency. The testbed is wired with 100Gbps links. The
experimental setup is depicted in Appendix A.
Workload generation. To generate different loads, we use an
additional server equipped with Intel®Xeon®Gold 6140 CPU
@ 2.30GHz, and Nvidia Mellanox ConnectX-5 NICs [33],
connected to the 32-port switch. The switch multicasts
the incoming traffic to three ports unless stated differently.
We inject both synthetic and real-world traffic traces using
FastClick [1]. Another server with the same hardware runs
different NFs, also implemented in FastClick. All the experi-
ments are repeated 3 times.

6.1 Throughput and Latency Gains

RIBOSOME enables multi-100G packet processing. Fig. 5
shows the throughput of the NF (in pps) and the output
throughput of the system (in Gbps) for three systems: a base-
line where the NF receives the entire packet (dashed-dotten
orange line), a PayloadPark-like system that removes 160
bytes of a payload when transmitting a packet to the NF
server (dashed light blue line), and RIBOSOME (solid dark
blue line). The average packet size is 1KB. The x-axis is the
packet rate injected by the traffic generator (in Mpps). The
baseline rapidly saturates the available 100 Gbps link band-
width, consequently capping the NF throughput to this rate.
The PayloadPark-like performance shows that only a limited
increase in throughput can be achieved as the switch can store
just a small part of the payload. RIBOSOME achieves higher
throughput by sending only the headers to the NF, showing
the system can keep up the processing of the 300Gbps in-
put traffic. We note that only ~75 Gbps of payloads can be
handled by the RDMA NICs in our testbed due to RDMA
overheads. Therefore, the 300 Gbps of generated traffic is
limited by the 4 RDMA servers. So in order to process 1.6
Tbps of traffic, RIBOSOME would need to be connected to
22 shared RDMA-enabled servers. The gains for this simple
forwarding NF could potentially be even higher by deploying
more RDMA servers, which we could not do in our testbed.
RIBOSOME improves latency. While one would expect de-
laying packets to recover the payload through RDMA takes
time, the advantage of reducing the queue sizes and the trans-
mission rate at the NF compensates. In Fig. 6, we show the
median latency (y-axis) with respect to the input rate (x-axis).
Even at a medium input rate, the latency of the baseline sys-
tem (which does not split packets) increases, while the latency
of RIBOSOME is kept constant, achieving a 4× gain. We also
verified that tail latency follows a similar trend: the baseline
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Figure 5: Bandwidth advantage of sending only headers to a
forwarding NF, 1024 B packets.

reaches up to ~500 µs tail latency because of the queuing
happening on the NF server, while Ribosome maintains a
constant ~60 µs latency.11
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Figure 6: Median RTT latency for 1024 B packets sent by the
generator to a forwarding NF under varying input rate.

RIBOSOME retains high performance regardless of the
input packet size. Fig. 7 shows the output throughput (y-
axis) of our baseline forwarding NF that does not split packets
(dashed line) and RIBOSOME (blue line). The x-axis is the
packet length in bytes. The split threshold is set to 64 bytes.
Varying the packet size does not affect the overall throughput
as the NF is still capable of processing 300 Gbps. Moreover,
this also demonstrates that RIBOSOME is highly effective for
the relevant real-world scenarios, where the average packet
size ranges between 500 and 1K bytes [6]. We reach 300 Gbps
of throughput already with 400 B packets (i.e., 93Mpps). This
graph demonstrates that the bottleneck with 1KB packets is
not the CPU but rather the limited number of RDMA servers.
We hypothesize that RIBOSOME could potentially operate

11Fig. 11 in Appendix B shows 99th percentile tail latency.
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above 600Gbps (75Mpps) with a simple NF forwarder.
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Figure 7: Bandwidth gain according to packet length.

6.2 Advanced Network Functions

We have successfully integrated and evaluated the three appli-
cations presented in Sect. 4 within RIBOSOME. Fig. 8 shows
the RIBOSOME output throughput (in Gbps, y-axis) for the
Reframer [11] advanced packet scheduler (blue solid line), a
per-flow rate limiter (light blue dashed line), and a Layer-4
load balancer (orange dashed-dotted line). We vary the num-
ber of CPU cores used on the NF (x-axis). We replay a CAIDA
trace that runs for 3.7s and contains 13.4 M flows.

RIBOSOME supports the Reframer packet scheduler at
about 150 Gbps with 4 CPU cores and about 220 Gbps with
8 CPU cores (hyperthreading enabled). To put things into per-
spective, this level of throughput is almost 2.2× higher than
the one achieved in the original paper on a single server (i.e.,
100 Gbps) [11]. We observe that a single Queue-Pair has a
throughput limitations of 2.5 Gbps. This means that currently
RIBOSOME, combined with Reframer, can only guarantee
packet ordering for traffic classes whose throughput is at most
2.5 Gbps. We expect such limitations to ease in future genera-
tions of RDMA.

Similarly, Fig. 8 shows the performance of the per-flow rate
limiter that independently tracks the rate of each individual
micro-flow going through the switch and limits them using a
per-flow token bucket. The rate-limiter NF achieves close to
300 Gbps similarly to the load balancer function. Both these
NFs require keeping track of individual Layer-4 connections.
In both cases, the NF server handles 3 M new flows per second,
whereas an ASIC switch can only support ~100 K flow-table
entry modifications [46].
RIBOSOME preserves the order of packets. As discussed in
Sect. 4, there is a possibility that packets from different Queue-
Pairs got interleaved during RDMA Reads. We investigate
the amount of unordered packets by measuring the average
Spatial Locality Factor (SLF) of the traffic on the RIBOSOME
output and comparing it with the SLF value right after Re-
framer instances on the NF. It is the parameter used in [11] to
measure the ordering level of the traffic. We observe that using
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Figure 8: Throughput of three advanced Network Functions.

our trace file, the SLF value on the NF server is 1.31 while
it only drops slightly to 1.29 on the output of RIBOSOME,
which demonstrates its ability to primarily preserve the order
of packets according to the advanced scheduler.

6.3 RDMA Interference Analysis

Storing payloads on RDMA servers may impact applications
running on those servers, and specifically, their available net-
work and memory bandwidth.

Little impact of RDMA on memory bandwidth and CPU.
We generate RDMA operations that fill the NIC capacity
(nearly 100 Gbps) and verify that the CPU load is 0% as
RDMA traffic bypasses the CPU. We then use STREAM [30]
to benchmark the CPU-to-memory bandwidth. We see that
the available CPU-to-memory bandwidth decreases by ~25%
when using 100% of the NIC for RDMA operations. De-
spite such bandwidth decrease, RIBOSOME leaves plenty of
memory spare bandwidth on the RDMA servers.

RIBOSOME reactively releases network bandwidth re-
sources from RDMA servers. We craft a synthetic trace
where RIBOSOME does not split a specific traffic class and
forwards it directly to the RDMA Server 1. This “unsplit”
traffic gradually increases over time simulating an increased
bandwidth demand on Server 1. We run this experiment with-
out 3× multicasting enabled and we set the back-off RDMA
threshold at 40 Gbps. Fig. 9 shows the input throughput of
the “unsplit” traffic (violet line) and that of the four RDMA
servers. We see that the RDMA throughput on each RDMA
servers is around 7 Gbps at time 15s. When the “unsplit” traf-
fic reaches roughly 33Gbps (at time 16s), this event triggers
RIBOSOME’s control mechanism, which stops sending pay-
loads to Server 1 and redistributes the load on the other three
servers. In future work, we will design an adaptive algorithm
(instead of an on/off control mechanism) to share the NIC
bandwidth in a fine-grained manner. This will also decrease
the CPU memory controller utilization of RIBOSOME when
the server is used for a network workload.
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Figure 9: RIBOSOME stops sending payloads to Server 1
when it becomes overloaded.

6.4 ASIC Resource Usage

Table 3 shows the additional ASIC resources consumed by
RIBOSOME based on the Tofino compiler’s output. Overall,
RIBOSOME consumes a similar amount of VLIW Instructions
and Match Crossbar than TEA [21] and occupies a negligible
amount of TCAM. For SRAM memory usage, we allocate
1.5K×15×4B register entries to store headers while fetching
the payloads with RDMA, which suffice to sustain the 4µs
RDMA maximum response time. Moreover, RIBOSOME also
relies on several registers to store RDMA connections data,
which justifies the additional memory usage.

Resource Additional Usage
SRAM 7.84%
TCAM 1.14%

VLIW Instruction 13.82%
Exact Match Crossbar 13.92%

Ternary Match Crossbar 0.69%

Table 3: Additional ASIC resources used by RIBOSOME.

7 Discussion
How many NF-dedicated ports to achieve full-throughput
on a high-speed ASIC switch? Similarly to Tiara,
RIBOSOME only achieves half of the switch throughput as
half of the ports store payloads. One RIBOSOME server pro-
cesses up to 80 Mpps for a forwarding NF. We need to use
three ports of the switch exclusively for NF processing to
process the equivalent of 1.6 Tbps of 1 KB packets. With ad-
vanced NFs, we must reserve 6-7 ports on the switch whereas
Tiara requires 8 ports to connect its FPGAs. Replacing our
NF servers with FPGAs may lower the number of dedicated
ports to our lower bound of 3 ports, which is future work.
Can RIBOSOME offload heavy-hitter entries to the switch
after an insertion? Yes, this is doable (whenever the NF
function is realizable on a programmable switch) and similar
to what TEA or CRAB [22] do. We believe this optimization
is orthogonal to our approach and we leave it as future work.

8 Related Work
We discuss related work that we have not already mentioned.
Dedicated external devices. Several systems require send-
ing the entire packet to the NF processor [8, 15, 20, 26, 34–
36, 46, 49]. Gallium [48] enables offloading a part of the NF
processing on the switch, but complex processing still needs
to be executed on the NFs servers. In contrast, we minimize
the amount of dedicated resources needed to run complex
NFs by relying on shared resources to store and retrieve pay-
loads, thus minimizing the number of ports on the switch
connected to dedicated devices. Moreover, we present a novel
programmable buffer that supports packet schedulers or batch-
based NFs.
RDMA on a high-speed ASIC switch. TEA [21],
SwitchML [38], and Dart [24] all propose to use RDMA
directly on the Intel Tofino switch. TEA (SwitchML) im-
plements reliable (unreliable) RDMA transport. TEA code
is not publicly available. Unreliable RDMA does not sup-
port RDMA Reads. Dart sketches an implementation without
providing code. We implement reliable RDMA, evaluate bot-
tlenecks, and make all our code public.

9 Conclusion
We presented RIBOSOME, a high-speed stateful packet pro-
cessor that reduces the amount of dedicated NF processors
by carefully sending only headers to the external NFs. We
showed in our testbed that RIBOSOME scales throughput by
up to a factor of 3× with a single NF processor (potentially
up to 10× with additional RDMA servers for storing pay-
loads). We believe that RIBOSOME aligns with the current
trends towards disaggregating architecture in which resources
are shared for different purposes. We leave as future work the
fundamental problem of further improving the performance
of CPU-based NF processors given the observed high cost
of retrieving the flow state from memory (especially when
it resides outside the cache). Also, we will further investi-
gate optimizations for reducing packet-per-second overheads
introduced when splitting packets.

Acknowledgements
We would like to thank our shepherd Jeongkeun Lee, the
anonymous reviewers for their insightful comments and sug-
gestions on this paper. This work has been partially sup-
ported by the Swedish Research Council (agreement No.
2021-04212) and KTH Digital Futures. This work has re-
ceived funding from the European Research Council (ERC)
under the European Union’s Horizon 2020 research and in-
novation programme (grant agreement No. 770889). Tom
Barbette has been funded by an FSR Post-doc Fellowship
from UCLouvain.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1249



References

[1] Tom Barbette, Cyril Soldani, and Laurent Mathy. Fast
userspace packet processing. In 2015 ACM/IEEE Sym-
posium on Architectures for Networking and Communi-
cations Systems (ANCS), pages 5–16, 2015.

[2] Tom Barbette, Cyril Soldani, and Laurent Mathy. Com-
bined stateful classification and session splicing for high-
speed NFV service chaining. IEEE/ACM Transactions
on Networking, 29(6):2560–2573, 2021.

[3] Tom Barbette, Erfan Wu, Dejan Kostić, Gerald Q.
Maguire, Panagiotis Papadimitratos, and Marco
Chiesa. Cheetah: A High-Speed Programmable
Load-Balancer Framework With Guaranteed Per-
Connection-Consistency. IEEE/ACM Transactions on
Networking, pages 1–14, 2021.

[4] Pat Bosshart, Glen Gibb, Hun-Seok Kim, George Vargh-
ese, Nick McKeown, Martin Izzard, Fernando Mujica,
and Mark Horowitz. Forwarding Metamorphosis:
Fast Programmable Match-Action Processing in Hard-
ware for SDN. SIGCOMM Comput. Commun. Rev.,
43(4):99–110, aug 2013.

[5] Broadcom. Tomahawk4, 2022. https:
//www.broadcom.com/products/ethernet-
connectivity/switching/strataxgs/bcm56990-
series.

[6] CAIDA . Trace Statistics for CAIDA Passive OC48
and OC192 Traces, 2019. https://www.caida.org/
catalog/datasets/trace_stats/.

[7] Don Draper. TSMC’s 5nm 0.021um2 SRAM
Cell Using EUV and High Mobility Channel
with Write Assist at ISSCC2020, 2020. https:
//semiwiki.com/semiconductor-manufacturers/
tsmc/283487-tsmcs-5nm-0-021um2-sram-cell-
using-euv-and-high-mobility-channel-with-
write-assist-at-isscc2020/.

[8] Daniel E. Eisenbud, Cheng Yi, Carlo Contavalli, Cody
Smith, Roman Kononov, Eric Mann-Hielscher, Ardas
Cilingiroglu, Bin Cheyney, Wentao Shang, and Jin-
nah Dylan Hosein. Maglev: A Fast and Reliable Soft-
ware Network Load Balancer. In Proceedings of the 13th
Usenix Conference on Networked Systems Design and
Implementation, NSDI’16, page 523–535, USA, 2016.
USENIX Association.

[9] Facebook. Katran Load Balancer, 2021. https:
//github.com/facebookincubator/katran/blob/
3fadb1eaaff719980a3cc9dc8870f88d442a40e1/
katran/lib/bpf/balancer_consts.h#L100.

[10] Alireza Farshin, Tom Barbette, Amir Roozbeh, Gerald Q.
Maguire Jr., and Dejan Kostić. PacketMill: Toward per-
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A Experimental Setup

Fig. 10 depicts the experimental setup. The Traffic Generator
is connected to the Multicast Tofino with a 100-Gbps link. The
Multicast Tofino has four of its 100-Gbps ports connected
to the RIBOSOME Tofino, and it multiplexes the incoming
traffic from the Generator. It modifies each packet to have two
additional copies with different 4-tuple values before sending
them to the RIBOSOME Tofino. RIBOSOME Tofino is attached
to four commodity servers running the RDMA server, and
one server that implements the NF, all with 100 Gbps links.
When a packet is reconstructed after the NF processing, the
RIBOSOME Tofino sends it back to the Multicast Tofino. If
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the packet is an original one (with no flow modifications), it
is sent back to the Traffic Generator.

B RIBOSOME Tail Latency Impacts

Fig.11 demonstrates the impact of RIBOSOME on packets
99th percentile tail latency when the NF server is running a
simple forwarder.

C Recovering RDMA Queue-Pairs

We illustrate the implementation of the QP Recover mecha-
nism discussed in Sect. 3.

For supporting both RDMA Write and Read operations,
Queue-Pairs are created using the Reliable Connection trans-
port mode. This mode expects that packets are received in
the correct order, by checking their PSN. If a packet is out
of order, the QP sends back a PSN Error Nak, requesting the
retransmission. RIBOSOME’s implementation does not store
RDMA Write or Read Request packets in the switch (it only
keeps the current PSN). Hence, it is not able to retransmit a
Nak-ed packet. Additionally, Infiniband specifications limit
the maximum number of outstanding RDMA Read Requests
on each QP. If there are more of such requests, the QP transits
into an invalid state, sending an Invalid Request Nak.

To overcome these limitations, RIBOSOME exploits several
QPs on each server, and it also implements a QP recovery
mechanism, that allows to reset a QP in case of errors.

When the programmable switch receives a Nak, it puts the
corresponding Queue-Pair qi in a disabled state writing the
enabled_qp register to 0. The index i to access the register is
the DestQP field of the BTH header, that is the value Rqi = i+
(Server_ID∗Nqp). The enabled_qp register is periodically
checked by a control plane script, that takes all the entries
with a value of 0 and, for each index j, reads register qp at
index j. If the Queue-Pair ID is set, the switch writes another
register (called qp_to_restore) at index j with a value 1.

Traffic 
Generator

RDMA
Server 1

RDMA
Server 2

RDMA
Server 3

RDMA
Server 4

Multicast Tofino

Ribosome Tofino NF

Figure 10: RIBOSOME testbed.

When receiving a packet in the Splitter component, if
the Queue-Pair qi is selected, and the value of enabled_qp
register at index i is 0, and the value of qp_to_restore
register at index i is 1, the packet is sent to the NF with-
out splitting it. Also, the packet is mirrored to the Egress
pipeline, and transformed into a simple Ethernet frame with
EtherType= 0x4321, containing the index of the Queue-Pair
to restore. The server agent has a raw L2 socket listening on
the interface used to open the connection. When the afore-
mentioned frame is received, the associated QP is reset and
re-initialized. At this point, a Server Queue-Pair Info packet
is sent to the switch, that re-enables the QP.

D Splitter and Rebuilder Components

We illustrate a high level overview of the two main
RIBOSOME’s components. Fig. 12 depicts the Splitter com-
ponent, while Fig. 13 shows the Rebuilder component.

E Custom Ethernet Frames and Headers

RIBOSOME leverages on several custom Ethernet frames to
identify a server connection, depicted in Fig. 14.

Also, the system uses two custom headers (showed in
Fig. 15), that contain information needed to retrieve a payload
and merge it with its correct headers:
a) Payload Info: appended to truncated headers when the

packet is split. The Marker field is used by the switch
to identify the header. The Payload Address indicates
the starting address of the payload in the remote RDMA
buffer. The Length field is the length of the payload in
the buffer. The Index is used by the switch to request the
payload on the same Queue-Pair used when sending the
RDMA Write request.

b) Header Info: appended to the Payload Info when the
packet is split. It is also prepended to the payload before
sending it to the remote buffer. The Pad Count field stores
the number of bytes of the Additional Padding field to
align the payload to a 4-byte boundary as per Infiniband
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specifications [42]. The Header IDX indicates the index
of the register where the header processed by the NF is
saved while the switch is fetching the payload from the
remote buffer.
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F RDMA Latency Microbenchmark

We performed a microbenchmark of RDMA operations using
the Linux Infiniband perftest suite [27] on two servers,
equipped with Intel®Xeon®Gold 6140 CPU @ 2.30GHz,
and Nvidia Mellanox ConnectX-5 NICs. Fig. 16 shows the
average latency of 1 K iterations (y-axis) of both RDMA Read
and Write operations with different payload lengths (x-axis).
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Figure 16: RDMA Operations Microbenchmark.
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Abstract
The promise of in-network computing continues to be unreal-
ized in realistic deployments (e.g., clouds and ISPs) as serving
concurrent stateful applications on a programmable switch is
challenging today due to limited switch’s on-chip resources.
In this paper, we argue that an on-rack switch resource aug-
mentation architecture that augments a programmable switch
with other programmable network hardware, such as smart
NICs, on the same rack can be a pragmatic and incrementally
scalable solution. To realize this vision, we design and im-
plement ExoPlane, an operating system for on-rack switch
resource augmentation to support multiple concurrent applica-
tions. In designing ExoPlane, we propose a practical runtime
operating model and state abstraction to address challenges in
managing application states correctly across multiple devices
with minimal performance and resource overheads. Our eval-
uation with various P4 applications shows that ExoPlane can
provide applications with low latency, scalable throughput,
and fast failover while achieving these with small resource
overheads and no or little modifications on applications.

1 Introduction
While recent efforts have demonstrated the feasibility of using
programmable switches to implement network functions, such
as NATs, firewalls, and load balancers (e.g., [4, 38, 46]) and
to accelerate distributed systems (e.g., [43, 44, 52, 55]), there
is still significant apprehension from practitioners whether
in-network computing is ready for prime time. In many ways,
this apprehension is justified as serving concurrent stateful
applications in production-scale clouds and cellular networks
is not possible today or in the foreseeable future. The fun-
damental issue is that due to limited on-chip resources (e.g.,
10s MB of SRAM), these switches cannot keep up with the
increasing number of stateful applications [33, 39] which op-
erators want to run on a switch and the demand to handle
heavier workloads in terms of traffic volume and flows [8,26].

Instead of arguing for beefing up the switch ASICs or cre-
ating hyper-optimized applications, we explore a pragmatic
alternative and make a case for on-rack switch resource aug-
mentation architecture. We envision a deployment that con-
sists of a programmable switch, other data plane devices (e.g.,
smart NICs [7, 11, 14, 18], and software switches running on
servers [19, 56]) connected to the switch on the same rack.
These external devices offer more resources to offload state-
ful packet processing, albeit with some performance penalty.

Perhaps more significantly, they offer a path to affordably and
incrementally scale the effective capacity of a programmable
network to handle future workload demands.

To effectively realize this vision of on-rack switch resource
augmentation, we argue that we need an operating system
(OS) to manage resources spread across multiple on-rack
devices. To borrow from Anderson and Dahlin [21], we can
draw a first-principles analogy to the three roles that any OS
serves: (1) a “glue” to provide a set of common services that
facilitate the sharing of resources among applications; (2) an
“illusionist” to provide an abstraction of physical hardware to
simplify application design; and (3) a “referee” for managing
resources shared between multiple applications. While there
is some recent work on mapping a single switch application to
heterogeneous devices or to augment memory (e.g., [30,40,42,
54]), these fundamentally do not tackle multiple concurrent
applications or provide these capabilities.

However, realizing such components in our context is
uniquely challenging because of hardware and workload char-
acteristics. More specifically, we observe that managing states
correctly while minimizing the performance and resource
overhead is difficult, especially under high packet processing
speed and dynamically changing workloads. In our setting,
application states can be placed, and workloads (i.e., packets)
can be executed on multiple devices. Thus, state management
becomes critical for application correctness (e.g., accessing
incorrect state), performance (e.g., high packet processing
latency due to inter-device communications), and resource
overhead (e.g., additional switch resources).

In designing ExoPlane,1 an OS for switch resource aug-
mentation, we address these challenges as follows:
• Runtime service (the glue): To avoid frequent inter-device

communications during packet processing, we propose
a packet-pinning operating model that guarantees that a
packet is processed entirely on a single device.

• State abstraction (the illusionist): To enable correct stateful
processing of packets even under dynamically changing
workloads, we design a two-phase state management that
places application states correctly on different devices as
the workload changes. We also design appropriate levels
of consistency for different types of stateful objects that
appear in applications.

1The name denotes an external (exo-) data plane.
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Applications States

Per-tenant VPN gateway +
Packet counter

Ext.-to-int. tunnel mapping and processed
packet counter for each tenant.

Per-tenant NAT Per-flow address mapping for each tenant. Per-
flow address mapping for each tenant.

Per-tenant ACL + Filtered
packet counter

Per-flow ACL and dropped packet counter for
each tenant.

Sketch-based monitor UnivMon [45] for remaining traffic classes.

Table 1: P4 applications deployed in a gateway switch of the data
center in our motivating scenario.

• Resource allocation (the referee): To achieve performance
and policy goals specified by developers and operators, we
formulate and solve an optimal resource allocation prob-
lem that accommodates heterogeneity across applications
and data plane device capabilities.
ExoPlane consists of two key components: the planner

and runtime environment. The planner takes multiple P4 [25]
applications written for a switch with no or little modifications
and optimally allocates resources to each application based
on inputs from a network operator and developers. It requires
developers to add application-specific logic using our APIs
only if the program contains an object that can be updated
in the data plane. Then, the ExoPlane runtime environment
executes workloads across the switch and external devices by
correctly managing state, balancing loads across devices, and
handling device failures.

We implement the planner in C++, the data plane of the
runtime environment in P4, and the control plane of the
runtime environment in Python and C++. We evaluate it
using various P4 programs in our testbed consisting of a
Tofino-based programmable switch [9] and servers equipped
with Netronome Agilio CX smart NICs [7]. Our evaluations
show that ExoPlane achieves low latency (e.g., ≈300 ns at
the switch and 5.5 µs at an external device in steady-state)
and scalable throughput with more external devices (e.g., up
to 394 Gbps, the maximum rate in our testbed). In case of
an external device failure, ExoPlane can recover an end-to-
end TCP throughput within 200 ms. ExoPlane achieves these
with small control plane (a few tens MB) and switch ASIC
resource overheads (less 4.5% of ASIC resources).

2 Motivation and related work
In this section, we motivate the need for supporting multiple
concurrent stateful applications in the network, provide a
primer on in-switch stateful applications, and discuss why
prior work falls short.

2.1 Motivating example
We observe two key trends in in-network computing that
increase demands on switch resources. First, the number
of applications that need to run concurrently will likely in-
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Figure 1: SRAM requirements (normalized to the total amount of
SRAM on a switch) with varying workload sizes and numbers of
applications. If the requirement > 1, it is infeasible.

crease [33,39]. Second, the per-app workload size in terms of
traffic volume and the number of flows keeps growing [8, 26].

As a concrete example, suppose a cloud or cellular operator
wants to deploy four applications in Table 1 on the edge router
(e.g., [47, 49]) processing traffic entering/leaving the network.
Each application maintains per-flow states for each tenant to
enable virtual private networks (VPN gateway), route traffic
from tenants’ on-premise networks to VMs running services
(NAT), or control access to services running on tenants’ VMs
(ACL). The sketch-based monitor collects statistics for the
remaining traffic classes using an UnivMon sketch [45]. To
see if/how these applications can coexist, we implement them
in P4 or use source code from the original authors, compose
them into a single P4 program using our merger (described
in §6) and compile the result using the Tofino P4 compiler.

Unfortunately, we find that enabling these applications
concurrently in a switch is infeasible for typical work-
loads, which requires the support of at least 1M concurrent
flows [28, 46, 47], as shown in Fig 1. We consider two scenar-
ios: (a) running all four applications but varying numbers of
concurrent flows per application and (b) fixing the number of
flows to 1M but adding applications incrementally. Here, we
use SRAM requirements from each application, normalized
(due to vendor NDAs) to the total amount of SRAM on a
switch, which is the bottleneck resource in our scenario. In
Fig 1a, we see that as the workload increases, it becomes in-
feasible to run all the applications. Similarly, in Fig 1b, we
see that the switch can support only a single application.2

2.2 Stateful switch applications
Before we discuss why prior work cannot tackle the above
problem, we provide a brief primer on stateful in-switch ap-
plications, where a state on the switch determines how to
process packets. A typical program (p) contains one or more
stateful objects (oi), each of which can be represented as a P4
construct [25] such as a match-action table and a register.3

Each object contains state data in the form of key-value pairs
((Koi ,Voi )) and actions. For example, a register in P4 consists

2In Fig 1b, adding the 4th app does not increase the SRAM usage much
because the sketch’s SRAM usage is independent of the number of flows.

3While our focus of this paper is on P4, other programming languages
for programmable switches such as NPL [15] provide similar constructs.
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Control Plane Program

Key: SrcIP
Val: 4B int.

Pkt Counter (o2)

Key: 5-tuple
Val: Bool

Stateful FW (o1)

Key: dstIP
Val: Port #

Forward (o3)

❶

❸❷

Packet

P4 program (p)

❹

Figure 2: An abstract P4 application and runtime model. An ap-
plication consists of multiple stateful objects (white boxes) and the
control plane logic (blue arrows).

of a data array and actions that access the array. Fig 2 shows
an example stateful P4 program (p) with three objects (o1–o3).
Each object requires some amount of memory (e.g., SRAM)
for state data and compute resources (e.g., stateful ALUs
(SALUs)) for actions. The vendor-provided compiler (e.g.,
Tofino P4 compiler) allocates resources to each object using
proprietary heuristics; if it cannot find a feasible allocation,
the compilation will fail.

Once the program is successfully compiled and loaded to
a pipeline, it can process incoming packets using its stateful
objects; e.g., the firewall application in Fig 2 tracks active
connections and drops unwanted packets from the Internet
that do not belong to active connections. At runtime, the
control plane logic can access the objects in the data plane
(e.g., inserting a new entry to the stateful FW object). Note
that in the current switch architecture, inserting and deleting
entries from a match-action table can be done only via the
control plane. From the data plane, a packet only can look up
an entry from the table. Registers can be read and updated by
both the data and control plane. For example, in Fig 2, when
a packet from an internal network comes in and if a state miss
occurs at the stateful FW ( 1 ), it reports the packet to the
control plane program ( 2 ) that inserts new entries for the
packet (or flow) ( 3 ). Optionally, it sends the packet back
to the data plane ( 4 ) so that it can be processed with the
inserted entries.

2.3 Prior work and limitations
At a high level, our work is related to prior efforts in switch
program composition (e.g., [32, 53, 58, 59]), recent efforts to
tackle switch resource constraints (e.g., [30,40,54]), and prior
work in the software stateful NF literature (e.g., [31,36,37,50,
57]). While these efforts are valuable, they do not tackle the
problem our motivating scenario poses—multiple concurrent
switch applications with demanding workloads.

Language and framework for application composition.
Some prior works attempt to support multiple data plane
programs or modules in a single device [32,53,58,59]. For ex-
ample, software-based virtualization approaches such as Hy-
per4 [32] and HyperV [58] allow composing multiple P4 pro-
grams with a constrained programming model. P4Visor [59]
merges different versions of a program resource-efficiently.
However, they fail to work when the amount of resources

required by the composed program exceeds the available re-
sources in the switch.

Leveraging external resources. TEA [40] provides a vir-
tual table abstraction for a single switch application to access
remote DRAM for a large lookup table. While TEA can be
extended for an application with multiple tables, it requires
multiple remote memory accesses, affecting application’s per-
formance. Flightplan [54] takes a single application written
with custom annotations and disaggregates it to multiple de-
vices. Developers need to manually partition the application
so that each device runs only a particular portion of the appli-
cation. Lyra [30] proposes a custom language for writing a sin-
gle application split across multiple heterogeneous switches.
None of these considers multiple applications.

Server-based network functions. In the context of server-
based NFs, previous work augments servers’ resources by
leveraging remote compute and storage resources, especially
to manage NF state [31, 36, 37, 50, 57]. However, they are not
directly applicable in our setting due to the workload charac-
teristics of switch applications and hardware constraints.

3 Overview
In this section, we make a case for on-rack switch resource
augmentation and discuss the challenges in realizing it.

3.1 Case for on-rack augmentation
Given the above trends and limitations of prior work, one can
consider several candidate approaches; e.g., optimizing appli-
cations to reduce resource footprint or adding more resources
to switch ASIC. While these are valid, they have limitations;
e.g., applications, even if optimized, may have high resource
usage, especially with changing workloads, and extending
switch hardware is expensive.

We explore a practical alternative and envision an on-rack
switch resource augmentation architecture consisting of a pro-
grammable switch connected to a few other programmable
external devices on the same rack. For example, we can al-
locate 2U of rack space, where a programmable switch is
located, to install a server equipped with four 100 Gbps NPU,
DPU, or FPGA-based smart NICs [6, 18, 34] connected to the
switch. While these NICs provide a lower packet processing
rate (up to a few 100s Gbps), compared to hardware switches
(a few tens Tbps), they have more resources (e.g., a few GB
of DRAM vs. a few 10s MB of SRAM) to support demanding
workloads. This architecture provides a practical deployment
solution as it takes up limited space and does not require
changes to other parts of the network.

Deployment assumptions. In this context, we assume the
following deployment capabilities: (1) A switch and external
devices located on the same rack are programmable with the
same set of P4-16 [10] constructs (e.g., tables and registers),
and we have blackbox access to vendor P4 compilers; (2)
External devices have enough memory (e.g., a few GB) to
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store all states for multiple applications;4 (3) Each application
handles its own non-overlapping subset of traffic, called a traf-
fic class, with no inter-app dependencies (i.e., a given packet
is processed by only a single application). This simplifies our
design for merging programs, but it is also a limitation of our
current design;5 (4) The number of switch pipeline stages is
not a bottleneck resource; and (5) Stateful objects that can be
updated in the data plane, which we call data plane-updatable
objects, only maintain mergeable statistical data (e.g., packet
counter) that do not impact the control flow.

3.2 ExoPlane architecture
While the vision of on-rack switch resource augmentation is
promising, to realize it in practice, we need to effectively share
resources available on multiple devices across multiple appli-
cations. Drawing an analogy from traditional computing [21],
ideally, we need an OS to provide an infinite switch resource
abstraction. That is, application developers and network oper-
ators can express their programs and requirements at a higher
level of abstraction without worrying about the complexities
of managing and multiplexing the resources on heterogeneous
devices. While some early efforts have leveraged resources
on heterogeneous devices for individual in-switch applica-
tions [30, 40, 54], they do not provide the OS-like capabilities
and abstractions for multiple concurrent applications.

A classical OS multiplexes multiple applications on the
limited CPU/memory by choosing when, and what processes,
to swap in/out. Our workload is a set of incoming packets
mapped to various in-switch applications. In this setting, state
management becomes especially critical to system perfor-
mance and resource overheads. To see why, let us consider
two seemingly natural strawman solutions:
• In an app-pinning model, an application is pinned to a

single device by placing the entire application states only
on that device, and thus a packet is entirely processed
on the device without requiring additional logic. In this
model, there is no additional processing latency due to
inter-device rerouting and resource overhead. However,
since the application can only run on that particular device,
its throughput and available resources are limited.

• Alternatively, we can consider a full-disaggregation model
where an application can run on multiple devices, and a
packet also can be processed on multiple devices. Since
application states can be placed on any device, it has more
available resources. However, depending on the availability
of the state, a packet needs to be routed between the switch
and the external device multiple times. Such frequent inter-
device routing increases packet processing latency and

4We acknowledge that not every P4-programmable device supports all the
features used by a switch application. According to our conversations with
vendors, they plan to add such missing features, so this is not a fundamental
limitation. Nonetheless, our design adapts such devices as well by considering
app-to-device compatibility.

5One possible approach for this is to apply offline preprocessing steps to
convert overlapping subsets into an equivalent non-overlapping set [48].
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Figure 3: ExoPlane Overview: Green boxes represent inputs and
yellow and blue boxes indicate key modules.

makes it unpredictable. This approach incurs high resource
overhead due to per-object inter-device processing logic to
route packets to a particular device and resume processing
at that object on the device. Furthermore, this approach
consumes significant link and device bandwidth.
Building on the above insights, we adopt a packet-pinning

model that pins a given packet to one device (i.e., the switch
or an external device) where it is processed entirely while
providing flexibility in placing an application and its flows on
any device. First, it can avoid frequent per-packet inter-device
routing with much lower complexity. Second, our observation
from real network traces shows that only a small fraction of
popular flows serve the majority of traffic for a given applica-
tion (e.g., 6% of flows takes more than ≈80% of an Internet
backbone traffic [20]). By placing these popular flows on
the switch, we can process the majority of the packets at the
switch, while the rest are processed at the external device.

ExoPlane implements the packet-pinning operating model
via two key components (Fig 3):
• The ExoPlane planner takes inputs from developers and

the network operator and allocates resources on the switch
and external devices to each application.

• The ExoPlane runtime environment places workloads
on devices, manages app states, and handles external de-
vice failures. In particular, at runtime, it tracks workload
changes (i.e., new flows arrive or flow popularity changes)
and updates the application’s objects at the switch and
external devices according to the changes.
As illustrated in Fig 3, to run applications on ExoPlane,

developers provide P4 program codes and app-specific re-
quirements (e.g., affinity to the switch). Note that ExoPlane
requires application modifications only if it contains a data
plane-updatable object whose copies can exist on multiple
devices. The operator provides information on devices (e.g.,
resource types), cross-app workload (e.g., traffic distribution),
and an objective function. The ExoPlane planner profiles the
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applications to determine compatibility with each device and
estimated resource usage, and performance. It then computes
an optimal resource allocation and generates a merged P4 pro-
gram. It compiles the merged program using vendor-provided
P4 compilers (e.g., Tofino compiler) and loads the binaries to
the switch and external devices. At runtime, the ExoPlane run-
time environment executes the workload (i.e., packets) across
the switch and external devices.

3.3 Design challenges
While the packet-pinning model for concurrent applications
seems promising, managing resources and application states
correctly in practical settings present three challenges:
C-1. Correctness under new flow arrivals and popularity
changes. When the traffic workload changes, we need to
update the application’s objects at the switch. We find that
this can lead to incorrect packet processing due to the slow
control plane operations. Also, when there are multiple copies
of a data plane-updatable object across devices, those copies
can be updated simultaneously. Unfortunately, it is infeasible
to adopt shared object synchronization schemes used in server-
based systems [31, 50, 57] due to hardware constraints.
C-2. Handling multiple devices and device failures. While
one can add more external devices to extend resources or
processing capacity, we find that just adding more devices
would not be effective due to possible access load imbalance
across the external devices. Also, when an external device
fails, we need to detect and react to the failure rapidly.
C-3. Meeting objectives across applications. Given multiple
applications, we have to share resources among them properly
while considering per-app and cross-app objectives provided
by an operator and developers.

4 ExoPlane runtime environment
In this section, we discuss the design of the ExoPlane run-
time environment. For clarity, we start with a few simpli-
fying assumptions—a single instance of an external device,
steady state traffic with no workload changes, no data plane-
updatable state, no device failure, and a single application.
We relax these assumptions subsequently.

4.1 Packet-pinning operating model
Recall from §3.2 that the packet-pinning model ensures that
each packet is processed at a single device only (i.e., requires
at most a single round-trip between the switch and an ex-
ternal device). Here, we load an application binary and all
the state entries on an external device with a subset of entries
loaded along with the application on the switch. As mentioned
in §3.1, an external device has a few GB of DRAM, which
is enough to store all the state entries (requiring up to a few
hundred MB for a few million entries). If there is no entry for
an incoming packet at the switch, the packet is routed to an
external device as all the state entries needed to process the
packet will be available.

Key: SrcIP
Pkt Counter

Key: dstIP
Forward

Key: SrcIP
Pkt Counter

Key: dstIP
Forward

Flow 1
Flow 2
Flow 3

Key: 5-tuple
Stateful FW

Key: 5-tuple
Stateful FW

Switch data plane

External device data plane

Check if a flow 
is popular

UKey: 5-tuple
Flow manager

Figure 4: Our runtime environment processes most traffic at the
switch and the rest at the external device. The green box is a per-app
flow manager, and UKey indicates the app’s union key.

However, naïvely implementing the packet-pinning model
has two potential problems. First, if we do not carefully
choose which entries to place on the switch, a high volume
of traffic will be routed to the external device, and it becomes
overloaded, limiting the throughput. Second, since an en-
try miss can happen for an arbitrary object, per-object inter-
device processing logic is needed to handle such cases. Such
additional logic incurs switch data plane resource overheads.

To tackle this, we propose a union-key based state manage-
ment to process a majority of traffic for an application at the
switch and the remaining at the external device (Fig 4). We
define a union key type (UK) for an application as the union
of key types of its constituent objects (UK =∪iKoi ). A flow is
a set of packets with the same union key value. For example,
in the figure, an IP 5-tuple is the union key type, and packets
with the same IP 5-tuple form a flow.

Having defined the union key, we can use traffic workload
characteristics to enable the switch to serve the majority of
traffic for the application. Specifically, we build on the obser-
vation that the distribution of flow keys (including the union
key) is skewed in typical networks. For example, we measure
the distribution of IP 5-tuple which is the union key of our ex-
ample application, by analyzing packet traces collected from
an Internet backbone [20] and a university data center [22]
(Fig 15 in Appendix C illustrates the distributions). For both
cases, we see that a small fraction of the keys contribute to
the majority of the traffic; ≈6% of keys in the backbone and
≈10% of keys in the data center take more than ≈80% of
traffic. The skew persists across measurement epochs (5 mins
and 1 min for the backbone and data center, respectively). We
also confirm the skew exists for other coarse-grained keys
such as the source IP. This suggests that we can serve most of
the traffic at the switch by placing a few popular union keys
(e.g., 516 entries for 80% in the data center trace).

Based on this, we employ a per-app flow manager (the
green box in Fig 4 and denoted as oFM) at the switch, which
maintains a list of popular union keys for an application and
checks if the key of an incoming packet exists in the list when
it arrives. If the key exists (i.e., the packet is from a popu-
lar flow), the packet is processed at the switch. Otherwise, it
is routed and processed at the external device. This allows
for low overhead by avoiding per-object inter-device process-
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Figure 5: Incorrect state eviction: application’s state has been re-
moved while there is a packet being processed.

ing. Taken together, our packet-pinning model and data plane
design provide the following correctness property:

Invariant 1 (Packet-pinning model) For each application,
if the flow manager (oFM) has the packet’s union key
(UK(pkt)), the constituent objects (oi) must have entries
(Koi(pkt)) for the packet. Formally,

∀pkt : UK(pkt) ∈ oFM =⇒ ∀i : Koi(pkt) ∈ oi.

4.2 Handling workload changes
So far we assumed a steady state—(1) no new flows and (2) no
changes in flow popularity. Next, we discuss how we handle
new flows and popularity churn.
Handling new flows. When a packet belonging to the new
flow arrives at the switch, and if a miss occurs in the flow
manager, it routes the packet to the external device. There are
two cases for the miss: (1) the first packet of the new flow or
(2) a packet of an existing flow for which the flow state is not
at the switch. Since these two cases are indistinguishable from
the view of the flow manager, it always routes packets with
misses to the external device. When a packet of the new flow
arrives at the external device, it must first be processed by the
application’s control logic for handling new flow arrivals. In
our example, the stateful FW table reports the packet to the
control logic that inserts entries for the flow to three objects.
The control logic also asks the control logic running on the
switch to initialize the flow state at the switch data plane,
which can succeed only when there is a space on every object.
Depending on the application logic, the packet can be sent
back to the data plane and processed with the new entries. If
the flow state has been initialized both at the switch and the
external device, the switch will process subsequent packets in
the flow. Otherwise, the external device will process them.
Promoting popular flows. In practice, the popularity of flows
can change, and we need to promote and demote flow states
as needed. Suppose we know which flow keys become pop-
ular (i.e., their entries are currently not on the switch) and
unpopular (i.e., their entries are currently on the switch). We
discuss how we track this in §6.

When promoting a new popular flow (i.e., installing state
at the switch), there are two possibilities: (1) there is spare
space in the flow manager and application’s other objects
for new entries vs. (2) there is no room in the objects. For
(1), we can simply insert new entries to the objects. For (2),
however, we need to evict some unpopular flow to make room.

Key: SrcIP
Pkt Counter

PKey: 5-tuple
Flow manager

Key: dstIP
Forward

Key: 5-tuple
Stateful FW

Switch control plane

Switch data plane

Flow1

❹ ❺❷

❸❶

❻

Phase 2Phase 1

Figure 6: Correct two-phase state eviction.

Doing so correctly is challenging. Fig 5 illustrates why via a
naïve mechanism can violate Invariant 1. Suppose that flow 2
becomes popular while flow 1 becomes unpopular, and there
is no room for inserting new entries. Thus, the switch control
plane tries to replace the entries for flow 1 with the flow 2’s.
It first evicts entries for flow 1 from application objects (FW,
Counter, and Forward) as well as the flow manager (blue
arrows in Fig 5). However, in the current switch architecture,
a set of eviction operations (blue arrows) cannot be executed
atomically. Thus, there could be cases where state entries have
been removed while packets are being processed in the data
plane ( 5 ), violating Invariant 1. Even if eviction is correct,
insertion can be incorrect. That is, during the time the switch
control plane tries to insert entries for a flow, packets for the
flow arrive and are looked up the flow manager. If the entry
exists, the packet must be processed completely at the switch.
However, since entries in other objects may not be available,
the packet cannot be processed and will get dropped.

Two-phase state update. To address the issues, we adopt
a two-phase state update mechanism, inspired by classical
two-phase update or commit protocols [23, 51]. As illustrated
in Fig 6, when evicting entries for flow 1, in the first phase, the
switch control plane evicts an entry from the flow manager.
Since there can be some packets being processed in the switch
data plane, it waits for a certain period (Tf lush) to flush out the
packets. Then, in the second phase, it evicts entries from the
application’s objects. This mechanism ensures that all packets
that arrive at the switch before the entry of the flow manager
has been evicted are correctly processed in the switch. When
it evicts entries from the application’s objects, it ensures that
entries for other non-victim flows will remain. The insertion
works similarly. To insert entries for a flow, in the first phase,
the switch control plane inserts entries to the objects, and then
in the second phase, it inserts an entry to the flow manager.

4.3 Synchronizing shared stateful objects
The previous discussion considers scenarios with no cross-
flow objects that can be updated at runtime, which meant
there was no need for objects on an external device and the
switch to be synchronized. In practice, applications may have
such objects; e.g., per-SrcIP packet counter in our example
is shared across flows. Next, we extend the basic ExoPlane
protocol to handle such objects.

Consistency modes. P4 programs can have two types of
stateful objects: (1) control plane-updatable object can be
updated only from the control plane, such as a match-action
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Figure 7: Our state synchronization protocol synchronizes two
copies of an entry in the packet counter. The switch and external
device’s control plane maintain the history (H) of entry updates.

table and (2) data plane-updatable object can be updated from
the data plane, such as a register. Correspondingly, ExoPlane
provides two levels of consistency. Control plane-updatable
objects are rarely updated (e.g., a stateful firewall table entry
is inserted only for the first packet of each flow generated
from an internal network) and an exact value is critical for
correct behavior (e.g., allowing packets for an established
TCP connection). Thus, for this type, we provide a strong
consistency. In contrast, data plane-updatable objects can
be updated more frequently (e.g., per-SrcIP packet counter is
updated for every packet) in the data plane and typically do not
require strong consistency since they maintain approximate
or statistical information (e.g., packet counters and sketches).
Thus, for data plane-updatable objects, we provide bounded
inconsistency within a configurable time bound Tε (e.g., 1 s in
our prototype). As mentioned in §3.2, we consider bounded
inconsistency only for mergeable statistical stateful objects.

Supporting strong consistency for control plane-updatable
objects is straightforward; when the external device’s control
plane receives a request for updating (or inserting) an entry
to an object with a key (e.g., a SrcIP), it updates (or inserts)
all entries corresponding to the key existing at the external
device and the switch.

Bounded inconsistency for data plane-updatable objects
is more challenging. Consider the per-SrcIP packet counter
implemented using a P4 register array. Suppose that for a
given SrcIP, there are two copies placed on the switch and
the external device that can be updated simultaneously. To
achieve bounded inconsistency, the ExoPlane runtime needs
to periodically merge values of the copies. Traditional tech-
niques for state merging in server-based network functions
(e.g., [31,50,57]) are impractical in our context since they rely
on buffering incoming packets and pausing processing while
synchronizing copies. This is expensive and even infeasible
in the switch because packet rates are much higher, and we
cannot buffer arbitrary packets during synchronization.
Our approach for bounded inconsistency. We devise a state
synchronization protocol that achieves bounded inconsistency
without needing packet buffering. We do so by combining
the capabilities of both the switch and the external device’s

control and data plane. We use the control plane’s memory to
track the history of periodic synchronizations while executing
the merge operation in the data plane.

Let us revisit our packet-counter example from Fig 7. The
control plane of each device maintains per-entry metadata
including the current snapshot (SS) and a history (H) of an
entry value on the other side (i.e., the switch tracks the history
of the external device and vice versa). When there are mul-
tiple objects that need to be synchronized, the control plane
maintains metadata for each object. We discuss the overhead
of maintaining the metadata in §7.5. For every Tε seconds, the
switch control plane initiates synchronization by sending its
SS and the H, and the external device’s control plane replies
it with its snapshot and history; in Fig 7, the switch control
plane takes the snapshot of the packet counter ( 1 ) and sends
<SS=3, H=0> to the external device, and the external device
sends <SS=2, H=0> back. Then, each side computes the
changes that have been made on the other side (δ) after the
previous synchronization round by subtracting two history
values from the received snapshot value ( 2 ). This prevents a
potential under or double-counting issue. Lastly, the control
plane of both sides injects a special control packet containing
δ to the data plane to merge the changes to the latest state
value ( 3 ). Note that our protocol synchronizes the copies
of states correctly even when the external device fails and
recovers. This is because the switch maintains the progress
that the external device had made until the failure happened
(H) and provides this information to the recovered device to
resume the synchronization from the state when it failed.

Generally, our protocol supports mergeable key-value pair
states for most stateful objects implemented using P4 registers.
We provide a developer with an interface to specify object-
specific merge operators consisting of an addition (◦+) that
merges two values and an optional subtraction (◦−) operator
that subtracts one value from the other, which are used by our
protocol to compute δ and commit the update. For example, a
Bloom filter [24] can be expressed as (Key: an integer, Value:
{0, 1}) pairs with the binary OR as ◦+ (no subtraction operator
is needed). We provide a detailed pseudo-code in Appendix B.

4.4 Scaling to multiple devices
Thus far, we have assumed that there is a single external
device. However, in practice, a single device instance may
not provide enough processing capacity or resources. To use
multiple devices, ExoPlane shards entries in objects across the
devices based on the union key. When an entry miss occurs at
the flow manager, it routes a packet based on the union key to
a specific external device that has state for the key. However,
the skewness in the union-key space (§4.1) could result in load
imbalance across the devices (i.e., a subset of devices can be
overloaded). Fortuitously, the small fraction of popular entries
we already have at the switch is helpful for load balancing.
Prior analysis in storage systems shows that caching at least
O(N logN) popular entries where N is the number of backend
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servers (in our context, external devices), guarantees uniform
load balancing across the servers regardless of the skew [29].
Thus, by placing ≥ O(N logN) popular union keys at the
switch, we can provide the cache effect for load balancing.

4.5 Handling external device failures
Application state loss due to failures can affect the perfor-
mance or correctness of applications [41]. Specifically, we
consider the failure model where an external device (or its
hosting machine) fails or a network link between the switch
and the device fails.6 To deal with state loss due to such fail-
ures, the ExoPlane runtime environment replicates each flow
state to at least one additional external device when initiating
flow entries, and when the primary device fails, it falls back
to a replica. It does so by managing the logical to physical
external device ID mapping at the switch, where the primary
and replicas share the same logical ID. However, even if there
is a replica, if we cannot detect failures and route packets
to the replica quickly, the application performance can be
degraded (e.g., due to packet drops). To enable rapid failure
detection and reaction, we repurpose the packet generation
engine of the switch ASIC (which is typically used for diag-
nosis), similar to previous work [40]. We configure the engine
to generate a packet when ports go down. By processing the
generated packet, the runtime environment updates the exter-
nal device ID table in the data plane. Using the table, it can
route subsequent packets to the replica.

5 ExoPlane planner
Next, we tackle the issue of sharing resources across multiple
applications while meeting the performance objectives given
by developers and operators. The resulting ExoPlane plan-
ner consists of a resource allocator and an application merger.
The resource allocator finds an optimal resource allocation
using inputs from the developers and the network operator.
The application merger generates a merged P4 program based
on the optimal allocation decision. Fig 8 illustrates example
inputs for an ensemble of applications.

Inputs. Developers provide a set of P4 programs (p), each
of which consists of a set of stateful objects. For each object,
developers specify the required size (e.g., the number of en-
tries in a table or register). Optionally, they can also specify

6We do not consider the failure of the switch itself since in that case,
packets cannot be processed in our deployment model (§3.1) where the
switch is the single entry point of the architecture.

a high, medium or low affinity to the switch for each app. If
the affinity of an application is set to high (or low), the appli-
cation will run entirely at the switch (or at external devices).
The network operator provides cross-app and per-app traffic
information, which includes the fraction of all traffic served
by each application out of the entire traffic arriving at the
switch (Wp) and the cumulative traffic distribution (Dp) over
the union key space. While using a fraction of traffic served
by each key provides the most fine-grained information, we
find that it could make the search space for resource allocation
too large. Instead, we use the distribution discretized into a
larger quantum size denoted as Qp. Based on Dp, we compute
the estimated fraction of traffic served by each quantum q
(Fp,q). The operator also provides resource information (r)
for devices (i). This includes SRAM, TCAM, hash units, and
SALUs for a Tofino-based switch and compute units, SRAM,
and DRAM for NPU-based NICs.7

Profiler. Based on the inputs, our profiler generates per-app
profiles consisting of a resource footprint, per-packet process-
ing latency, and compatibility matrix for each device type.
The profiler estimates a resource footprint of r for p serving q
on i denoted as Rp,q,i,r. Since blackbox compilers determine
the resource usage using proprietary heuristics, our prepro-
cessor compiles p to determine Rp,q,i,r. For each q, it updates
the size of each object specified in the application code and
compiles it using vendor-provided compilers. Then it extracts
the resource usage from compiler outputs. If the compilation
fails due to insufficient resources, it sets the resource usage to
infinite. We use constants Capi,r to represent the total amount
of r available on i. The profiler also estimates a per-packet pro-
cessing latency of p on i, Lp,i. Specifically, it instruments the
switch to record two timestamps on a custom packet header
field when a packet enters and leaves the rack. Then it injects
PktSizep-sized packets to the rack and estimates the latency
based on the timestamps in returned packets.

Finally, some vendor-provided P4 compilers for external
devices may not support certain features or P4 constructs8

used by applications. Because of this, if an application uses
a feature that is not supported by an external device, it can-
not run the application. To consider the compatibility of the
application on devices, our profiler generates a compatibility
matrix (Cp,i) that indicates whether p can be run on device
i based on a set of features supported by i and a set of fea-
tures used by p. The first set can be typically obtained from
vendor’s compiler manual. For the second set, the profiler
analyzes the application code to extract used features.

Resource Allocation. Given these inputs, we can formulate
the problem of finding an optimal resource allocation satisfy-
ing per-app and cross-app requirements. In our formulation,
we assume that the resource usage of multiple applications can
be estimated by accumulating the resource usage of each app.

7The operator can easily extend this to other resource types.
8e.g., Packet recirculation and P4 registers.
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We use binary decision variables dp,q,i to indicate whether q
for p is assigned to i. There are four constraints imposed:

∀p,q : ∑
i

dp,q,i = 1 (1)

∀p,q, i : dp,q,i ≤Cp,i (2)
∀i,r : ∑

p
∑
q

dp,q,i ×Rp,q,i,r ≤Capi,r (3)

∀p : latp = ∑
q

∑
i

dp,q,i ×Fp,q ×Lp,i (4)

First, q must be assigned to a unique i (Eq. 1). Second,
q can be assigned to i if and only if p is compatible with i
(Eq. 2). Third, the amount of r consumed by q on i must be
less than or equal to the total amount of r on i (Eq. 3). Last,
the expected latency of p is the sum of per-packet processing
latency of p on i weighted by Fp,q (Eq. 4).

The network operator provides an objective to share re-
sources across multiple application fairly. One possible fair-
ness metric would be minimizing the weighted sum of the
expected processing latency of each application:

Minimize∑
p

Wp × latp (5)

Other commonly used fairness metrics such as maximizing
the minimum expected throughput can be used as well. By
solving the ILP, the ExoPlane resource allocator finds an op-
timal assignment of q to i for p, and the size of each object
and flow manager for p accordingly, which are used as input
for the application merger, as we describe next.

Application Merger. Given a set of P4 programs and the
optimal resource allocation decision, our application merger
combines the programs into a single P4 program, following
our deployment model for multiple applications, described
in §3.2. Our merger supports programs written in P4-16 [10]
(Fig 16 in Appendix C illustrates how the merger works). First,
for each app, the merger renames the main control block [10]
to avoid naming conflicts between applications. Second, it
specifies the size of each object (e.g., number of entries in a
table) based on the decision made by our resource allocator.
Third, it inserts an flow manager. Finally, in the merged P4
code, it instantiates an instance of each application and inserts
execution logic. The merged P4 code is compiled using the
vendor-provided compiler and loaded on the switch and ex-
ternal devices. Sometimes, the compilation process fails due
to its proprietary heuristics for resource allocation. If so, we
repeat the process with a tighter resource constraint.

In summary, ExoPlane planner allocates resources across
applications based on inputs from developers and the operator
and produces a merged P4 program. This process needs to be
re-run when a set of applications or workloads changes, which
we do not expect to happen frequently (e.g., once every hour).
While this module is not on the critical path, performance
results are available in Appendix D.

6 Implementation

Data plane. The data plane components of the runtime en-
vironment implemented in P4-16 consists of: (1) the flow
manager implemented using a match-action table and (2) the
global logical-to-physical external device ID mapping imple-
mented using a register array (on the switch).

Tracking flow popularity. We implement a flow popularity
tracker on external devices using the count-min sketch [27]
that tracks the frequently accessed flow keys. When it detects
a new popular key, it reports the key to the external device’s
control plane that has a list of flow keys and corresponding
entries, and they are reported to the switch control plane. We
enable the aging supported by the switch ASIC for the flow
manager. If a certain key has not been accessed for a timeout
period (Tidle), a callback function registered at the switch
control plane is triggered, and it evicts the entry corresponding
to the idle key. In our prototype, we set Tidle to 2 s.

Control plane. We implement the control plane of the runtime
environment in Python and C++. The main capability is to
initialize new flow entries and promote new popular flows’
entries on the switch. On the switch side, we use Barefoot
Runtime APIs to access the stateful object in the switch data
plane. On the NIC side, we use Netronome Thrift APIs [12] to
interact with the NIC data plane. The switch and the external
device control planes are communicated via an out-of-band
TCP session over the 1 Gbps management network.

Resource allocator. We implement the resource allocator in
C++ based on the Gurobi C++ API [13] to encode and solve
our resource allocation ILP.

Application profiler and merger. We extend the open-source
P4 compiler [17] to analyze input P4 programs. Using its
frontend, we extract information from each program including
the entry size of each object. We implement the application
merger in C++, which takes an IR generated by the compiler
frontend, and produces a merged P4 program.

Supporting other hardware platforms. While our prototype
uses a Tofino-based programmable switch and Netronome
smart NICs, ExoPlane can be extended to other platforms.
For example, ExoPlane can be applied to other types of
programmable switches (e.g., Nvidia Spectrum-2 [16]) and
FPGA or ASIC-based smart NICs (e.g., Xilinx and Intel
FPGA NICs [1, 6] as external devices.

7 Evaluation
We evaluate ExoPlane on a testbed consisting of a pro-
grammable switch and servers equipped with a Netronome
smart NIC using various workloads. Our key findings are:
• In steady-state, ExoPlane provides predictable per-packet

latency (e.g., 273—384 ns at the switch) and scalable
throughput with more external devices while the app-
pinning model achieves a limited throughput (§7.1).
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Applications States

Per-VM NAT Per-flow address mapping for each VM.

Per-VM Stateful FW +
Packet counter

Active TCP connection list.

Per-VM SYN proxy Per-flow sequence number translation table.

NetCache [35] Key-value store cache.

Table 2: Switch programs written in P4 used in the evaluation in
addition to ones introduced in Table 1.

• Even under dynamic workloads, ExoPlane can process
packets with the correct state and sustain high throughput
with multiple devices (§7.2).

• In case of an external device failure, ExoPlane can recover
an end-to-end TCP throughput within 200 ms (§7.4).

• ExoPlane provides the above benefits with small control
plane (e.g., a few tens MB) and switch ASIC resource
overheads (e.g., less than 4.5% of ASIC resources) (§7.5).

Testbed setup. We build an on-rack resource augmentation
architecture consisting of Wedge100BF-32X Tofino-based
programmable switches [9] and four servers equipped with
Netronome Agilio 40 Gbps smart NICs [7]. We use four addi-
tional servers with 100 Gbps regular NICs to generate traffic
workloads. All servers are equipped with an Intel Xeon Silver
4110 CPU and 128 GB DRAM, running Ubuntu 18.04. We
repeat each experiment 100 times unless otherwise noted.

Traffic workloads. We use packet traces from a real data
center [2], the Internet backbone [20], and synthetic ones. The
packet sizes vary (64–1500 B) in the real trace. We generate
traces with the flow key distribution in terms of the number
of packets per flow that follows a Zipf distribution with the
skewness parameters (α=0.9, 0.95, 0.99). We use a keyspace
of 1M randomly generated IP 5-tuples when creating packet
traces. We generate packet traces with different packet sizes
and skewness parameters. We replay the traces using DPDK-
pktgen [3] or run iperf [5] for TCP workloads.

Deployment scenarios. We use two scenarios with multiple
P4 applications: (1) at the data center gateway, four appli-
cations in Table 1 and (2) at the leaf of the network, four
applications from Table 2. Given packet traces, we synthe-
size inputs for the ExoPlane planner (e.g., per-app affinity
and a flow key distribution). For example, we set the affinity
level for the UnivMon [45] and NetCache [35] to high so that
workloads for these are always processed at the switch.

7.1 Performance in steady state
First, we evaluate the per-packet processing latency and
throughput of applications running on ExoPlane in steady
state (i.e., no new flows, no changes in flow popularity, and no
device failures). Here, we pre-populate popular flow entries
at the switch and assume that the traffic is equally distributed
across the applications (i.e., Wp = 0.25 for all applications).
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Figure 9: Per-packet processing latency distribution of applications
concurrently running on ExoPlane in steady state.
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Figure 10: Throughput of each application running on ExoPlane in
steady-state with a single external device. Applications are running
concurrently.

Per-packet processing latency. We define per-packet pro-
cessing latency as the time difference between when a packet
first arrives at the switch from a sender and when it is sent
to a receiver after processing. We instrument the P4 program
running on the switch to record two timestamps (48-bits each)
to our custom packet header fields of each packet so that
the receiver can compute the processing latency for a packet.
From the sender, we replay the backbone packet traces, each
of which contains more than 6M flows.

Fig 9 shows the CDF of the per-packet latency distribution
for each application. For the applications that are assigned to
the high affinity (UnivMon and NetCache), every packet is
processed at the switch in 273–384 ns, depending on packet
sizes. For other applications, the distributions vary depending
on packet sizes and how much traffic is processed at the switch
and the external device. The higher the affinity level assigned
to an application, the more traffic is processed at the switch.
For example, in the gateway scenario (Fig 9a), at the switch,
the ACL processes ≈70% of its traffic whereas the NAT pro-
cesses ≈75% of its traffic. When packets are forwarded to the
external device, their processing latency becomes 5.1–6.1 µs,
depending on the application (the top-right corner in Fig 9).
The external device takes 3.2–4.1 µs to process each packet,
while several overheads constitute the overall processing la-
tency, including the switching latency and the propagation and
transmission latency. While there is a latency gap between
two cases (processing at the switch vs. external device), on
each device, per-packet processing latency is predictable.

Application throughput. To measure the throughput, we re-
play the synthetic trace that consists of 1500 B packets at line
rate (98.6 Gbps in our testbed). We use four sender nodes,
each of which generates traffic for each of the four applica-
tions. We start with a single external device to demonstrate the
impact of the number of external devices on the throughput.
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Figure 11: Scalable throughput with multiple devices with varying
fractions of traffic offloaded to external devices.

Ensemble of apps App-pinning ExoPlane

VPN 98.6 Gbps 98.6 Gbps
VPN+NAT 137.1 Gbps 197.2 Gbps
VPN+NAT+ACL 174.6 Gbps 295.6 Gbps
VPN+NAT+ACL+UnivMon 271.3 Gbps 394.1 Gbps

Table 3: Aggregate throughput of four applications running on the
app-pinning model and ExoPlane with four external devices.

Fig 10 shows the throughput of each application. The ap-
plications that run entirely on the switch (UnivMon and Net-
Cache) process traffic at line rate without dropping any pack-
ets. However, we observe that the others cannot process their
traffic at line rate. This is because the aggregate amount of
traffic across the applications, which needs to be processed at
the external device (≈81 Gbps in the gateway case) exceeds
the processing capacity of the single device (≈39 Gbps).
Scaling throughput with multiple devices. By adding more
devices, ExoPlane can support higher throughput. To demon-
strate this, we measure the aggregate throughput of the four
applications in the gateway scenario (max. traffic rate in our
testbed is ≈394 Gbps) while varying the fraction of traffic
offloaded to an external device(s)9 and the number of external
devices. Fig 11 shows the results. In the case of 30, 40, 50%
of the traffic being offloaded to external devices, we see the
throughput effectively increases with more devices. In con-
trast, when 100% of traffic is offloaded, adding more devices
is not effective due to load imbalance. This result shows the
load balancing effect of serving popular flows at the switch,
described in §4.4.
Comparison with the app-pinning model. We evaluate the
benefit of ExoPlane over the app-pinning model (described
in §3.2) while running four applications from Table 1. In this
model, we place an application along with its entire state at
the switch if there is room. Otherwise, we place it on one of
the external devices, which has the largest remaining capacity.
Table 3 compares the aggregate throughput when running
an ensemble of applications. While ExoPlane provides the
maximum throughput for each ensemble, the app-pinning
model achieves up to 69.3% lower throughput. This is because
while ExoPlane allows an application to effectively utilize
available resources across different devices, the app-pinning
model fixes an application to a device.

9In this experiment, we control the fraction of traffic offloaded to external
devices by manually assigning the affinity of each application. UnivMon is
still pinned to the switch.
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Figure 12: Throughput changes due to workload changes.

7.2 Performance under dynamic workload

Per-packet processing latency. As mentioned in §4.2, work-
load changes happen due to new flows arriving or changes in
flow popularity. Handling new flows in ExoPlane can increase
processing latency because the first packet of a new flow can
be processed only after initiating the necessary state for both
the flow manager and application objects. In contrast, packets
in the flow that becomes popular can be processed either at
the switch or an external device with the same latency shown
in §7.1. Thus, for each app, we measure the processing latency
of the first packet of each flow. We observe that the median
latency for the first packet of a new flow is 32 ms, which is an
order of magnitude higher than that of an external device in a
steady state. There are two factors here. First, the Netronome
Thrift API takes a few tens of ms to insert new entries to
objects, which is not an ExoPlane-specific overhead. Second,
since ExoPlane replicates entries for new flows to one another
external device, it incurs additional latency when handling
new flows. Note that as described in §4.2, ExoPlane tries to
initiate state for new flows both at the switch (if there is room)
and at the external device, so even for short-lived flows, the
subsequent packets can be processed at the switch with lower
latency. However, some short-lived flows can be entirely pro-
cessed at the external device, which can incur higher latency
if there is no room at the switch during its lifetime.

Application throughput. The changes in flow popularity can
impact the throughput. To measure the throughput changes,
we use the same setup as the previous measurement in steady
state, but for every 10 s, we alter the most popular top 10 flows
for the VPN gateway of the gateway scenario. Fig 12 shows
the throughput changes over time. Again, we first use a single
external device. As shown in Fig 12a, when the popularity
changes, there is a sharp drop in the throughput of the VPN
gateway. Also, the throughput of other applications slightly
decreases as well. This is because until the state entries for
the new set of popular flows are installed at the switch (i.e.,
a transient period), a high volume of traffic for the flows is
routed to the external device, exceeding its processing capac-
ity. On the other hand, as shown in Fig 12b, with four external
devices, there is no such performance drop because there is
enough processing capacity at the external devices to handle
the traffic during the transient period. Although we assume
that the traffic pattern can change at an hour or day-timescale,
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Figure 13: Difference in shared object values on the switch and
external devices; the trace ends at epoch 32.

0 10 20 30 40 50 60

Time (sec)

0

50

100

T
p

u
t

(G
b

p
s)

Ext. device-1
failed

No failure Failover w/o ExoPlane Failover w/ ExoPlane

Figure 14: TCP throughput during failover and recovery.

if ExoPlane cannot detect such changes, it could suffer from
severe performance degradation due to outdated resource al-
location. Rapidly detecting the changes and reconfiguring the
resource allocation accordingly is our future work.

7.3 Shared stateful object synchronization
Next, we evaluate the effectiveness of our state synchroniza-
tion protocol (§4.3) using the per-SrcIP packet counter in the
stateful FW. The metric of interest is the difference between
the shared counter entries maintained by each device at each
synchronization interval (Tε=1 s). We measure this by record-
ing the values at each device right after executing the merge
operation in the data plane while injecting 1500 B packets for
60 s at 98.6 Gbps. We vary the fraction of traffic offloaded to
external devices. In our setting, there are 1000 entries shared
between the switch and at least one of the external devices,
and we get the median of the differences. Fig 13 shows the
result with three different fractions of offloaded traffic. When
the switch and external devices process the same amount of
traffic (i.e., 50% offload), there is almost no difference. When
there is a gap between the amounts of traffic (i.e., 30% or 40%
offload), there are differences because incoming packets keep
updating the counter at each device during the synchroniza-
tion, affecting the measured values. However, we see that the
variance of the difference is small across the synchronization
intervals regardless of the gap, showing that our mechanism
synchronizes the values. We also confirm that after the packet
transmission is done, copies at each device are synchronized
with the same value as the total number of packets.

7.4 Failover
In Fig 14, we use a NAT as an example and run iperf to
measure TCP throughput changes. There are four TCP con-
nections, and we configure two of them to be processed at
the switch while the remaining is processed at an external de-
vice. There are two external devices enabled, and we compare
changes in TCP throughput when (1) there is no failure and (2)

one of the external devices fails with and without ExoPlane.
We emulate the failure by disabling a port connected to the
external device. At around 20 s, when the external device-1
goes down, our failover mechanism generates a control packet
that modifies the logical to physical device ID mapping in the
switch data plane without involving the control plane. Then,
subsequent packets are routed to the replica device. We see
that the TCP throughput is recovered to its original rate within
a 200 ms whereas, without ExoPlane, it cannot be recovered.

7.5 Runtime resource overheads
Control plane resource overhead. The control plane com-
ponent of ExoPlane runtime environment maintains metadata
for application states, including a mapping between union
keys and devices and a history of each shared object entry
on other devices. Each of them consumes the control plane
memory. In our scenarios, the union keys-to-device mapping
consumes 12.5 MB per application and the history metadata
consumes 1.5 MB per shared object. Our state synchroniza-
tion protocol consumes management network bandwidth as it
periodically exchanges information between devices, which
contains a snapshot and history of each entry. In our setting,
the bandwidth consumption is 24.4 Mbps per shared object,
which increases in proportion to the number of devices, the
sync interval, and the number of entries.
Switch ASIC resource usage. The data plane component of
ExoPlane runtime environment consumes some switch ASIC
resources. Since we implement it using an exact-match table
with the aging feature and a register array, it consumes SRAM,
SALUs, hash bits, MAP RAM, and match crossbar,10 whose
usage increases proportionally to the number of popular flows
maintained (except for SALUs). In our setting where 10240
popular flow entries are managed, it consumes 4.4% of the
SRAM, 2.1% of SALUs, 3.5% of the hash bits, 3.8% of the
MAP RAM, and 3.6% of the match crossbar, leaving ample
resources for application logics.

8 Conclusions
Limited on-chip resources today block the deployment of con-
current stateful apps on programmable switches, limiting the
adoption of in-network computing. In this paper, we argue that
on-rack switch resource augmentation can be a pragmatic and
incrementally expandable solution to this dilemma. To realize
this vision, we present ExoPlane, which provides OS-like ab-
stractions for the new architecture by addressing challenges
in managing application states and resources across multiple
devices. Our evaluation shows that ExoPlane provides low
latency, scalable throughput, and fast failover, and achieves
these with a small resource footprint and few/no modifica-
tions to applications. Thus, ExoPlane can be a practical basis
for enabling in-network computing for future applications,
workloads, and emerging data plane hardware.

10MAP RAMs are used for the aging feature and match crossbars are used
for implementing the ‘matching’ part of match-action tables.
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Figure 15: Skewness in flow key (IP 5-tuple): For both Internet
backbone and data center case, a few popular keys serve the most of
the traffic. This is consistent across measurement epochs.

We measure the distribution of IP 5-tuple as the union
key by analyzing packet traces collected from an Internet
backbone [20] and a university data center [22]. Fig 15 shows
the union key distributions of the two data sets.

B State synchronization algorithm
Algorithm 1: State synchronization – Switch

1 Sswitch : The current state of the value on the switch
2 Ext: a set of external device IDs
3 SSswitch : The latest snapshot of the value on the switch
4 Hext [1 . . .N] : The latest information received from each external

device
5 Upon the snapshot timer expires:
6 foreach exti ∈ Ext do

/* Send an initiate message to exti */
7 send (Snapswitch, Iswitch[exti]);

/* Receive a response from exti */
8 (Snapexti , Iexti ) = recv ();
9 foreach exti ∈ Ext do

/* Adjust snapshot values and merge them */
10 δ = Snapexti ◦− (Iswitch[exti]◦+ Iexti );

/* Update the information for exti */
11 Iswitch[exti] = Snapexti ◦− Iexti

/* Merge (◦+) the adjusted value with the current
state in the data plane */

12 Sswitch = Sswitch ◦+ δ

Algorithm 2: State synchronization – External device
1 SSext : The latest snapshot of the value on the external device
2 Sext : The current state of the value on the external device
3 Iext : The latest information received from the switch
4 Upon receiving a message from the switch (Snapswitch, Iswitch):
/* Send a response to the switch */

5 send (Snapext , Iext );
/* Adjust snapshot values and merge them */

6 δ = Snapswitch ◦− (Iext ◦+ Iswitch);
/* Update the history for the switch */

7 Iext = Snapswitch ◦− Iswitch;
/* Merge the adjusted value with the current state */

8 Sext = Sext ◦+ δ

In §4.3, we describe our state synchronization protocol
to synchronize entries in a data-plane updatable object. Al-
gorithm 1 and Algorithm 2 describe the detailed algorithm
running on the switch and external devices, respectively.
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control App1_Ingress(...)
{

// objects
table A {

keys = {...}
actions = {...}
size = 1024;

...
// ExoPlane flow manager
table FlowManager {

keys = {// Union key}
actions = {...}
size = 10240;

}
// App1's control flow
apply {

...
}

}
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8
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14

// individual app sources
#include <App1.p4>

...

control Merged_Ingress(...)
{

// instantiate apps
App1_Ingress() app1_ig;
...
apply {

// execute App1’s logic
app1_ig.apply();
...

}
}

Step 1: Renaming the main control block (line 1)
Step 2: Alloca�ng the size of each object (line 6)
Step 3: Inser�ng the ExoPlane flow manager (line 9)

Step 4: Ini�a�ng app instances (line 2, 7)
Step 5: Inser�ng app execu�on logic (line 11)

{App1,…AppN}.p4

Merged.p4

Merging

Figure 16: Merging multiple P4 programs into a single program.
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Figure 17: Elapsed time for the resource allocator.

C Details of Application Merger
Fig 16 illustrates how our application merger works for a set
of P4 applications as described in §5.

D Performance of ExoPlane Planner
We evaluate the performance of the ExoPlane planner. In this
experiment, we measure the elapsed time for finding optimal
resource allocations and generating a merged P4 program on a
server in our testbed. For the two sets of apps and the hardware
configuration used in our evaluations, our resource allocation
takes 54.5 ms and merging the program takes 642 ms, which
is reasonable since the orchestrator needs to run this process
on the hours or days timescale. To further understand the
impact of different parameter values including the number
of apps and traffic workload sizes, we synthesize inputs for
the resource allocator and measure the elapsed time. First,
we fix the number of external devices to 16 (to support a
large number of apps) and the number of union key-based
flow entries to 1M for each app. Then, we vary the number of
flow entries while fixing the number of apps to four and the
number of devices same as the above. As illustrated in Fig 17a,
the resource allocation time grows linearly up to 712 ms as
the number of app increases. Also, as shown in Fig 17b, as
the number of flow entries increases, the elapsed time also
increases up to 4.1 second when each app needs to handle
10M flow entries. This experiment illustrates the ExoPlane
orchestrator takes a longer time as we add more apps and
increases the workload size, which can be up to a few seconds,
it is still within the reasonable timescale under our deployment
model (§3.1).
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Abstract
Network operators need to run diverse measurement tasks
on programmable switches to support management decisions
(e.g., traffic engineering or anomaly detection). While prior
work has shown the viability of running a single sketch in-
stance, they largely ignore the problem of running an ensem-
ble of sketch instances for a collection of measurement tasks.
As such, existing efforts fall short of efficiently supporting a
general ensemble of sketch instances. In this work, we present
the design and implementation of Sketchovsky, a novel cross-
sketch optimization and composition framework. We identify
five new cross-sketch optimization building blocks to reduce
critical switch hardware resources. We design efficient heuris-
tics to select and apply these building blocks for arbitrary
ensembles. To simplify developer effort, Sketchovsky auto-
matically generates the composed code to be input to the hard-
ware compiler. Our evaluation shows that Sketchovsky makes
ensembles with up to 18 sketch instances become feasible
and can reduce up to 45% of the critical hardware resources.

1 Introduction
Network operators need to concurrently run diverse measure-
ment tasks for network management tasks such as traffic en-
gineering, anomaly detection, load balancing, and resource
provisioning [6, 10, 24, 35, 46]. A flow-level measurement
task computes a desired statistic (e.g., heavy flow size or the
distinct number of flows) based on the definition of a flowkey
(e.g., srcIP or 5-tuple), a flow size (e.g., packet counts or
bytes), and a measurement epoch (e.g., 1 minute).

Given resource constraints, sketching algorithms or
sketches appear as a promising avenue to support measure-
ment tasks on data collected from programmable switches
(e.g., [4, 5, 7, 17, 21, 32, 40, 45, 49]). To support one mea-
surement task, a sketch instance on a programmable switch
is instantiated based on a sketching algorithm with configu-
ration on parameters (e.g., flowkey or resource allocation).
In practice, supporting the collection of measurement and
management tasks will require simultaneously running an
ensemble of sketch instances on the programmable switches.

Sketchovsky

(§5) Strategy
Finder

(§6) Auto-code 
Composition

inst1.p4inst1.p4inst1.p4

An Ensemble of
Sketch Instances

(by using code 
templates)

opt.p4
An Optimized
Sketch Code

IN OUT

Apply opts 
X to insts Y

Strategy
(§4) Optimization
Building Blocks

Opts is optimizations and insts is instances

Figure 1: Sketchovsky Overview.

However, existing sketch-based telemetry efforts largely
focus on running a single sketch instance on programmable
switches and they cannot effectively support an ensemble of
sketch instances. Naively extending a single sketch instance
to support an ensemble of measurement tasks will require
at least a linear increase in hardware resources (e.g., coun-
ters, hash units, pipeline stages), which is intractable as more
measurement tasks are needed. While there have been some
recent efforts on improving per-sketch efficiency (e.g., [4]),
supporting P4 code composition [22, 23, 30, 42, 51], elasti-
cally trading of resource vs. accuracy (e.g., [3, 36]), and on
improving the generality of sketches (e.g., [9, 15, 32, 49]), we
find that these fundamentally fall short of efficiently support-
ing a general ensemble of sketch instances without sacrificing
accuracy.

Given the limitations of current methods for running sketch
ensembles, we present Sketchovsky (Sketch + Tchaikovsky),
a composition framework that takes the input of sketch codes
for the ensemble and outputs an optimized sketch code by
leveraging cross-sketch optimizations (Fig. 1). Sketchovsky
is complementary to the earlier work on implementing single-
sketch algorithm more efficiently, developing more general-
purpose sketches, and research that explicitly trades off ac-
curacy reduction for resource reduction (§2). Indeed, using
Sketchovsky can amplify their benefits by running expressive
sketches (e.g., [32]) or extending per-sketch optimizations
(e.g., [4]).

The design of Sketchovsky makes three key contributions:

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1273



1  packetStream
2  .map(p => (p.sIP, p.pktlen))
3  .reduce(keys=(sIP, ), f=sum)
4  .filter((sIP, count) => count > Th)

Query 1: Heavy hitters detection of srcIP written in Sonata [25].

1   packetStream
2  .map(p => (p.sIP, p.dIP, p.sPort, p.dPort, p.Proto))
3  .distinct()

Query 2: Distinct number of 5-tuple flows written in Sonata [25].

Optimization building blocks (§4): We observe that sketch-
ing algorithms have three common workflow steps: hash com-
putations, counter updates, and heavy flowkey storage. We
identify and formalize five novel cross-sketch optimization
building blocks to reuse key hardware resources across sketch
instances in each step. For hash computations, we show how
and when (1) hash results can be reused across sketch in-
stances or (2) can be reconstructed by cheap XOR operations.
In the counter updates step, we discuss how (3) counter ar-
rays can be reused or (4) can be co-located to reduce memory
accesses. In heavy flowkey storage, we discuss (5) a novel
mechanism to reuse the heavy flowkey storage by using the
union of all flowkeys for sketch instances in the ensemble.
Each optimization guarantees no accuracy loss.
Strategy finder (§5): Given an arbitrary sketch ensemble,
there are many possible ways to use and combine the above
building blocks. Naively solving this problem is intractable
due to the challenges in modeling resource usage, identifying
conflicts for combining optimizations, and the combinatorially
large search space (e.g., it takes more than a day to solve).
We identify practical relaxations to the problem and a greedy
heuristic to make the problem tractable to solve. We show that
our approach can quickly identify (e.g., in less than 1 second)
an effective strategy that yields significant benefits.
Auto-code composition (§6): To simplify developer and op-
erator effort, we design a simple-yet-effective switch-code
generation process that realizes the selected strategy obtained
above. We provide code templates of sketching algorithms
to create sketch codes for an ensemble of sketch instances
(Fig. 1) to enable this automatic code composition.1

We demonstrate the utility and benefits of Sketchovsky over
a wide range of settings and a library of sketching algorithms
that measure various statistics of interest [11, 14, 17, 19, 20,
21, 27, 28, 29, 32, 44]. Given this basic library, we built an
ensemble generator that can create diverse ensembles using a
wide range of parameters. We then used the generator to gen-
erate tens of thousands of ensembles that we used to measure
the resource reduction benefits of Sketchovsky. We measure
accuracy results by running four representative ensembles on
the Tofino switch processing various inter-ISP packet traces
[2]. Compared to the baseline of SketchLib, Sketchovsky re-
duces the use of hash units by 7∼40%, SALUs by 9∼45%,

1Sketchovsky is publicly available at https://github.com/Sketchovsky.
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Figure 2: Sketching algorithms have three common workflow steps;
hash computations, counter updates, and heavy flowkey storage.

and SRAM by 0∼7% for the ensembles that have the same
flowkey for all sketch instances. Even for the ensembles with
randomly picked sketching algorithms and parameters, re-
source reduction is 3∼21% for the hash units, 4∼26% for
SALUs, and 0∼0.4% for SRAM. For the accuracy experiment,
we report no accuracy loss for any sketch instances.

2 Background and Related Work
We begin with background on sketches and their hardware
footprints. Then we motivate the need for running an ensem-
ble in practice. We end by explaining why state-of-the-art
solutions fall short of effectively supporting an ensemble.

2.1 Sketches and Programmable Switches
Sketches or sketching algorithms on programmable switches
are promising to support diverse measurement tasks due to re-
source efficiency and high accuracy. Sketching algorithms are
randomized approximation algorithms designed to measure
different statistics with a theoretical guarantee of high accu-
racy and sub-linear memory space in relation to the number of
flows. Thus, sketching algorithms fit well for programmable
switches with tight resource constraints. There are sketching
algorithms to support diverse statistics for measurement tasks.
For example, count-min sketch (CM) [17] can identify heavy
hitters, and it can be configured with flowkey definition of
srcIP to run Query. 1. HyperLogLog (HLL) [21] can estimate
the distinct number of flows, and it can answer Query. 2 with
flowkey definition of 5-tuple. There are other sketching algo-
rithms, such as K-ary sketch (KARY) [27] for heavy change
detection or UnivMon (UM) [32] for multiple statistics.

Sketching algorithms follow three common steps. We ex-
plain these steps with a canonical sketching algorithm count-
min sketch [17] (Fig. 2). First, sketching algorithms perform
hash computations. As each packet arrives, the count-min
sketch extracts a flowkey (e.g., 5-tuple) from the packet header.
On this key, the count-min sketch computes independent hash
functions ci. Second, using these hash results, sketching algo-
rithms perform counter updates. They typically maintain 2D
counter arrays, R independent counter arrays with the size of
W , thus R ×W counters in total. The hash result of ci selects
a specific column for counter update per row. The count-min
sketch is a single-level sketching algorithm meaning that it
maintains 2D counter arrays. There is a notion of a multi-level
sketching algorithm, which uses multiple levels of 2D counter
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arrays. Third, sketching algorithms need to maintain heavy
flowkey storage. Sketching algorithms use threshold values to
compare against flow size estimates to detect and store heavy
flowkeys. While these steps run on the data plane, the control
plane periodically reads and resets counter arrays and heavy
flowkey storage to compute desired metrics [37].

While the ideas of Sketchovsky can be applied to other pro-
grammable switch architectures (as stated in §9), we showcase
the effectiveness and benefits of Sketchovsky using Intel’s
Tofino switch [1]. Tofino is a commercially available pro-
grammable switch built on the RMT architecture [13] and the
P4 language [12]. Its pipeline stage architecture is equipped
with equal resources per stage, and running sketching algo-
rithms on programmable switches requires the use of four key
hardware resources. Hash units execute hash functions and
there are a certain number of hash units per pipeline stage.
The hash results of hash units can be used to select a specific
column for counter updates or other purposes (§A.1). Each
pipeline stage has a fixed amount of SRAM that can be used
to maintain the state. SRAM is used by counter arrays and
heavy flowkey storage. Stateful ALU (SALU) is the essen-
tial hardware resource that allows one read and one write
operation to a register array in SRAM. A counter array for a
sketch instance is mapped to a register array. Thus, a sketch
instance using R counter arrays requires R SALUs. Storing
heavy flowkey also requires SALUs. More pipeline stages are
needed for more usage of the above three hardware resources.
In addition, the notion of dependencies among workflow steps
(e.g., counter updates must be executed earlier than heavy
flowkey storage) can contribute to even more pipeline stage
usage due to the imbalanced resource allocation.

2.2 Need for Ensemble of Sketch Instances

Network operators need to concurrently run diverse flow-
level measurement tasks on programmable switches be-
cause the more information operators can get about the net-
work, the more they can make the right management deci-
sions [15, 25, 34, 38, 47, 48, 49, 52]. As concrete examples
of measurement tasks, we show two network queries writ-
ten by Sonata [25], a state-of-the-art query language on pro-
grammable switches. Query. 1 can detect heavy hitters based
on the sum of packet length in bytes aggregated on flowkey of
srcIP. Query. 2 measures the distinct number of 5-tuple flows.
Network operators want to concurrently run these measure-
ment tasks as many as possible.

Each such measurement task would entail creating a sketch
instance based on a base sketching algorithm (SA) with four
configurable parameters (Table 1): (1) Flowkey is any com-
bination of packet header fields (e.g., srcIP or 5-tuple); (2)
Flowsize defines whether the sketch instance keeps track of
packet counts or packet bytes; (3) Epoch is the measurement
time interval; and (4) Resource Parameters configure the
memory size (e.g., W and R of 2D counter arrays). The net-

SI Base
SA

Configurable Parameters
Flowkey Flowsize Epoch Res. Param.

s1 CM (srcIP) counts 10s (3, 1024)
s2 CM (dstIP) bytes 10s (5, 2048)
s3 KARY (srcIP, dstIP) counts 10s (4, 4096)
s4 HLL (srcIP, srcPort) - 5min (1, 2048)
s5 UM (5-tuple) counts 5min (3, 2048, 16)

Table 1: An example of an ensemble of sketch instances. For re-
source parameters, (R, W ) for single-level and (R, W , level) for multi-
level sketching algorithms.

Solution General Resource Accuracy

P4 Composition [22, 23, 30, 42, 51] � X �
Per-sketch optimizations [4] � X �
Expressive sketches [9, 15, 32, 49] X � �
Dynamic resource allocation [3, 36, 50] � � X
Sketchovsky (Our system) � � �

Table 2: Existing efforts cannot support a general ensemble of mea-
surement tasks with low resource footprint and high accuracy.

work operator should choose resource parameters carefully
due to a trade-off between resource use and accuracy.

For instance, given Query. 1 above, we can use a count-min
sketch instance on the srcIP as flowkey and for Query. 2 we
may use HyperLogLog on the 5-tuple. More generally, given
the collection of measurement tasks with different config-
urable parameters (flowkey, flowsize, epoch) and statistics, we
will need to concurrently run an ensemble of sketch instances
in practice. For our work, we assume that the ensemble of
sketch instances is given as input; the problem of finding
the best ensemble of sketch instances given a collection of
measurement tasks is outside the scope of this paper (§9).

2.3 Prior Work and Limitations
We discuss some existing efforts in sketch-based telemetry
on programmable switches and why they are insufficient to
tackle the ensemble of sketch instances problem (Table 2).

Composing P4 programs. Many P4 code composition
works have been recently published for resource optimiza-
tions [22, 23, 30, 42, 51]. However, none of them can optimize
the sketch ensemble because they did not consider stateful
processing, which is at the core functionality of sketching al-
gorithms (e.g., counter update step). P4visor [51], Lyra [22],
and Cetus [30] focus on optimizations for match-action tables,
but they did not consider optimizations for stateful process-
ing, including MicroP4 [42]. Thus, they cannot be used to
optimize an ensemble of sketch instances.

Chipmunk [23] seems to be a promising candidate for pro-
viding cross-sketch optimizations at first glance because it
compiles a program written by Domino language into opti-
mized P4 code with stateful processing optimizations. How-
ever, Chipmunk can not compile a full single sketch imple-
mentation due to its limited scope. It only supports the update
part of the stateful value but does not include the addressing
part (e.g., computing hash functions to address the column
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Figure 3: Existing efforts cannot efficiently run the ensemble.

index of counter arrays), which is critical for sketch imple-
mentations.
Per-sketch optimizations [4] can be used to implement the
sketch ensemble. However, this approach cannot achieve low
resource footprints due to linearly increasing resource con-
sumption as we run multiple sketch instances.

More expressive sketches. To make improvements, recent
advances in sketching theory empower a single sketch in-
stance to support multiple measurement tasks [9, 15, 32, 49].
However, their coverage of the measurement tasks is still
far from general (e.g., none of them can support the entropy
estimation tasks for two different flowkey definitions).

Dynamic resource allocation. Earlier work has reduced re-
source use for the ensemble of sketch instances [3, 36, 50].
SCREAM [36] dynamically reduces resource parameters of
sketch instances to meet specified minimum accuracy when
there are variations in traffic. P4All [3] can be used to re-
duce the resource parameters of some sketch instances in the
ensemble by identifying lower-prioritized sketch instances.
FlyMon [50] enables dynamic parameter configuration at run-
time (e.g., flowkeys and resource parameters). It essentially
offers a time-sharing capability to run a sketch ensemble
by switching out active sketch instances. However, all these
techniques reduce resource use at the expense of accuracy.
In contrast, our work proposes optimizations that reduce re-
sources while maintaining accuracy for all sketch instances
in the ensemble.

Quantitative results for existing efforts. We quantitatively
show why existing efforts are insufficient. Fig. 3 shows the
resource footprint and accuracy results for two approaches,
per-sketch optimization (SketchLib) and dynamic resource
allocation (P4All). To create the ensembles, we only use the
count-min sketch with (R,W) = (5,8K), flowkey of 4-tuple,
different measurement epochs, and different flowsize defini-
tions. We use CAIDA traces [2]. For the P4All experiment,
we fix the width of counter arrays and reduce the number of
rows if necessary to fit the maximum number of SALUs on
the Tofino switch. We treat all sketch instances equally in the
objective function.

The results in Fig. 3 show that SketchLib cannot support
more than four sketch instances. While P4All can support
more than four sketch instances by reducing hardware re-

sources, this also reduces the accuracy. In summary, we find
that existing techniques cannot achieve both low resource
footprint and high accuracy.

3 Sketchovsky Overview
Given that prior work is insufficient, we explore a comple-
mentary approach to identify and exploit cross-sketch opti-
mizations to run an ensemble of sketch instances S = {si}

N
i=1.

To this end, we present Sketchovsky (Fig. 1), a novel cross-
sketch optimization and composition framework. Sketchovsky
identifies five cross-sketch optimization building blocks so
that resource consumption increases sub-linearly in the num-
ber of sketch instances with guarantees of no accuracy loss.
Sketchovsky uses efficient heuristics to find an effective strat-
egy to combine these building blocks for a given ensemble
and implements a module to automatically generates an opti-
mized switch code.

Optimization building blocks (§4). We find that key hard-
ware resources used in each workflow step of sketching al-
gorithms can be reused across multiple sketch instances. We
identify five optimization building blocks to reduce resource
footprint while maintaining accuracy. OHash1 and OHash2 opti-
mize the first step of hash computations; OCtr1 and OCtr2 opti-
mize the second step of counter updates, and OKey optimizes
the third step of heavy flowkey storage. Note that optimiza-
tions can be generalized to other hardware (§9). Each O j has
applicable conditions to determine whether O j can be applied
to a subset of sketch instances S ⊂ S. Applicable conditions
are expressed by configurable parameters introduced in (§2.2)
(e.g., all si ∈ S have the same flowkey) and sketch features.
The notion of sketch features captures the differences among
different sketching algorithms in algorithm designs or data
structures (e.g., counter array type, counter update type, or
whether maintaining heavy flowkeys or not).

Strategy finder (§5). Among many valid strategies for apply-
ing five optimization building blocks to different subsets of
sketch instances in the ensemble, it is challenging to quickly
find the most effective strategy due to the intractably large
search space. To solve this problem, we formulate an optimiza-
tion problem by defining the objective function to minimize
hardware resources. Next, we propose an idea of problem
decomposition. We show that one large problem can be de-
composed into small sub-problems, and separate solutions
for sub-problems together produce the overall solution. To
detect the validity of a strategy, the strategy finder takes in-
puts of sketch features (e.g., base sketching algorithm) and
configurable parameters (e.g., flowkey and flowsize) for S as
in Table 1. Optimization building blocks can be applied to a
subset S ⊂ S only if S satisfies the applicable conditions.

Auto-code composition (§6). Manually translating a strategy
into an optimized code is challenging because the strategy
contains information about the complicated interplay among
multiple optimization building blocks and a set of sketch
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Workflow Step Optimizations Reduction Overhead

Hash HASHREUSE (OHash1) Hash unit -
Computations HASHXOR (OHash2) Hash unit Pipe Stages

Counter SALUREUSE (OCtr1) SALU,SRAM -
Updates SALUMERGE (OCtr2) SALU SRAM

Heavy Flowkey
Storage HFSREUSE (OKey) SALU

Pipe Stages
CP Comp

Table 3: Relationships among workflow steps, optimizations and
resource reductions. CP Comp means Control Plane Computation,
and Pipe Stages means Pipeline Stages.

Conditions OHash1 OHash2 OCtr1 OCtr2 OKey

Sketch Features
C1. Same counter array type � �
C2. Same counter update type �
C3. Track heavy flowkey �

Configurable Parameters
C4. Same flowkey definition � * � �
C5. Same flowsize definition �
C6. Same measurement epoch �

Table 4: Applicable conditions for five optimization building blocks.

instances. We build an auto-code composition that automati-
cally translates a given strategy into optimized sketch code.
This relieves the burden of manual work of network operators.
Given the output of the strategy finder and a set of sketch P4
codes for S , we generate a unified and optimized P4 program.

4 Optimization Building Blocks

Given S = {si}
N
i=1, we identify five cross-sketch optimiza-

tion building blocks (two for hash, two for counters, and one
for flowkey storage) that can apply to a given set of sketch
instances S = {si}

n
i=1 ⊂ S. Table 3 summarizes relationships

among workflow steps, optimizations and resource reductions.
For each optimization, we explain the key idea, the conditions
under which it applies, and its implications for resource use
and accuracy. Table 4 summarizes applicable conditions to
validate whether each optimization can be applied to S ⊂ S.

4.1 Hash Computations
To optimize the workflow step of hash computations (§2.1),
we have two optimizations HASHREUSE (OHash1) and
HASHXOR (OHash2). Hash unit refers to the hardware re-
source on programmable switches to execute hash functions.
Hash result is the outcome hash value of the hash unit.

HASHREUSE (OHash1) Reusing hash results. If a set of
sketch instances use the same definition of flowkey (e.g.,
srcIP), we can reuse hash results to reduce the usage of hash
units. We explain this optimization using an example in Fig. 4.
Assume we have a set of sketch instances S = {si}

n
i=1 with

a required set of independent hash results E = {ei}
n
i=1 and

flowkey definition F = { fi}
n
i=1, which means that a sketch

instance si needs ei number of hash results based on flowkey
fi. Without optimization, ∑i ei hash units are used. However,

is reusing 
hash results

𝑺 𝑭 𝑬

𝑠! 𝐴 3

𝑠" 𝐴 2

𝑠# 𝐴 1

ℎ!! 𝐴 ℎ!" 𝐴 ℎ!# 𝐴

ℎ"! 𝐴 ℎ"" 𝐴

ℎ#! 𝐴

∑ 𝑒$ = 6$ hash units

ℎ!! 𝐴 ℎ!" 𝐴 ℎ!# 𝐴

max%(e%) = 3 hash units

Figure 4: HASHREUSE (OHash1) reduces hash units by reusing hash
results. A small box with hseed( f lowkey) indicates one hash unit
allocation.
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Figure 5: HASHXOR (OHash2) reduces hash units by using XOR.

we can reuse hash results, and we can reduce the allocation
of hash units to maxi(ei) on the hardware as in Fig. 4.
Applicability: Regardless of any sketching algorithms, we can
apply this optimization as long as S uses the same flowkeys.
We denote this as (C4) in Table 4.
Implication: Allocation of maxi(ei) hash units is sufficient to
preserve the accuracy of S = {si}

n
i=1. The accuracy of sketch

instances is closely related to hash independence among hash
results. To implement hash independence in practice, ran-
domly picked hash seeds are used; hseed1(A) and hseed2(A)
are independent if seed1 ≠ seed2. For a single sketch instance,
hash independence among hash results is required. A key
insight here is that hash independence is not required across
sketch instances. Thus we can reuse maxi(ei) hash results
across sketch instances in a way that all hash results within
any single sketch instance si are independent (e.g., in Fig. 4).
HASHXOR (OHash2) Less hashing, same performance
with XOR-based reconstruction. We can reduce hash units
even for a set of sketch instances with different flowkeys
by leveraging XOR operations. We explain this optimiza-
tion using an example in Fig. 5 where S = {s1,s2,s3} and
F = {{A},{B},{A,B}} and E = {1,2,3}. A and B are differ-
ent packet headers, such as A = srcIP and B = dstIP. We can
reduce allocation of hash units by reconstructing independent
hash results for s3 as follows because {A,B} = {A} ∪ {B}.

h31(A,B) = h11(A)⊕h21(B) (1)
h32(A,B) = h11(A)⊕h22(B) (2)

Note that XOR-based reconstructed hash results h31(A,B)
and h32(A,B) are independent because h21(B) and h22(B)
are independent. For arbitrary e1 and e2, we can reconstruct
e1×e2 independent hash results for s3.
Applicability: This optimization HASHXOR (OHash2) can be
applied if S and F meet the following condition.

For S ∈ S, ∣S∣ = 3 and f1∪ f2 = f3 (3)

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1277



This optimization can be applied as long as a set of sketch
instances satisfies (3). Thus, we mark (*) at (C4) in Table 4
for OHash2.

Implications: This idea of XOR-based hash reconstruction
is proven pairwise independent and has already been used in
other contexts [26, 43]. Thus, accuracy will not be compro-
mised, and our evaluation result confirms this. As a minor
side effect, more pipeline stages might be needed by adding
XOR operations in the sketch workflow. However, we will
see in the evaluation that the impact of this overhead is small.

4.2 Counter Update
To optimize the second workflow step of counter updates, we
have SALUREUSE (OCtr1) and SALUMERGE (OCtr2).

SALUREUSE (OCtr1) Reusing counter arrays (rows) across
sketch instances. If all sketch instances in S meet certain
applicable conditions, we can reuse counter arrays to reduce
both SALUs and SRAM. We first see how this optimization
works by looking at an example in Fig. 6, and we will describe
applicable conditions later. Suppose S = {s1,s2,s3} satisfies
applicable conditions of OCtr1 and C = {(ri,wi)}

n
i=1 represent

that si has ri number of counter arrays with width wi. Then,
instead of updating three different sets of counter arrays for
three sketch instances in the data plane, we can update only
one set of counter arrays. Then, in the control plane, one set of
counter arrays can be used to compute statistics for all three
sketch instances. The way we compute the row and width of
counter arrays for reuse is represented by W:

W = {w∗j }
maxi(ri)
j=1 where w∗j =max

i
{wi∣ri ≥ j} (4)

W represents width w∗j per j-th counter array for reuse. Note
that W can have different widths across counter arrays, and
it does not affect the functionality of sketching algorithms.
We can see that W has maxi(ri) rows. Thus, we can reduce
SALUs from ∑i ri to maxi(ri). Moreover, SRAM usage is
reduced from∑i riwi to∑ j w∗j and we show∑i riwi−∑ j w∗j ≥
0 in §B.1. While the discussion focused on single-level sketch
instances, the same idea also applies to multi-level sketch
instances.

Implication: If we compare resource parameters (ri,wi) of
any sketch instance si to counter arrays for reusing W, W has
the same or larger width. As a result, all sketch instances are
guaranteed to achieve the same or improved accuracy.

Applicability: Applicable conditions for this optimization
use two sketch features. The first sketch feature is counter
array type. Sketching algorithms have different types of
counter arrays; the single-level (SL) type has 2D counter
arrays, and the multi-level (ML) type has multiple levels of 2D
counter arrays. The second sketch feature is counter update
type. Sketching algorithms have different ways of updating
counters. It can be bitmaps (BITMAP) or integer counters that
only add values (COUNTER). Refer §A.1 for a full list of five
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Figure 7: SALUMERGE (OCtr2) reduces SALUs by making SALUs
update two counter arrays simultaneously.

counter update types. S ⊂ S must satisfy five conditions to
apply this optimization (Table 4): the same counter array type,
the same counter update type, the same flowkey, the same
flowsize, and the same epoch (C1, C2, C4, C5, C6).

SALUMERGE (OCtr2). Combining two counter updates
into one SALU allocation. Leveraging the full capability of
the underlying hardware resources can help resource reduc-
tion of S. We observe that SALU can update two registers
addressed in the same index and we can leverage this feature
to update two counter arrays simultaneously. As a result, we
can reduce SALUs by up to 2x. We explain this optimization
by using an example in Fig. 7. We have two sketch instances
with two counter arrays each, and we originally needed four
SALUs. Then, we can make SALUs update two counter ar-
rays simultaneously and reduce SALUs from 4 to 2.

We find two rules in the Tofino switch for a SALU to update
two counter arrays. (R1) derives applicable conditions, and
(R2) incurs SRAM overhead.
● (R1) Column indexes for counter updates are the same
● (R2) Two counter arrays have the same width

Applicability: (R1) derives two applicable conditions (C1,
C4). If sketch instances use the same counter array type (C1)
(e.g., sketch instances are either all single-level or all multi-
level) and use the same definition of flowkey (C4), we can
apply this optimization. Because flowkeys are the same, we
can leverage HASHREUSE (OHash1), and SALU can update
two counter arrays using the reused hash result for the column
index. If flowkeys are different, then column indexes for the
counter update can not be the same, which will violate (R1).
Note that we should not let SALU update two counter arrays
within a sketch instance because updating the same column
index will lose hash independence and degrade accuracy.

Implication: This optimization can incur the additional
SRAM overhead due to (R2). Suppose we have two sketch
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instances {s1,s2} with two counter arrays each as in Fig. 7
with width of {w1,w2} s.t. w1 > w2. Suppose we can apply
the optimization to {s1,s2}. Then, we should pick the longer
width w1 for counter arrays to preserve the accuracy of both
{s1,s2}. As a result, the accuracy will be maintained (e.g.,
for s1) or improved (e.g., for s2). However, this will incur an
SRAM overhead of w2−w1 for s2, as marked in Fig. 7. De-
spite the SRAM overhead, we argue that this optimization is
still effective and practical for three reasons. First, increased
SRAM is not wasted but will improve accuracy. Second, the
overall SRAM overhead is bounded by 2x ( 2 max(w1,w2)

w1+w2
≤ 2).

Third, SRAM is not the imminent bottleneck as we will see
in the evaluation.

4.3 Heavy Flowkey Storage

To optimize the third workflow step of heavy flowkey storage,
we have one optimization HFSREUSE (OKey).

HFSREUSE (OKey). Reusing heavy flowkey storage across
sketch instances. A large portion of sketching algorithms
store heavy flowkeys in the switch data plane [9, 14, 16, 17,
27, 32, 41]. We can reduce the usage of SALUs (the hardware
used for memory accesses) by reusing heavy flowkey storage
across sketch instances. If multiple sketch instances have the
same definition of flowkey (e.g., srcIP), we can store heavy
flowkey in one heavy flowkey storage to save SALUs. We
can generalize this idea to sketch instances with different
definitions of flowkey using the notion of union-key. Suppose
we have two sketch instances S = {s1,s2} with two different
flowkey definitions F ={{srcIP}, {dstIP}}. Then, instead of
maintaining two heavy flowkey storage, we use one flowkey
storage using union-key of {srcIP, dstIP} where union-key
can be computed by (UK = ∪i fi). Then, for a given packet,
if either {srcIP} is identified as a heavy flowkey for s1 or
{dstIP} is identified as a heavy flowkey for s2. We store {srcIP,
dstIP} of the given packet in the heavy flowkey storage.

We can do a further optimization to reduce memory us-
age of heavy flowkey storage. Suppose S = {s1,s2} and
F ={{srcIP}, {dstIP}}. For a given packet, if {srcIP} is iden-
tified as a heavy flowkey whereas {dstIP} is not, we store
{srcIP, 0} so that the control plane knows this flowkey is only
for s1. To generalize this idea to multiple sketch instances, we
can compute a conditional union-key UKC = ∪ j f jwhere (flow
size estimate) j > threshold j and set 0 to (UK −UKC) when
we store heavy flowkey into the storage.

Applicability: We can apply this optimization to a set of
sketch instances S if all sketch instances in S tracks heavy
flowkeys (C3) as in Table 4. For different measurement
epochs, we can compute the greatest common denominator
(GCD) among all epochs, and the control plane can retrieve
heavy flowkeys every time period of GCD. For example, if
there are sketch instances with 10s, 20s, and 30s measure-
ment epochs, the control plane retrieves heavy flowkeys for

every 10s, and we can reconstruct heavy flowkeys for sketch
instances of 20s and 30s.

Implication: By storing fine-grained heavy flowkeys by
union-key, the control plane can retrieve heavy flowkeys for
individual sketch instances by aggregation without missing
any heavy flowkeys. This optimization incurs small addi-
tional computations on the switch control plane. However,
this overhead does not affect the overall performance because
this control plane computation is not on the critical path to
provide measurement results. While the switch data plane
updates the counter arrays, the switch control plane can in-
dependently execute heavy flowkey aggregation on the CPU.
Another small overhead of the pipeline stage can occur, but
we will see in the evaluation that the impact is small.

5 Strategy Finder
In the previous section, we proposed five optimizations
{O j} j∈{Hash1, Hash2, Ctr1, Ctr2, Key} and their applicable condi-
tions to a subset of sketch instances S = {si}

n
i=1 ⊂ S. In this

section, we aim to develop a strategy finder that partitions
S into the best applicable subsets so that five optimization
building blocks can produce the maximum benefit for any
given ensemble S .

5.1 Problem Formulation
We formulate an optimization problem to find the optimal
strategy. We consider partitions of S because each opti-
mization O j is applied to disjoint subsets of S. Suppose
PS = {Pk∣Pk is kth partition of the set S} is a set containing all
partitions of the set S where Pk = {Sl ⊂S∣⊍l Sl =S}. The goal
is to find the optimal strategy X∗, which minimizes hardware
resources while satisfying the applicable conditions:

min
X

HwResource(X) (5)

s.t.
∣PS ∣
∑
k=1

x jk = 1,∀ j ∈ {Hash1, Hash2, Ctr1, Ctr2, Key} (6)

Valid(X) = 1 (7)

The decision variable is X = {X j} j∈{Hash1, Hash2, Ctr1, Ctr2, Key}.
X j selects a partition Pk ∈ PS for O j so that O j is applied
to all subsets ∈ Pk. To express this, we define X j = {x jk∣x jk ∈

{0,1}}k∈{1,...,∣PS ∣} and x jk = 1 if Pk is selected. Note that (6)
makes X j pick only one partition Pk for O j. About con-
straint (7), we use Valid(X) ∈ {0,1} to denote whether strat-
egy X is valid or not. X is valid if all subsets ∈ Pk satisfy
the applicable conditions of O j for ∀ j. It is assumed that
applicable conditions are met for the subset S ⊂ S containing
a single sketch instance s.t. ∣S∣ = 1. For objective function (5),
we aim to find a strategy X∗ that minimizes hardware resource
among all valid strategies X . To model this objective function
HwResource(X), we use the linear combination of four key
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resource usage:

LinearComb(X ,R) =∑
r∈R

ar ⋅ resourcer(X) (8)

R = {SALU, HashUnit, SRAM, PipelineStage} (9)

Network operators can use (8) and customize the objective
function by choosing different coefficient sets {ar}r∈R for
their preference. For example, suppose network operators
desire to reduce SRAM more than other resources to run
the ensemble with memory-intensive applications, they can
increase the weight for aSRAM in (8).

5.2 Challenges
We face three challenges in formulating and solving the opti-
mization problem.

C-1. Large search space. We have a large search space for
enumeration because the number of possible partition ∣PS ∣
increases exponentially as the number of sketch instances
∣S∣ increases [8]. Even after we consider constraint (6), the
decision variable X has ∣PS ∣5 combinations because X selects
five partitions among PS . This large search space makes find-
ing the optimal solution X∗ become intractable. In practice,
operators often need to reconfigure sketch ensembles, and
waiting for the optimization to complete may end up being
on the critical path [50].

C-2. Modeling the valid function. It is hard to define
Valid(X) due to the dependencies among optimizations.
Specifically, there exist dependencies between Ow1 and Ow2
for w ∈ {Hash, Ctr} because they are applied to the same work-
flow steps. Thus, it is unclear whether a sketch instance si can
be benefited from Ow1 and Ow2 at the same time. Further, if
they can, then it is also unclear how to figure out the relation-
ship between Xw1 and Xw2 to detect the validity of X to define
Valid(X).

C-3. Modeling the objective function. We find that comput-
ing LinearComb(X ,R) takes a long time because accurately
measuring pipeline stage usage requires the compilation of
an optimized P4 code by applying strategy X . The execution
time for resourcepipeline_stage(X) takes several minutes. This
delay will significantly impede the search process, and finding
a solution X∗ can become even more intractable.

5.3 Our Approach
Next, we reformulate the problem and show that finding the
optimal strategies for each O j will create the overall solution
X∗. This reduces search space significantly and makes the
problem tractable.

Excluding pipeline stage from the objective function. To
handle (C-3), we make a pragmatic choice of excluding
the pipeline stage from the objective function. We use
LinearComb(X ,R′) as objective function where R′ = {SALU,
HashUnit, SRAM}. resourcer(X) for r ∈ R′ can be quickly

computed because X contains information about the num-
ber of reused or XOR-reconstructed hash units, reused or
co-located counter arrays, and reused heavy flowkey storage.
The impact of this decision cannot be measured because the
optimal objective function is unknown and difficult to define.
However, we can still identify effective solutions that can
yield significant benefits in practice because there is a corre-
lation between the resource reduction on R′ and the pipeline
stage reduction (§8).
Search space decomposition across workflow steps. To
overcome the challenge of large search space (C-1), we can
decompose the optimization problem into three sub-problems,
and solution X∗ can be achieved by solving sub-problems
separately. Specifically, we decompose the decision variable
X into three groups corresponding to three workflow steps:

XHash = {XHash1,XHash2},XCtr = {XCtr1,XCtr2},XKEY = {XKey}

Then, we can also decompose the valid function and the ob-
jective function as follows:

X = ∪w∈{Hash, Ctr, KEY}Xw (10)

Valid(X) = ∏
w∈{Hash, Ctr, KEY}

Valid(Xw) (11)

HwResource(X) = ∑
w∈{Hash, Ctr, KEY}

HwResource(Xw) (12)

This problem decomposition is possible for two reasons.
First, although there are dependencies in terms of applica-
bility within Xw, there are no dependencies across Xw be-
cause optimizations are independently applied to different
workflow steps. Thus, Valid(X) can be achieved by mul-
tiplication of decomposed Valid(Xw) as in (11). Second,
HwResource(X) can be achieved by summation of decom-
posed HwResource(Xw) as in (12). Without the idea of ex-
cluding pipeline stage usage, this linearity property (12) does
not hold because measuring pipeline stage usage must con-
sider the overall table dependency graph (TDG) among work-
flow steps (Xw). As a result, a solution X∗ can be achieved
by X∗ = {X∗Hash,X

∗
Ctr,X

∗
KEY} where X∗w is a solution of each

sub-problem for w ∈ {Hash, Ctr, KEY} as follows:

min
Xw

HwResource(Xw) s.t. Valid(Xw) = 1 (13)

Two-step enumeration for XHash and XCtr. Although we can
decompose Valid(X) into three Valid(Xw) as in (11), it is still
unclear how to realize Valid(Xw) for w ∈ {Hash, Ctr} because
there exist dependencies between Ow1 and Ow2. We can solve
this problem using an enumeration technique that efficiently
explores the search space. Suppose the enumeration does not
miss out on valid Xw (s.t. Valid(Xw) = 1) while efficiently
skips invalid Xw. In that case, it will help to solve not only
the challenge (C-2) of modeling an valid function but also the
challenge (C-1) by reducing search space. To achieve this, we
develop a two-step enumeration technique as in Alg. 1.
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Algorithm 1 TwoStepEnumeration
1: procedure TWOSTEPENUMERATION(S,w)
2: PS = {Pk ∣Pk is kth partition of the set S}
3: min← INT MAX
4: for Xw1 s.t. selected Pw1 ∈ PS is valid do
5: for Xw2 s.t. Pw1 ≤ Pw2 ∈ PS do
6: Xw ←{Xw1,Xw2}

7: Pw12 = NESTEDPARTITION(Pw1,Pw2)
8: if Pw12 is valid then
9: if min >HwResource(Xw) then

10: min←HwResource(Xw)

11: X∗w ← Xw

12: return X∗w

We explain this algorithm by both cases of w ∈ {Hash, Ctr}.
Let’s first see an example for w=Hash, HASHREUSE (OHash1)
and HASHXOR (OHash2). Suppose we have five sketch in-
stances S = {si}

5
i=1 with flowkey definition F ={{srcIP},

{srcIP}, {dstIP}, {srcIP, dstIP}, {srcPort}}. Then the algo-
rithm enumerates all valid Pw1 at line 4 in Alg. 1. Pw1 =

{{s1,s2},{s3},{s4},{s5}} can be picked because {s1,s2}

have the same flowkey so that we can reuse hash results to
reduce hash units. Next, given picked Pw1, it enumerates Pw2
s.t. Pw1 ≤ Pw2

2 to create nested partition Pw12 using Pw1 and
Pw2. If Pw2 = {{s1,s2,s3,s4},{s5}} is picked, then the nested
partition is Pw12 = {{{s1,s2},{s3},{s4}},{{s5}}}. To see the
validity of Pw12, check whether all subsets in Pw12 satisfy ap-
plicable conditions of OHash2 at line 8. Picked Pw12 is valid
because subset S = {{s1,s2},{s3},{s4}} ∈Pw12 satisfies appli-
cable conditions of ∣S∣ = 3 and {srcIP} ∪ {dstIP} = {srcIP,
dstIP} as in (3) at §4.1. Note that {s1,s2} is handled as if it is
a single sketch instance with a flowkey of {srcIP}.

Interestingly, the same algorithm works for w = Ctr,
SALUREUSE (OCtr1) and SALUMERGE (OCtr2). First, the
algorithm enumerates Pw1 where all subsets in Pw1 satisfy ap-
plicable conditions (C1, C2, C4, C5, C6) of OCtr1. For picked
Pw1, OCtr1 is applied to all subsets ∈ Pw1, meaning that each
subset has one set of counter arrays for reuse W as discussed
as in (3) at §4.2. Then each subset can be handled as if it is a
single sketch instance with counter arrays configured with W.
Next, we can detect the validity of nested partition Pw12 using
the applicable conditions (C1, C4) of OCtr2 at line 8 in Alg. 1.

HFSREUSE (OKey) does not need this two-step enumer-
ation. The solution for OKey is one subset S containing all
sketch instances that track heavy flowkey because this will
minimize the hardware resource usage.

Search space decomposition within workflow steps. Al-
though two-step enumeration reduces search space by picking
Pw1 first and then Pw2 such that Pw1 ≤ Pw2, this enumeration
technique still takes a long time to finish (e.g., more than a
day). To this end, we come up with an idea to decompose

2If every element of partition Pw1 is a subset of some element of partition
Pw2, then Pw1 ≤ Pw2. In other words, Pw1 is finer and Pw2 is coarser.

Auto-code composition (§6)

Strategy
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Code Rewriter
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Lib
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Lib for Opt

Concatenator

A merged
P4 code
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Figure 8: Overview of auto-code composition.

01: /* 1. hash computation step */
02: s#_h = HashUnit(seed1, FLOWKEY);
03: s#_value = TCAM_LPM(s#_h);
04: /* 2. counter update step */
05: CounterUpdate(seed2, FLOWKEY, WIDTH,
06:                   SL, PCSA, s1_value);
07: /* 3. heavy flowkey storage step – no code */

Figure 9: Code template example for PCSA.

Xw1 and Xw2 by using a greedy heuristic algorithm. Instead
of running a nested loop (lines 4-5 in Alg. 1) for finding Pw1
and Pw2, we can first find the optimal P∗w1 given S and then
finds P∗w2 based on already fixed P∗w1. This greedy heuristic
algorithm decomposes the search space of {Xw1,Xw2} into
separate {Xw1} and {Xw2}.

The insight behind this greedy heuristic algorithm comes
from the applicability-benefit trade-off between Ow1 and Ow2.
Ow1 is more difficult to apply but has a high resource reduc-
tion benefit. Ow2 is easier to apply but has a low resource
benefit. Thus, it makes sense that the algorithm first applies
Ow1 as much as possible, then next applies Ow2. We can not
prove whether this greedy heuristic algorithm can find the
same or close solution compared to the two-step enumeration.
However, we empirically show that the overhead of objective
function increase is small (e.g., less than 2%) while solving
time of the greedy heuristic algorithm is more than three
orders of magnitude faster (§D.3).

6 Auto-Code Composition
Using solution X∗ from the strategy finder, we need two steps
to generate an optimized P4 code for S as in Fig. 8.

6.1 Sketch P4 Codes and Concatenation
The first step requires network operators to provide N sketch
P4 codes that should match with sketch features and config-
urable parameters for the ensemble S = {si}

N
i=1 (e.g., Table 1).

Code template library. Writing N sketch P4 codes from
scratch is a cumbersome task for network operators. An ef-
fective way is to provide code templates of the sketching
algorithm with which P4 code for a sketch instance can be
created. We build code templates for sketching algorithms
so that network operators can configure the template with
tunable parameters. Fig. 9 shows a code template example of
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one sketching algorithm PCSA [20]. Network operators can
fill out placeholders using configurable parameters.

SketchLib. To further simplify the code template, we con-
sider using a common library to write codes for sketch in-
stances, such as SketchLib [4]. The idea of using API calls
makes code templates simple and concise. We extend Sketch-
Lib to enable the flexible configuration of various sketch
features and configurable parameters. For example, API call
CounterUpdate() in Fig. 9 at line 5 gets any definition of
flowkey and any counter update type (e.g., PCSA type is used
in this example). A full list of extended API calls of SketchLib
is in §C.1.

Code concatenation. Finally, the concatenator in Fig. 8 gets
the input of N sketch P4 codes created from code templates
and concatenates N sketch P4 codes into one merged P4 code.

6.2 Code Rewriting
The second step is code rewriting to translate the selected
strategy X∗ into optimized code. Code rewriter in Fig. 8 gets
three inputs; a merged P4 code from the first step, strategy X∗

from the strategy finder, and Library for Optimization (Lib for
Opt) that is used to apply SALUMERGE (OCtr2). Using X∗ =
{X∗Hash,X

∗
Ctr,X

∗
KEY}, the code rewriter sequentially translates

X∗w to each workflow step in a merged P4 code by rewriting
short lines of code. Leveraging the code templates makes the
code rewriting process a lot easier. First, a merged sketch
P4 code is structured in a way that the code rewriter can
easily parse and apply optimizations. Second, the amount of
code rewrite is minimized because sketch code templates are
concise by using API calls in SketchLib and Lib for Opt.

7 Implementation

Auto-code composition. We use two examples, OHash1 and
OHash2 to illustrate how we auto-generate an optimized code.
Fig. 10 is the code snippet without optimization and we call it
before code. Fig. 11 is the code snippet after applying X∗Hash
and we call it after code. We have S = {si}

4
i=1, F ={{srcIP},

{srcIP}, {dstIP}, {srcIP, dstIP}}. The before code allocates
hash units to generate hash results for each flowkey (lines 3,
7, 10, 13 in Fig. 10). To emulate different logical hash seeds
for independence, we configure the hash units with different
CRC polynomials in practice. Then, we apply optimizations
using a given solution X∗Hash = {{{s1,s2},{s3},{s4}}}, which
means the code should reuse {srcIP} for {s1,s2} and use XOR
operation to create a hash result for {srcIP, dstIP} = {srcIP}
⊕ {dstIP}. If we look at line 4 in Fig. 11, the hash result of
s2 reuses the hash result of s1. Line 6 in Fig. 11 shows XOR-
based hash result reconstruction. As a result, the usage of the
hash unit is reduced from 4 to 2.

Applying SALUMERGE (OCtr2) requires new codes for
implementing two counter arrays to share one SALU that
the before code does not have. Thus, we build a new library
(Lib for Opt) shown in Fig. 8 to implement OCtr2 and the

01: // code for s1
02: /* 1. hash computation step */
03: s1_h = HashUnit(seed1, srcIP);
04: ... /* 2. counter update step */
05: ... /* 3. heavy flowkey storage step */
06: // code for s2
07: s2_h = HashUnit(seed2, srcIP);
08: ...
09: // code for s3
10: s3_h = HashUnit(seed3, dstIP);
11: ...
12: // code for s4
13: s4_h = HashUnit(seed4, srcIP, dstIP);
14: ...

Figure 10: [Before] HASHREUSE (OHash1) and HASHXOR
(OHash2).

01: // code for s1, s2, s3
02: /* 1. hash computation step */
03: s1_h = HashUnit(seed1, srcIP);
04: s2_h = s1_h;
05: s3_h = HashUnit(seed3, dstIP);
06: s4_h = s1_h ^ s3_h;
07: ...

Figure 11: [After] HASHREUSE (OHash1) to {s1,s2} and
HASHXOR (OHash2) to {{s1,s2},s3,s4}.

code rewriter can use this library for applying OCtr2. The
definition of the API call for Lib for Opt is in §C.1. For
other optimizations {O j} j∈{Hash1, Hash2, Ctr1, Key}, we do not
need new API calls because a simple rewrite is enough for
implementing reusing resources (OHash1, OHash2, OCtr1) or
XOR operation (OHash2) (e.g., at line 6 in Fig. 11). As a result,
the code rewriter can translate all five optimizations into an
optimized code. We show examples of before and after code
snippets for OHash1, OCtr1, OKey in §C.2.

Strategy finder. One minor issue here is that while imple-
menting SALUMERGE (OCtr2) on the Tofino switch, we face
a known problem of sketch inaccuracy caused by the counter
read and reset delays [37]. To address this, we add one more
applicable condition of the same epoch (C6) to OCtr2.

8 Evaluation

Our extensive set of experiments shows that Sketchovsky
can achieve both a low resource footprint and high accuracy
simultaneously.

8.1 Experimental Setup

Testbed. We evaluate Sketchovsky on a local testbed with an
Edgecore Wedge 100BF Tofino-based programmable switch
and a server equipped with dual Intel Xeon Silver 4110 CPUs,
128GB RAM, and a 100Gbps Mellanox CX-4 NIC connected
to the switch. We use the P4-16 version with the Tofino SDE
version of 9.5.1.
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Sketching algorithms. We use eleven sketch algorithms
that measure six different statistics.3 Although Bloom filter
(BF) is not a sketching algorithm, we include BF because it
also follows the workflow steps of sketching algorithms, and
Sketchovsky can optimize it.
Four ensemble types. We use four types of ensembles that
network operators would practically consider using. In ensem-
bles of (Type 1. Same Sketch), (Type 2. Same Flowkey), and
(Type 3. Same Epoch), all sketch instances in the ensemble
use the same sketching algorithm, flowkey, and epoch, respec-
tively. For (Type 4. Random), sketch instances in an ensemble
are picked randomly.
Ensemble Generator. To create four types of ensembles,
we build an ensemble generator that takes two inputs; (1) the
ensemble type and (2) the number of sketch instances for
the ensemble. Using these two inputs, the ensemble generator
randomly picks sketching algorithms and assigns configurable
parameters from a large pool of candidates. A full list of
candidates for parameters is in §D.1. The ensemble generator
does not allow any two sketch instances in an ensemble to
have the same statistic, flowkey, flowsize, and epoch.
Metrics. We use three metrics for accuracy: (1) Relative
Error (RE): ∣True−Estimate∣

True , where True is the ground truth value
and Estimate is the estimated value. We use this metric for
sketching algorithms for cardinality and entropy. (2) Average
Relative Error (ARE): 1

k ∑
k
i=1
∣ fi− f̂i∣

fi
, where k means the top k

heavy flows. fi is the actual flow size for flow i, and f̂i is the
estimated flow size from the sketch instances. This metric is
used to evaluate the accuracy of the heavy hitter and heavy
change detection. We use k=50. (3) Weighted Mean Relative
Difference (WMRD) is used for MRAC [28].

For resource reduction, we use two metrics: (1) Resource
Usage (RU): Used

Available , where Used is the amount of resource
used for the ensemble and Available is the total amount of
available resource on the switch; and (2) Resource Reduction
(RR): RU (before) - RU (after)

RU (before) , where RU (before) is the amount of
used resource before applying optimizations of Sketchovsky
and RU (after) is the amount of used resource after optimiza-
tion.

8.2 Accuracy
We show that Sketchovsky does not degrade accuracy and
sometimes improves accuracy. For this experiment, we picked
four ensembles from each ensemble type. A full list of base
sketch algorithms and configurable parameters for picked en-
sembles is in §D.2. Given each ensemble as input, we generate

3Linear counting (LC) [44], HyperLogLog (HLL) [21], PCSA [20], multi-
resolution bitmap (MRB) [19] measure cardinality. Count-sketch (CS) [14],
count-min sketch (CM) [17] can detect heavy hitters, and K-ary sketch
(KARY) [27] can detect heavy change. Entropy sketch (ENT) [29] mea-
sures entropy, MRAC [28] measures flow size distribution (FSD). UnivMon
(UM) [32] can measure general statistics. Bloom filter (BF) [11] can do the
membership test. A full list of sketching algorithms that we used for our
experiments with sketch features is in §D.1.
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Figure 12: Overall accuracy evaluation.

sketch P4 codes for the Tofino switch both before and after
we use Sketchovsky for optimization. All five optimizations
are enabled. We then run sketch P4 codes for (four picked
ensembles) × (before and after optimizations) on the Tofino
switch and compare the accuracy of the sketch instances. We
use five traffic workloads of inter-ISP packet traces collected
on different dates.4 For each traffic workload, we send ten 60s
packet traces from a directly connected server to the Tofino
switch using tcpreplay at full speed.

Fig. 12 shows the overall accuracy results. We grouped
sketch instances into four different statistics based on the
sketching algorithm used. The X-axis in Fig. 12 shows the
number of sketch instances with the same sketching algorithm
(e.g., HLL(4) means there are four sketch instances using the
sketching algorithm of HLL). The Y-axis shows the quartiles
of errors for sketch instances. We see that none of the sketch
instances lose accuracy after optimization. In fact, we ob-
serve some accuracy improvements. Thanks to OCtr1, counter
arrays of KARY are increased from 1 to 3, and the error is
reduced. In addition, we do not miss any heavy flowkeys both
before and after optimization. Because BF does not produce
measurement results, the accuracy result for two BF sketch
instances is not shown.

8.3 Resource Reduction

Sketchovsky makes infeasible ensembles feasible. We show
the resource reduction benefits of using Sketchovsky. For this
experiment, we generate a total of 400 ensembles of sketch
instances; (four ensemble types) × (10 different numbers of
sketch instances from 2, 4, ..., 20) × (10 different ensembles).
Then, we run Sketchovsky to produce 400 sketch P4 codes
both before and after optimization.5 Next, we compile the
codes using the Tofino compiler to check the feasibility. To
make the experiment more realistic, we append codes for L2
switching, L3 routing, and access control list (ACL) to all of
the before and after optimization codes. L2 and ACL consume
55% of on-switch SRAM in total, and L3 uses 63% of TCAM.

4We use five CAIDA backbone traces captured in 3/20/14 Sanjose,
6/19/14 Sanjose, 1/21/16 Chicago, 5/17/18 NYC, and 8/16/18 NYC [2]

5We use count-min sketches to create ensembles for (Ensemble Type 1)
because it is one of the most popular and widely-used sketching algorithms.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1283



4 8 12 16 20
Number of Sketch Instances

0
2
4
6
8

10

N
um

b
er

of
F

ea
si

bl
e

E
ns

em
bl

es

Ensemble Type 1. Same Sketch Algo

after
before

4 8 12 16 20
Number of Sketch Instances

0
2
4
6
8

10

N
um

b
er

of
F

ea
si

bl
e

E
ns

em
bl

es

Ensemble Type 2. Same Flowkey

after
before

4 8 12 16 20
Number of Sketch Instances

0
2
4
6
8

10

N
um

b
er

of
F

ea
si

bl
e

E
ns

em
bl

es

Ensemble Type 3. Same Epoch

after
before

4 8 12 16 20
Number of Sketch Instances

0
2
4
6
8

10

N
um

b
er

of
F

ea
si

bl
e

E
ns

em
bl

es

Ensemble Type 4. Random

after
before

Figure 13: Feasibility comparison of ensembles before vs after.
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Figure 14: Resource usage comparison before vs after for the num-
ber of sketch instances = 12.

The X-axis in Fig. 13 is the number of sketch instances
in the ensemble. The Y-axis is the number of feasible en-
sembles among ten ensembles per different number of sketch
instances. The result shows that 42 ensembles that were pre-
viously infeasible become feasible with Sketchovsky. For
example, if we look at "Ensemble Type 1" and "6 sketch in-
stances", only 3 out of 10 ensembles were feasible before
optimization. However, all ten ensembles become feasible
after optimization. Note that the pipeline stage overhead of
OHash2 and OKey does not negatively impact feasibility after
applying them.

Resource usage before and after optimization. Fig. 14
shows the use of individual resources before and after opti-
mization. Using the ensemble generator, we generated 1200
ensembles; (four ensemble types) × (300 different ensembles).
Each ensemble has 12 sketch instances. Because some en-
sembles are not feasible on the Tofino switch because of the
limited number of stages, we calculated resource use using
the strategy finder so we are not limited by, and do not show,
pipeline stages. We cross-checked the resource use between
the strategy finder and the Tofino compiler for feasible ensem-
bles. Each bar in Fig. 14 shows the median value, and the error
line shows the 10% and 90% percentile among 300 ensem-
bles. The red-dotted line shows the total available resources
on the switch, so values above the red line represent infeasible
ensembles. Fig. 14 visually shows how previously infeasible
ensembles become feasible. SRAM usage of heavy flowkey
storage before and after optimization is similar because heavy
flowkeys overlap across sketch instances.
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Figure 15: Resource reduction result.

Resources Total OHash1 OHash2 OCtr1 OCtr2 OKey

Type 1 Hash Unit 21.3 3.1 0.1 18.1
Same SALU 25.7 - 0.8 24.9
Sketch SRAM -0.02 - -0.02

Type 2 Hash Unit 27.6 10.4 - 17.2
Same SALU 33.1 3.8 5.9 23.4

Flowkey SRAM 1.8 2.3 -0.5

Type 3 Hash Unit 18.9 5.5 0.04 13.4
Same SALU 24.7 2.2 3.7 18.8
Epoch SRAM 0.9 1.3 -0.4

Type 4 Hash Unit 15.5 1.9 0.04 13.6
Random SALU 20.4 0.5 1.0 18.9

SRAM 0.2 0.3 -0.1

Table 5: Breakdown of resource reduction by each optimization for
the number of sketch instances = 12.

Sensitivity analysis on the number of sketch instances. We
show a more detailed view of resource reduction by looking
at ensembles with different numbers of sketch instances. We
generate (four ensemble types) × (12 different numbers of
sketch instances from 2, 4, ..., 24) × (300 different ensembles).
The X-axis of Fig. 15 is the number of sketch instances, and
the Y-axis is the average reduction for the three resource
types of 300 ensembles between before and after optimization.
We can see that hash unit reduction is up to 40%, SALU
reduction is up to 45%, and SRAM reduction is up to 7%.
As the ensemble has more sketch instances, we have more
opportunities to apply optimizations, and resource reduction
benefits increase. SRAM reduction is more limited, but we
do observe SRAM reduction for type 2 due to OCtr1 because
reusing counter arrays can reduce SRAM.

Fig. 15 also shows that the resource reduction depends on
the ensemble type. Ensemble type 2 has sketch instances with
the same flowkey, which makes many optimizations easier to
apply. Thus, ensemble type 2 has the highest resource reduc-
tion. On the other hand, type 4 has random sketch instances,
so optimizations are the least likely to be applied, resulting in
the smallest resource reduction. However, even for random
ensemble type, the reduction of the hash unit is up to 20% and
SALU is up to 26% because Sketchovsky offers five multiple
building blocks for optimization.
Breakdown on individual optimizations. We zoom into
ensembles with 12 sketch instances and show the break-
down of resource reduction in Table 5. HFSREUSE (OKey)
shows consistently high resource reduction for all four en-
semble types (18% to 25% SALU reduction). Note that OKey
can also reduce hash units. This is because of the specific
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hardware architecture of Tofino; one hash unit must be al-
located for one SALU (now we call this HashUnit-SALU
coupling). HASHREUSE (OHash1) is the next impactful op-
timization. For type 2, OHash1 reduces hash units by up to
10.4%. SALUREUSE (OCtr1) reduces both SALU and SRAM
and SALUMERGE (OCtr2) reduces SALUs but increases small
SRAM overhead (negative values such as -0.5%). Finally,
HASHXOR (OHash2) has the least impact on Tofino because
of HashUnit-SALU coupling. Note that the application of
OCtr1 and OCtr2 enables OHash1 automatically. Thus the im-
pact of OCtr1 and OCtr2 is bigger than shown in Table 5.

9 Discussion

Measurement-sketch mapping. We currently assume the
ensemble of sketch instances is given as input. An interesting
direction for future work is to automatically generate the
most efficient ensemble of sketch instances for a given set of
measurement tasks. We posit that explicitly considering the
characteristic of input workload and the resource-accuracy
trade-off in an ensemble setting using Sketchovsky could be
an interesting direction for future work [33, 47].

Generalizing to other hardware. While our prototype uses
Tofino due to its open-source development API, we posit
that our research contributions, such as optimization building
blocks, strategy finder, and auto-code composition framework,
can be adapted to other programmable switches and platforms
as they have similar resource bottlenecks [31, 40].

Generalizing to other sketching algorithms. Today, some
sketching algorithms are still infeasible in the data plane
due to their complex data structures [39, 40]. We envision
Sketchovsky to be useful for implementing other feasible
sketching algorithms on programmable switches than the
eleven sketching algorithms we demonstrated in §8. In this
section, we elaborate on the applicability of Sketchovsky’s
main components, including optimization building blocks,
strategy finder, and auto-code composition framework, to
other sketches.

First, the optimization building blocks proposed in
Sketchovsky are based on common compute and memory
operations in sketching algorithms (e.g., hash computations,
arithmetic counter updates, heavy flowkey storage). Since
all sketching algorithms perform hash computations, OHash1
and OHash2 are generally applicable to current and future
sketching algorithms. For counter updates, some sketch-
ing algorithms may have complicated counter update op-
erations (e.g., threshold-based counter updates in ElasticS-
ketch [45]). Sketchovsky cannot directly support these compli-
cated counter updates and requires a case study to determine
whether resource savings are possible. It is also possible that
these complicated counter operations are fundamentally ex-
cluded from further optimizations. For heavy flowkey storage,
the sketching algorithms that require storing heavy flowkeys
[9, 16, 41] can benefit from OKey. In summary, the individual

optimizations introduced in Sketchovsky are broadly applica-
ble to sketching algorithms.

Second, the strategy finder is a general optimizer to maxi-
mize resource saving. As long as the specifications of sketch-
ing algorithms such as counter array type and counter update
type are given as input, the strategy finder will output an
optimized strategy. For example, a user may define single-
level (SL) or multi-level (ML) as the counter array type and
COUNTER or SIGNCOUNTER as the counter update type.
When optimizing counting bloom filters [11] as part of an en-
semble, the user can define the same counter array and counter
update types as the count-min sketch [17], and exclude the
heavy flowkey storage part.

Finally, the auto-code composition framework can accom-
modate new sketching algorithms as long as their sketch
templates are properly defined based on the specification of
Sketchovsky. A sketch template follows three main steps, i.e.,
hash computation, counter updates, and flowkey storage. For
the auto-code composition framework to work, the user needs
to ensure that if several sketches share a common operation
(e.g., signed counter update), the code provided for implement-
ing the operation must be the same across the sketch templates.
For example, implementing a counting bloom filter should
reuse codes from a count-min sketch for the hash computation
and counter update operations. In summary, Sketchovsky can
be generalized to other sketching algorithms.

10 Conclusions
In this paper, we tackle an often ignored problem of run-
ning an ensemble of sketch instances to support a given port-
folio of measurement tasks. To the best of our knowledge,
Sketchovsky is the first end-to-end system that explores cross-
sketch optimizations in practice. We showed that our novel
cross-sketch optimization building blocks and efficient strat-
egy finder make previously infeasible ensembles of sketch
instances feasible on modern hardware.
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A Supplement to Background
A.1 Counter Update Type
We introduce five counter update types as in Alg. 2.
1. BITMAP is just a bitmap.
2. COUNTER receives index and size for the counter update,

then increase the counter depending on packet counts or
packet bytes.

3. SIGNCOUNTER receives one additional input of 1-bit
hash result. Depending on this hash value, it will either
increase or decrease the counter. The 1-bit hash value is
computed by using flowkey.

4. HLL type can be used for loglog-variant sketches [18,
21]. It receives index and value as inputs and updates the
counter if it is less than the value. Value can be computed
by a function ρ(hash) where hash ∈ {0,1}32,ρ(hash) is
the position of the leftmost 1-bit (e.g., ρ(0001 . . .) = 4) and
hash is computed using flowkey [21]. This ρ function can
be implemented efficiently by using TCAM in the switch
data plane [4].

5. PCSA receives index and bitmask as inputs. Then it
uses the bit-OR operation to update the counter using the
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bitmask. Bitmask value can be computed by shift operation
(1 << ρ(hash)).

Algorithm 2 Five Counter Update Types

1: function BITMAP(index)
2: A[index] = 1
3: function COUNTER(index, size)
4: A[index] = A[index] + size
5: function SIGNCOUNTER(hash, index, size)
6: if hash == 0 then
7: A[index] = A[index] + size
8: else if hash == 1 then
9: A[index] = A[index] - size

10: function HLL(index, value)
11: if A[index] < value then
12: A[index] = value
13: function PCSA(index, bitmask)
14: A[index] = A[index] | bitmask

B Supplement to Optimizations
B.1 SRAM reduction of SALUREUSE (OCtr1)
SALUREUSE (OCtr1) reduces not only SALUs but also SRAM.
Suppose S = {si}

n
i=1 is a set of sketch instances and C =

{(ri,wi)}
n
i=1 represent that si has ri number of counter ar-

rays with width wi. W represents row and width of counter
arrays for reuse after applying OCtr1.

W = {w∗j }
maxi(ri)
j=1 where w∗j =max

i
{wi∣ri ≥ j} (14)

Then, SRAM usage changes from ∑n
i=1 riwi to ∑maxi(ri)

j=1 w∗j .
OCtr1 will always maintain or reduce SRAM usage be-
cause ∑n

i=1 riwi − ∑
maxi(ri)
j=1 w∗j ≥ 0. Suppose comp(x,y) ∈

{0,1} where x,y ∈ N. If x ≤ y → comp(x,y) = 1, otherwise
→ comp(x,y) = 0.

n

∑
i=1

riwi−

maxi(ri)
∑
j=1

w∗j =
maxi(ri)
∑
j=1
((

n

∑
i=1

wi ⋅comp(ri, j))−w∗j )

(
n

∑
i=1

wi ⋅comp(ri, j))−w∗j ≥ 0 for 1 ≤ j ≤maxi(ri) due to (14)

Thus,
n

∑
i=1

riwi−

maxi(ri)
∑
j=1

w∗j ≥ 0

C Supplement to Auto-code Composition
C.1 SketchLib and Lib for Optimization
SketchLib. We extended API calls from SketchLib as in Ta-
ble 6 for the easier code-rewrite process.
● TCAM_LPM (hash_result) uses TCAM for the longest

prefix match to compute the leftmost position of 1-bit in the

01: /* 1. hash computation step – no code */
02: /* 2. counter update step */
03: s#_est1 = CounterUpdate(seed1, FLOWKEY, WIDTH, 
04:                         SL, Counter, FLOWSIZE);
05: s#_est2 = CounterUpdate(seed2, FLOWKEY, WIDTH,
06:                         SL, Counter, FLOWSIZE);
07: s#_est3 = CounterUpdate(seed3, FLOWKEY, WIDTH,
08:                         SL, Counter, FLOWSIZE);
09: s#_th = AboveThreshold(s#_est1, s#_est2, s#_est3,
10:                                       THRESHOLD);
11: /* 3. counter update step */
12: if (s#_th) { HFS(FLOWKEY); }

Figure 16: Code template example for count-min sketch.

hash result, which is used in many sketching algorithms.
This API call is the same as tcam_optimization() in
SketchLib.
● CounterUpdate (seed, flowkey, width, CA_type,
CU_type, ...) does one counter update for configured
flowkey, counter array type (CA_type) of whether
single-level (SL) or multi-level (ML), counter update
type (CU_type), width of counter array (width). seed is
used for the hash unit to generate column index for the
counter update. Depending on the different CU_type, it
takes more parameters (e.g., packet length for COUNTER
type or value out of TCAM_LPM for HLL/PCSA type). We
extended consolidate_update() in SketchLib to build
this API call.
● AboveThreshold (LIST(estimate), threshold)

gets the threshold and a list of flow size estimates
(these are return values after each counter update). This
API call returns whether the overall flow size estimate
is above the threshold or not6. This logic was part
of heavy_flowkey_storage() in SketchLib and we
separate the API call for the code rewrite process.
● HFS (flowkey) stores heavy flowkey. This API extends
heavy_flowkey_threshold() in SketchLib by support-
ing any definition of flowkey.
You can see how these API calls are used in Fig. 16,

which is a code template example for count-min sketch.
Network operators can put {srcIP, dstIP} to FLOWKEY,
hdr.ipv4.total_len to FLOWSIZE, and 1024 to WIDTH. For
different numbers of counter arrays (e.g., 3 counter arrays),
network operators should write multiple lines of code for
counter updates (e.g., lines 3-8 in Fig. 16).
Lib for Opt. Lib for Opt is used to implement SALUMERGE
(OCtr2) as in Table 6.
● CounterUpdate_2 (seed, flowkey, width,
CA_type, CU_type1, CU_type2, ...) This API
looks similar to CounterUpdate() but the difference
is that this API does two counter updates by using one
SALU. Thus, parameters include two counter update types
6For count-min sketch, overall flow size estimate is min of List (estimate).

For count-sketch, overall flow size estimate is median of List (estimate).
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Two Libs API Name API Parameters Explanation

SketchLib

TCAM_LPM() hash_result Same as tcam_optimization() in SketchLib
CounterUpdate() seed, flowkey, width, CA_type, CU_type, ... Extends consolidate_update() in SketchLib
AboveThreshold() LIST(estimate), threshold Extends heavy_flowkey_storage() in SketchLib
HFS() flowkey Extends heavy_flowkey_storage() in SketchLib

Lib for Opt CounterUpdate_2()
seed, flowkey, width, CA_type, CU_type1,
CU_type2, ...

New API for SALUMERGE (OCtr2)

Table 6: API calls in extended SketchLib and Lib for optimization.

01: // code for s1
02: ... /* 1. hash computation step */
03: /* 2. counter update step */
04: s1_est1 = CounterUpdate(seed1, srcIP, 2K, SL,
05:                             Counter, pktlen);
06: s1_est2 = CounterUpdate(seed2, srcIP, 2K, SL,
07:                             Counter, pktlen);
08: s1_est3 = CounterUpdate(seed3, srcIP, 2K, SL, 
09:                             Counter, pktlen);
10: s1_th = AboveThreshold(s1_est1, s1_est2, s1_est3,
11: 100);
12: ... /* 3. heavy flowkey storage step */
13:
14: // code for s2
15: ... /* 1. hash computation step */
16: /* 2. counter update step */
17: s2_est1 = CounterUpdate(seed4, srcIP, 4K, SL,
18:                             Counter, pktlen);
19: s2_est2 = CounterUpdate(seed5, srcIP, 4K, SL, 
20:                             Counter, pktlen);
21: s2_th = AboveThreshold(s2_est1, s2_est2, 100);
22: ... /* 3. heavy flowkey storage step */
23:
24: // code for s3
25: ... /* 1. hash computation step */
26: /* 2. counter update step */
27: CounterUpdate(seed6, srcIP, 4K, SL, Counter,
28:                                      pktlen);
29: ... /* 3. heavy flowkey storage step */

Figure 17: [Before] SALUREUSE (OCtr1).
CU_type1 and CU_type2. There are one flowkey, one
width, and one counter array type because they should be
the same due to applicable conditions of OCtr2.

C.2 Before and After Code Snippets for OCtr1,
OCtr2, and OKey

Code rewrite for counter update. Code rewriter
uses {X∗Ctr1,X

∗
Ctr2} to apply SALUREUSE (OCtr1) and

SALUMERGE (OCtr2) to counter update step. Although
OCtr1 and OCtr2 can be applied simultaneously, we explain
code rewrite logic separately for better readability. Code
rewrite for OCtr1 to S requires code changes with lines using
CounterUpdate() in the extended SketchLib. Code rewrite
for OCtr2 uses a new API call, CounterUpdate_2().

We first look at how to apply OCtr1 using X∗Ctr1 by look-
ing at the before (Fig. 17) and after (Fig. 18) code snippets.
Three sketch instances {s1,s2,s3} in Fig. 17 are count-min
sketch, K-ary sketch, and entropy sketch respectively and
they have different resource parameters C = {(ri,wi)}

3
i=1 =

01: // optimized code for s1, s2, s3
02: ... /* 1. hash computation step */
03: /* 2. counter update step */
04: s_est1 = CounterUpdate(seed1, srcIP, 8K, SL,
05:                             Counter, pktlen);
06: s_est2 = CounterUpdate(seed2, srcIP, 4K, SL, 
07:                             Counter, pktlen);
08: s_est3 = CounterUpdate(seed3, srcIP, 2K, SL, 
09:                             Counter, pktlen);
10: s1_th = AboveThreshold(s_est1, s_est2, s_est3,
11: 100);
12: s2_th = AboveThreshold(s_est1, s_est2, s_est3,
13:                                           200);
14: ... /* 3. counter update step */

Figure 18: [After] SALUREUSE (OCtr1) to {s1,s2,s3}.

{(3,2K),(2,4K),(1,8K)}. {s1,s2} tracks heavy flowkey and
they check whether flow size estimate is above threshold at
line 10 and 21 in Fig. 17. X∗Ctr1 specifies that code rewriter
should apply OCtr1 to {s1,s2,s3}, meaning that they satisfy
applicable conditions for OCtr1. Then, the code rewriter com-
putes row and width of counter arrays for reuse W as dis-
cussed as in (3), §4.2. As a result, W = {8K,4K,2K} is com-
puted in this example and the code rewriter applies this as in
lines 4-9 in code snippet Fig. 18.

Next, we look at how the code rewriter applies OCtr2 by
using X∗Ctr2. Fig. 19 is the before code snippet and Fig. 20
is the after code snippet. {s1,s2,s3} in Fig. 19 are count-
min sketch, entropy sketch, and PCSA sketch respectively
and C = {(3,2K),(2,4K),(1,8K)}. We cannot apply OCtr1
to {s1,s2,s3} for this example because flowsize definitions
are different between s1 and s2 (s1 tracks packet bytes if
we look at lines 5, 7, 9 in Fig. 19 whereas s2 tracks packet
counts at lines 17-18 in Fig. 19). Counter update types are also
different between {s1,s2} and {s3}. {s1,s2} uses COUNTER
type whereas {s3} uses PCSA type.

Instead of OCtr1, we can apply OCtr2 and X∗Ctr2 specifies
that the code rewriter can apply OCtr2 to {s1,s2,s3}. Using
the information in X∗Ctr2, the code rewriter knows that the first
two counter arrays of s1 can share SALUs with s2, and the last
counter array of s1 can share a SALU with s3. We use the new
API call CounterUpdate_2() to apply this optimization at
lines 4-9 in Fig. 20. For the first two counter arrays (lines 4-7),
both counter update types are COUNTER type. Thus, the API
call takes two additional parameters of flowsize definitions
of packet bytes and packet counts. For the third counter array
(lines 8-9), counter update types are COUNTER and PCSA.
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01: // code for s1
02: ... /* 1. hash computation step */
03: /* 2. counter update step */
04: s1_est1 = CounterUpdate(seed1, srcIP, 2K, SL,
05:                             Counter, pktlen);
06: s1_est2 = CounterUpdate(seed2, srcIP, 2K, SL,
07:                             Counter, pktlen);
08: s1_est3 = CounterUpdate(seed3, srcIP, 2K, SL, 
09:                             Counter, pktlen);
10: s1_th = AboveThreshold(s1_est1, s1_est2, s1_est3,
11: 100);
12: ... /* 3. heavy flowkey storage step */
13:
14: // code for s2
15: ... /* 1. hash computation step */
16: /* 2. counter update step */
17: CounterUpdate(seed4, srcIP, 4K, SL, Counter, 1);
18: CounterUpdate(seed5, srcIP, 4K, SL, Counter, 1);
19: ... /* 3. heavy flowkey storage step */
20:
21: // code for s3
22: ... /* 1. hash computation step */
23: /* 2. counter update step */
24: CounterUpdate(seed6, srcIP, 8K, SL, PCSA,
25:                                     s3_value);
26: ... /* 3. heavy flowkey storage step */

Figure 19: [Before] SALUMERGE (OCtr2).

01: // optimized code for s1, s2, s3
02: ... /* 1. hash computation step */
03: /* 2. counter update step */
04: s_est1 = CounterUpdate_2(seed1, srcIP, 8K, SL,
05:                   Counter, Counter, pktlen, 1);
06: s_est2 = CounterUpdate_2(seed2, srcIP, 4K, SL, 
07:                   Counter, Counter, pktlen, 1);
08: s_est3 = CounterUpdate(seed3, srcIP, 2K, SL, 
09:                 Counter, PCSA, pktlen, s3_value);
10: s1_th = AboveThreshold(s_est1, s_est2, s_est3,
11: 100);
12: ... /* 3. counter update step */

Figure 20: [After] SALUMERGE (OCtr2) to {s1,s2,s3}.

Thus, two additional parameters are flowsize definition of
packet bytes and an output value of TCAM_LPM written as
s3_value at line 9 in Fig. 20.

Code rewrite for heavy flowkey storage. Code rewriter
uses X∗Key to apply HFSREUSE (OKey) to the heavy flowkey
storage step. Fig. 21 is the before code snippet and Fig. 22
is the after code snippet. We have four sketch instances
{s1,s2,s3,s4} with different flowkeys F = {{srcIP}, {srcIP,
dstIP}, {srcIP, srcPort}, {srcIP, dstIP, srcPort, dstPort}} and
all sketch instances track heavy flowkey. OKey uses union
key UK = ∪i fi for the heavy flowkey storage for reuse. In
this example, UK ={srcIP, dstIP, srcPort, dstPort} is written
at line 14 in Fig. 22. Recall that we have further optimiza-
tion using conditional union-key UKC = ∪ j f jwhere (flow size
estimate) j > threshold j and set 0 to (UK −UKC). This opti-
mization is written in the code at lines 6-11 in Fig. 22. For

01: // code for s1
02: ... /* 1. hash computation step */
03: ... /* 2. counter update step */
04: /* 3. heavy flowkey storage step */
05: if (s1_th) { HFS(srcIP); }
06:
07: // code for s2
08: ... 
09: /* 3. heavy flowkey storage step */
10: if (s2_th) { HFS(srcIP, dstIP); }
11:
12: // code for s3
13: ... 
14: /* 3. heavy flowkey storage step */
15: if (s3_th) { HFS(srcIP, srcPort); }
16:
17: // code for s4
18: ... 
19: /* 3. heavy flowkey storage step */
20: if (s4_th) { HFS(srcIP, dstIP, srcPort, dstPort); }

Figure 21: [Before] HFSREUSE (OKey).

01: // code for s1, s2, s3, s4
02: ... /* 1. hash computation step */
03: ... /* 2. counter update step */
04: /* 3. heavy flowkey storage step */
05: hf_srcIP = hf_dstIP = hf_srcPort = hf_dstPort = 0
06: if (s1_th || s2_th || s3_th || s4_th) {
07:   hf_srcIP = srcIP;
08: }
09: if (s2_th || s4_th) { hf_dstIP = dstIP; }
10: if (s3_th) { hf_srcPort = srcPort; }
11: if (s4_th) {hf_dstPort = dstPort; }
12:
13: if (s1_th || s2_th || s3_th || s4_th) {
14:   HFS(hf_srcIP, hf_dstIP, hf_srcPort, hf_dstPort);
15: }

Figure 22: [After] HFSREUSE (OKey) to {s1,s2,s3,s4}.

each packet header field (e.g., dstIP), it detects which sketch
instances have this header field (e.g., s2 and s4 because f2 and
f4 have dstIP). Then if any of those sketch instances is above
the threshold (at line 9), those header fields are included in
UKC. If not, this header field is set to zero (at line 5). As a
result, we can reduce 4 heavy flowkey storages to 1 heavy
flowkey storage.

D Supplement to Evaluation

D.1 Eleven Sketch Algorithms for Evaluation
We use eleven sketching algorithms for our evaluation as
in Table 7. They have different sketch features. Counter array
type can be single-level (SL) or multi-level (ML). We also
show a pool of candidate configurable parameters per each
sketching algorithm in Table 7. For entropy sketch, counter
update type SIGNCOUNTER guarantees theoretically better
accuracy due to F2 estimation. However, we found that the
COUNTER type produces better accuracy in practice. Thus, we
use this COUNTER type for entropy sketch in our evaluation.
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Sketch Algorithms Sketch Features Configurable Parameters Candidates

Statistic Name
Counter
Array

Counter
Update

Heavy
Flowkey Flowkey Flowsize Epoch Row Width Level

Membership BF [11] SL BITMAP N

{(srcIP),
(dstIP),

(srcIP, dstIP),
(srcIP, srcPort),
(dstIP, dstPort),

(4-tuple),
(5-tuple)}

{counts}

{10s,
20s,
30s,
40s}

{1}

{128K, 256K,
512K} -

Cardinality

LC [44] SL BITMAP N
MRB [19] ML BITMAP N {16K, 32K} {8, 16}
PCSA [20] SL PCSA N

{4K, 8K,
16K} -

HLL [21] SL HLL N

HH/HC
CS [14] SL SIGNCOUNTER Y {counts,

bytes}
{1, 2,
3, 4,
5}

CM [17] SL COUNTER Y
KARY [27] SL COUNTER Y

Entropy ENT [29] SL COUNTER N
{counts}General UM [32] ML SIGNCOUNTER Y {3,4,5} {2K} {16}

FSD MRAC [28] ML COUNTER N {1} {8, 16}

Table 7: Eleven sketch algorithms with sketch features and possible configurable parameters. (4-tuple) = (srcIP, dstIP, srcPort, dstPort). (5-tuple)
= (srcIP, dstIP, srcPort, dstPort, proto).

D.2 Four Ensembles for Accuracy Evaluation
Table 8 - Table 11 shows four picked ensembles for four en-
semble types. All five optimizations are found in four picked
ensembles.
Ensemble Type 1.
● HASHREUSE (OHash1): none
● HASHXOR (OHash2): none
● SALUREUSE (OCtr1): none
● SALUMERGE (OCtr2): none
● HFSREUSE (OKey): {s1,s2,s3,s4,s5,s6}

Ensemble Type 2.
● HASHREUSE (OHash1): {s3,s4,s6,s10}

● HASHXOR (OHash2): none
● SALUREUSE (OCtr1): {s8,s9}

● SALUMERGE (OCtr2): {{s1},{s2}}, {s7,{s8,s9}}

● HFSREUSE (OKey): {s2,s8,s9}

Ensemble Type 3.
● HASHREUSE (OHash1): {s3,s4}

● HASHXOR (OHash2): none
● SALUREUSE (OCtr1): {s8,s9}

● SALUMERGE (OCtr2): {{s3},{s4}}, {{s6},{s7}}

● HFSREUSE (OKey): {s4,s5}

Ensemble Type 4.
● HASHREUSE (OHash1): none
● HASHXOR (OHash2): {{s1},{s2},{s3}},{{s4},{s5},{s9}}

● SALUREUSE (OCtr1): none
● SALUMERGE (OCtr2): {{s7},{s8}}

● HFSREUSE (OKey): none

SI Base
SA (*)

Configurable Parameters
Flowkey Flowsize Epoch Resource

s1 CM (srcIP) counts 40s (1, 16K)
s2 CM (srcIP) bytes 10s (5, 4K)
s3 CM (srcIP, dstIP) bytes 30s (2, 16K)
s4 CM (srcIP, srcPort) bytes 30s (5, 8K)
s5 CM (dstIP, dstPort) bytes 20s (2, 4K)
s6 CM (5-tuple) counts 40s (5, 8K)

Table 8: Ensemble Type 1. Same Sketch Algorithm

SI Base
SA

Configurable Parameters
Flowkey(*) Flowsize Epoch Resource

s1 ENT (dstIP, dstPort) counts 10s (3, 16K)
s2 CS (dstIP, dstPort) counts 10s (3, 16K)
s3 MRB (dstIP, dstPort) - 20s (1, 16K, 8)
s4 MRAC (dstIP, dstPort) counts 20s (1, 2K, 8)
s5 BF (dstIP, dstPort) - 30s (3, 128K)
s6 MRB (dstIP, dstPort) - 30s (1, 16K, 16)
s7 ENT (dstIP, dstPort) counts 30s (4, 4K)
s8 CM (dstIP, dstPort) bytes 30s (3, 4K)
s9 KARY (dstIP, dstPort) bytes 30s (1, 4K)
s10 MRAC (dstIP, dstPort) counts 40s (1, 2K, 8)

Table 9: Ensemble Type 2. Same Flowkey

SI Base
SA

Configurable Parameters
Flowkey Flowsize Epoch(*) Resource

s1 HLL (srcIP) - 30s (1, 16K)
s2 HLL (dstIP) - 30s (1, 4K)
s3 MRAC (srcIP, dstIP) counts 30s (1, 2K, 8)
s4 UM (srcIP, dstIP) counts 30s (3, 2K, 16)
s5 UM (srcIP, srcPort) counts 30s (4, 2K, 16)
s6 PCSA (dstIP, dstPort) - 30s (1, 8K)
s7 ENT (dstIP, dstPort) counts 30s (2, 16K)
s8 BF (4-tuple) - 30s (3, 128K)
s9 LC (4-tuple) - 30s (1, 128K)
s10 ENT (5-tuple) counts 30s (5, 4K)

Table 10: Ensemble Type 3. Same Epoch
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SI Base
SA

Configurable Parameters
Flowkey Flowsize Epoch Resource

s1 MRAC (srcIP) counts 20s (1, 2K, 16)
s2 MRB (dstIP) - 30s (1, 16K, 8)
s3 MRB (srcIP, dstIP) - 20s (1, 32K, 8)
s4 HLL (srcIP, srcPort) - 10s (1, 4K)
s5 PCSA (dstIP, dstPort) - 20s (1, 16K)
s6 ENT (dstIP, dstPort) counts 30s (3, 8K)
s7 ENT (4-tuple) counts 30s (5, 4K)
s8 CS (4-tuple) counts 30s (3, 8K)
s9 PCSA (4-tuple) - 40s (1, 16K)
s10 HLL (5-tuple) - 30s (1, 8K)

Table 11: Ensemble Type 4. Random

4 8 12 16 20 24

10−1
101
103

S
ol

vi
ng

T
im

e
(s

)

(TSE) T1
(TSE) T2
(TSE) T3
(TSE) T4

(GHA) T1
(GHA) T2
(GHA) T3
(GHA) T4

(a) Solving Time

4 8 12 16 20 24
0

1

2

3

4

5

O
bj

ec
ti

ve
F

un
ct

io
n

In
cr

ea
se

(%
) T1 Same Sketch

T2 Same Flowkey

T3 Same Epoch

T4 Random

(b) Performance on Reduction

Figure 23: Two-step enumeration (TSE) vs greedy heuristic algo-
rithm (GHA).

D.3 Experiment for Greedy Heuristic Algo-
rithm

In the strategy finder section (§5), we propose the greedy
heuristic algorithm to tackle the problem of large search space.
Here we show that the performance loss of the greedy heuris-
tic algorithm is small while solving time is three orders of
magnitude faster.

Metric. We introduce two metrics for this experiment.

● Solving Time: time to find the solution.

● Objective Function Increase: HwResource(XG)
HwResource(XT)

where XT is a
found solution using the two-step enumeration and XG is
from the greedy heuristic algorithm.

We can see in Fig. 23a that the greedy heuristic algorithm
is three orders of magnitude faster than two-step enumera-
tion. However, the objective function increase is less than 2%
(Fig. 23b). For solving time, we measure time for 300 ensem-
bles per data point in Fig. 23a and show the worst solving
time. Data points that take more than 24 hours are not shown.
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Abstract
Careful orchestration of requests at a datacenter server is
crucial to meet tight tail latency requirements and ensure
high throughput and optimal CPU utilization. Orchestration
is multi-pronged and involves load balancing and schedul-
ing requests belonging to different services across CPU re-
sources, and adapting CPU allocation to request bursts. Cen-
tralized intra-server orchestration offers ideal load balancing
performance, scheduling precision, and burst-tolerant CPU
re-allocation. However, existing software-only approaches
fail to achieve ideal orchestration because they have limited
scalability and waste CPU resources. We argue for a new ap-
proach that offloads intra-server orchestration entirely to the
NIC. We present RingLeader, a new programmable NIC with
novel hardware units for software-informed request load bal-
ancing and programmable scheduling and a new light-weight
OS-NIC interface that enables close NIC-CPU coordination
and supports NIC-assisted CPU scheduling. Detailed experi-
ments with a 100 Gbps FPGA-based prototype show that we
obtain better scalability, efficiency, latency, and throughput
than state-of- the-art software-only orchestrators including
Shinjuku and Caladan.

1 Introduction

Modern cloud services generate thousands of RPCs in re-
sponse to a single external request [35]. The services often
need to provide microsecond-scale tail latencies for these
RPCs to meet service level objectives (SLOs) [4]. What makes
this challenging is that each server in a distributed system run-
ning multiple services receives many RPC requests of varying
importance, and intra-server orchestration, which is neces-
sary to provide low tail latencies and high CPU efficiency,
itself incurs substantial latency and wastes CPU cycles.

Intra-server orchestration entails three aspects (Figure 1a):
request scheduling, load balancing, and core assignment [6,
13, 14, 19, 24, 31, 33]. These tasks play an indispensable role
in maintaining microsecond-scale tail latency, achieving high

Load 
Balancing

Sche LB Alloc

Realloc

Scheduling

(a) Intra-server orchestration

Load 
Balancing

HW Sche

Realloc 
Hint

HW LB Load 
M

onitor

Scheduling

(b) Ringleader
Figure 1: Intra-server orchestration: today vs. Ringleader.

CPU efficiency and high throughput, and enforcing appropri-
ate request prioritization. Request scheduling and load balanc-
ing determine, within and across services, in what order re-
quests are processed and by which worker core [6, 14, 19, 33].
Load balancing reduces tail latencies by reducing worker
queue lengths and improves CPU efficiency as fewer cores in
the system are left idle when they could instead be processing
requests. When requests or services have different SLOs or
priorities, scheduling can eliminate head-of-line (HoL) block-
ing and guarantee tail latencies for critical workloads. Core
re-allocation decides how cores process requests belonging to
different services [13,24,31]. Fast re-allocation maintains low
tail latency and improves CPU efficiency and throughput, as it
can repurpose cores that are not needed by a latency-sensitive
service toward batch services during periods of low load.

Coordinating orchestration tasks is a vision shared by other
recent systems that have either on-loaded orchestration onto
dedicated CPU cores [6, 14, 16, 19, 31, 33] or offloaded some
aspects to SmartNICs [15]. Unfortunately, both sets of ap-
proaches have key limitations (Sections 2 and 8). On-loading
has high latencies, poor scalability, and wastes CPU cycles.
Using a dedicated centralized orchestrator core does not scale
with increasing network line rates and worker core counts.
Offloading orchestration to SmartNICs using on-NIC CPU
cores has similar issues: the wimpy on-NIC cores have high
latency overheads and scalability limitations.

We argue that effective orchestration requires a fundamen-
tally different division of labor than onloading or SmartNIC-
based approaches: Given recent advances in programmable
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network hardware, we start with an approach that offloads
as many of the different aspects of orchestration as possible
onto NIC hardware while systematically onloading onto host
cores minimal functionality for precise scheduling and high
performance. As NICs already process all incoming packets,
offloading orchestration tasks can reduce request processing
latency and save CPU cycles. We realize this division-of-
labor in RingLeader, a system for offloading and executing
intra-server orchestration on 100+Gbps NICs (Figure 1b).

In RingLeader, software running on CPUs uses a new OS-
NIC interface to provide the NIC with per-core updates on
request completions and relative priorities across arriving
requests. Custom-built load balancing and scheduling units
on the NIC interface with each other and leverage software-
provided information to schedule precisely and enqueue re-
quests within/across services at cores. By tracking NIC-local
queues of requests waiting to be scheduled, the RingLeader
NIC detects load changes and provides fine-grained realloca-
tion hints to host cores via the same OS-NIC interface.

Several challenges arise in making this division-of-labor
effective (Sec. 2.3): (1) carefully distributing packet buffering
across the NIC and CPU cores to avoid core idling while
tightly controlling request dispatch from the NIC to CPU
cores; (2) coordinating request dispatching among per-core
buffers and the on-NIC load balancing and scheduling en-
gines to meet various load targets and scheduling policies; (3)
developing hardware support to combine load balancing and
scheduling decisions at line-rate; and (4) developing an effi-
cient OS-NIC interface to enable low overhead coordination
between the NIC and host cores. We make several innovations
(Secs. 4 and 5) to overcome these challenges:

1. We leverage shallow per-core request priority queues
alongside limited on-NIC buffering to overcome the chal-
lenges caused by PCIe latency and ensure requests dis-
patched by the NIC are processed quickly and with suit-
able prioritization.

2. We develop a novel load balancing algorithm, Join-
Bounded-Shortest-Ranked-Queue (JBSRQ), which ac-
counts for multi-service isolation/priorities and ensures
good load balance across the per-core buffers. We build
a new first-eligible-out (FEO) line-rate request scheduler
that coordinates with the request load balancer.

3. We develop new NIC hardware that uses a reduction tree
to calculate which core should process the current highest
priority request at the line rate.

4. We introduce an OS-NIC interface with low CPU over-
heads and avoid generating extra PCIe messages. This
provides an API for services to benefit from on-NIC or-
chestration, and achieves ∼ 50M messages-per-second
for OS-NIC communication.

5. We develop simple NIC-assisted algorithms that support
burst-sensitive core re-allocation across high/low priority
requests by leveraging re-allocation hints provided by a

NIC
(1) RX Packet Arrives

Orchestrator Core

App

(2) Spin Polling 
NIC Queue

core 1 core 2 core 3

(3) Dispatch

(a) Load Balancing
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Orchestrator Core

App

(3) Schedule 
Different Type 

of Requests

core 1 core 2 core 3

(4) Dispatch
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(b) Scheduling
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(3) Reallocate Cores

(c) Core Allocation
Figure 2: Illustrations of existing intra-server orchestration.

new on-NIC load monitoring module.
We present a full evaluation of RingLeader’s feasibility

and effectiveness. From experiments performed on a 100
Gbps FPGA-based prototype, we find RingLeader is high-
performance, scalable and CPU-efficient, and RingLeader
provides better latency and throughput than existing state-of-
the-art intra-server orchestrators, including Shinjuku [19] and
Caladan [13]. For example, in an experiment with 30 worker
hyperthreads, RingLeader was able to service 3× as many
requests within a P99 SLO of 45µs as Shinjuku and RSS.
We compare RingLeader’s core allocation with Caladan run-
ning both a latency-sensitive service and a batch service, and
RingLeader achieves up to 50% less latency for the latency-
sensitive service and 1.3× throughput for the batch service.

2 Background and Motivation

Online cloud services such as search, distributed model serv-
ing pipelines, and key-value caches are deployed today across
thousands of physical machines. User requests to these ser-
vices are composed of sequences of RPCs. Each RPC is pro-
cessed using a two-layer scheduling framework: first, RPCs
are assigned to servers, and then RPCs are dispatched to a
service instance running on one of the server cores [43]. The
latter, i.e., intra-server orchestration, which consists of load
balancing requests and scheduling (ordering) them across ser-
vice instances, and reallocating cores across services based
on demand, play a crucial role in the ultimate performance
experienced by requests.

2.1 Intra-server Orchestration Today
State-of-the-art (SOTA) intra-server orchestration relies on
a centralized software-based approach running in user-
space [6, 10, 13, 19, 31, 33]. This approach addresses the un-
predictable/high tail latency issues of conventional in-kernel
approaches [4, 14, 18]. It also addresses both the load imbal-
ance, poor tail latencies, and poor request scheduling issues
of decentralized randomized RSS (receive-side steering) ap-
proaches such as IX and ZygOS [6,33] and the imbalance and
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Figure 3: Simulation results comparing centralized and de-
centralized scheduling. C-ideal uses the ideal centralized
scheduling policy. D-ideal(X,Y) uses X decentralized orches-
trator cores to schedule Y worker cores per orchestrator core.

imprecision that results from the asynchrony of reactively pro-
gramming aRFS (accelerated Receive Flow Steering) rules.

Figure 2 shows how existing orchestration mechanisms
work: (1) Request Load Balancing (Figure 2a): For each
service, one orchestrator core is dedicated to: 1) polling a cen-
tralized receive queue and 2) dispatching packets to worker
cores according to their load. Packets are delivered from the
NIC to the orchestrator core in a centralized, First Come First
Serve manner. (2) Request Scheduling (Figure 2b): The or-
chestrator core identifies different request types and schedules
competing requests, e.g., by suitably prioritizing them. Re-
quest scheduling reduces HoL blocking and ensures RPCs
with higher priority receive service first. (3) CPU Allocation
(Figure 2c): When there are multiple services running on
the host, the orchestrator core detects when services would
benefit from more cores, and reallocates cores to ensure low
latency and high CPU utilization under fast-changing load.

Multiple dedicated busy-polling orchestration cores may
be needed to support demanding service workloads running
across many cores, or when multiple services run on a server.
Limitations: A core that is used as an orchestrator incurs
overhead and is unable to perform service-specific process-
ing; this is problematic because the CPU is the key bottleneck
in today’s network-intensive workloads. Further, a single or-
chestrator core’s maximum throughput determines scalability
w.r.t request processing rates. Shinjuku’s "dispatcher" that per-
forms request scheduling and load balancing only achieves
5M RPS (Requests-Per-Second) with a single core [15, 19].
With µs-scale requests, one orchestrator core can saturate ∼ 5
worker cores. However, servers today may be equipped with
100s of cores and serve 100+Gbps demand.

The overheads of performing reallocations over a large pool
of worker cores are not negligible either, limiting realloca-
tion speed and precision. For example, with 16 worker cores
(hyperthreads), Shenango’s core allocator can only support
packet rates of up to 6.5 Mpps, and this can only saturate a
10 Gbps NIC with 128B packets [31].

To achieve higher throughput, multiple orchestrator cores
could be used. Each orchestrator core handles a set of worker
cores, and the server relies on NIC RSS (Receive-Side Scal-
ing) to spread requests across orchestrator cores. However,

because orchestrator cores operate independently, it is not pos-
sible to simultaneously enforce request scheduling policies
and ensure even load and high core utilization.1

We built a discrete-event simulator to quantify the impact
of using multiple orchestrator cores on a given service. For
simplicity, we focus here on comparing the load balancing
performance between an ideal centralized approach (c-ideal),
and an ideal decentralized approach (that ignores the costs of
using many orchestrator cores). We generate requests with
service times following an exponential distribution with a
mean of 1µs (Exp(1)).

Figure 3 shows the results for 16-core and 96-core systems.
The saturation point of the d-ideal is much earlier than the
c-ideal, especially when the worker core count is high. This is
because the processing time for each request is unpredictable,
and using RSS to partition requests between orchestrator cores
leads to severe load imbalance. This imbalance causes CPU
underutilization, unnecessary queuing, and increased latency.

Recent work improves on RSS by enabling work-stealing
between cores to avoid load imbalance [24]. However, work-
stealing incurs CPU overheads; it is hard to enforce request
weights or priorities under work-stealing; and, as recent work
has shown, centralized orchestration still significantly outper-
forms work-stealing (Fig. 3 in [24]).

2.2 A Case for NIC-Offloaded Orchestration

Using the NIC to perform orchestration has the potential
to solve the key limitations associated with software-based
approaches. Because all incoming requests necessarily pass
through the NIC, the NIC could be an ideal location to per-
form request scheduling and load balancing; the NIC can
buffer incoming requests and, in theory, make centralized
scheduling and load balancing decisions without added la-
tency. In contrast with software-only approaches that must
sacrifice performance and efficiency to operate at scale, high-
performance on-NIC accelerators can be designed to operate
at the hyperscale required by today’s line rates and core counts.
Additionally, offloading orchestration tasks onto NIC hard-
ware can further improve host CPU efficiency by freeing up
host cores, removing inter-thread communication overheads,
and improving the accuracy of scheduling and load balancing
decisions. The NIC is also a good vantage point for fine-
grained network load profiling and queuing delay monitoring,
so the NIC can assist with CPU scheduling by providing hints
regarding incipient load arriving over the network.

We further argue that once a decision has been made to of-
fload load balancing to the NIC, it is necessary to also offload
scheduling and load monitoring. To achieve the c-ideal line in
Figure 3, it is necessary to perform centralized buffering and

1aRFS allows the orchestrator cores to program flow steering rules on
the NIC [8], this cannot prevent load imbalance at short time scales because
rules must be installed reactively and is imprecise because rules are installed
asynchronously.
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load balancing. However, once requests are buffered on the
NIC, it is not possible to prevent a high priority request from
being blocked inside the on-NIC buffer, and centralized on-
NIC buffering hides information about buffered requests from
a CPU-based scheduler, precluding informed scheduling.

2.3 On-NIC Orchestration Challenges

Achieveing on-NIC orchestration is challenging:
C1: To Buffer at cores or not: On-NIC orchestration requires
tight coordination between the NIC and the host. A NIC-only
approach where: (1) all incoming packets are buffered on
the NIC, (2) the NIC computes which core and in what or-
der to process incoming requests, and (3) cores pull "ready"
requests from the NIC to process can, in theory, yield good
load balance and adhere to scheduling policies perfectly, but
can experience poor throughput and fallow cores due to PCIe
latency. To improve throughput and utilization, we need to
unload some amount of buffering onto the cores by allowing
the NIC to send new packet descriptors to a core that is not
yet finished processing its current request. But it is unclear
how deep these per-core buffers should be and what queueing
discipline they should implement. Deep FIFO buffers can im-
prove utilization but impose HoL blocking with high-priority
requests stuck behind low priority ones at a core.
C2: Coordination across cores, load balancing, and
scheduling: Per-core buffering also needs to be coordinated
with the load balancing and scheduling algorithms running
at the NIC. For example, a NIC-based load balancer agnostic
of the priorities of requests enqueued at per-core buffers -
e.g., "enqueueing a request at the shortest queue" - can easily
lead to HoL blocking. Likewise, a NIC-based scheduler that
simply dequeues highest priority requests buffered at the NIC
and tries to enqueue them at per-core buffers may inadver-
tently stall both high and low-priority requests and lead to
non-work-conserving behavior when the buffers at the cores
serving high-priority requests are all full (Section 4).
C3: Lack of existing hardware: Existing hardware architec-
tures are insufficient for precise on-NIC load balancing and
scheduling. For example, modern hardware priority queues,
notably PIFO [39], can only be used to provide programmable
packet scheduling; we cannot support both programmable
scheduling and load balancing with just the PIFO abstraction.
C4: Host and NIC Communication Overheads: To effi-
ciently offload request load balancing to the NIC, the CPU
needs to provide load feedback to the NIC at a fine granularity
(e.g., per-packet). Furthermore, with 100+ Gbps NICs, PCIe
throughput can become the performance bottleneck even in
combination with optimized software stacks [29]. Thus, it
is necessary to ensure that the CPU and PCIe overheads of
CPU-NIC communication are low.

Overall, for effective orchestration, we need new NIC archi-
tectures for offloading load balancing and scheduling, coupled
with new algorithms, and new OS-NIC interfaces.

3 RingLeader Overview

RingLeader is a new NIC architecture and OS-NIC interface
that enables efficient and precise orchestration. In RingLeader,
scheduling and load balancing are performed in tandem by an
efficient and precise novel hardware offload on the NIC, and
core allocation is performed by a host datapath OS with infor-
mation from a new OS-NIC interface. We aim our discussion
at servers equipped with a single NIC; we discuss multi-NIC
support in Sections 9 and 12.2.

3.1 System Assumptions

In RingLeader, we assume that an application runs multiple
services, where each service processes a specific type of re-
quest (e.g., latency-sensitive reads vs. throughput sensitive
scans). A service can be replicated using multiple instances
running across cores to handle load (e.g., deploying many
read-oriented instances to serve heavy read traffic). We as-
sume that distinct services can share a core; but our system
also applies to cases where services need to be isolated across
cores.

In RingLeader, the host uses a Demikernel-like single ad-
dress space datapath OS [42]. The datapath OS achieves 1)
fast multiplexing between OS tasks (e.g., buffer management,
I/O processing, core allocation, coroutine scheduling) and
application-specific work, and 2) fast context switching be-
tween different services’ computations. We have chosen to
use a datapath OS to manage host services instead of a kernel-
based OS, as the traditional kernel-based OS abstractions
(such as threads or processes) impose high overhead in multi-
plexing and context switching [42]. Figure 4 shows the sys-
tem running multiple services. Each service launches multiple
coroutines2 on multiple cores; the coroutines are scheduled
and managed by the datapath OS. We assume that each service
is designed to run well on multiple cores.

The datapath OS uses cooperative scheduling: a long-
running coroutine will yield voluntarily after a few microsec-
onds of running. The datapath OS schedules the highest prior-
ity runnable coroutine once a running coroutine yields. The
policy for yielding and scheduling depends on cross-service
priorities.

The RingLeader NIC buffers received packets. This is
reasonable because commercial NICs have a large amount
of memory (tens of MBs of SRAM and 4–16 GBs of
DRAM) [2, 7, 25–27]. If additional buffer capacity is needed,
host DRAM can be used to buffer packet data with the
RingLeader NIC only buffering packet descriptors.

RingLeader is designed to operate regardless of whether
the transport layer is implemented in the NIC or on the CPU.
On-NIC transport enables RingLeader to easily load balance

2As defined in Demikernel, coroutines are light-weight user-level threads
that encapsulate the OS or application computation.
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and schedule at the RPC granularity, while on-CPU transport
necessitates load balancing at the flow or flowlet granularity.

3.2 Key Ideas and Design Overview

RingLeader can schedule and load balance requests from
different services in a given application; to this end, inter-
service policies can be specified in RingLeader. We discuss
how RingLeader can support policies across applications
in Section 9. Furthermore, each service provides input to
the RingLeader NIC to assist with scaling up/down the per-
service allocated cores.
Ideas: RingLeader approximates an ideal centralized orches-
tration approach using the following ideas that address the
challenges in Sec.2.3: (1) We employ shallow priority queues
on each core (Sec. 4.2). The per-core coroutine scheduler pri-
oritizes dequeuing certain requests from these queues to avoid
HoL blocking inside the buffer. (2) The NIC uses a new Join-
Bounded-Shortest-Ranked-Queue (JBSRQ) load balancing
algorithm that utilizes the per-core priority queue behavior to
inform load balancing decisions (Sec. 4.2). In addition, we
develop a new priority-based on-NIC request scheduler called
first-eligible-out (FEO) and a simple interface between the
scheduler and the load balancer (Sec. 4.3); this helps coordi-
nate the scheduler’s dequeue actions with the load balancer by
exposing available room at per-core buffers to the scheduler.
(3) We present a novel NIC hardware architecture that uses
a reduction tree to combine scheduling and load balancing
decisions at line rate (Sec. 5). (4) We use memory-mapped
IO and inlining metadata in packet descriptors to develop an
efficient OS-NIC communication interface (Sec. 4.1).
Example: Figure 4 illustrates how RingLeader operates when
network packets are received. For simplicity, we only focus on
load balancing and scheduling. Here, two services are running
on a host. When a request packet enters RingLeader, it is
processed by a programmable match+action (RMT) pipeline,
which parses the packet’s L3-L7 packet headers as necessary
to identify the service that the packet belongs to and compute
appropriate ranks. Then the packet is enqueued into the per-
service packet buffer queue waiting to be scheduled.

The on-NIC request scheduler uses the FEO queue to sched-
ule different services’ requests according to a programmable
policy. FEO schedules the highest priority service for which
there is available room at a core where the service can run
(this "eligibility" is provided via a mask). The on-NIC load
balancer then steers this highest priority service’s request to
an eligible core that has the lowest rank (akin to queuing time)
as computed by JBSRQ.

On each host core, the coroutine scheduler launches the
runnable coroutine corresponding to the highest priority re-
quest. After the request finishes processing, the datapath OS
provides load feedback to the NIC through the TX packet’s
descriptor or a separate MMIO register write.

We conclude the overview with a few more details.
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Figure 4: RingLeader Design.

Policies: RingLeader’s load balancer, scheduler, and core
allocator cooperate from top to bottom to enforce a given
inter-service policy. Scheduling policies in RingLeader are ex-
pressed as a hierarchy of functions that compute the rank, rate,
and/or transmission time for a packet [38–40]. Having a hier-
archy of functions enables policies where multiple services
can be grouped together, e.g., two latency-sensitive services
can be given equal priority over another service but different
weights when competing with each other.
Core assignment: An on-NIC load monitor tracks the queu-
ing condition for each service/request type. Each service
can configure its trigger condition; when the scale-up/down
threshold is met, the NIC sends a scaling hint to the least
loaded core which runs this service/request type. The core
allocator runs inside the datapath OS in a distributed fashion,
e.g., it can run on any core depending on which core receives
the NIC hint.

4 RingLeader Design

We now discuss the design of the individual components
of RingLeader. In Sec 4.1, we introduce the interface and
mechanism that the NIC uses to communicate with the OS.
In Sec 4.2, we introduce RingLeader’s on-NIC request load
balancer and our JBSRQ algorithm. In Sec 4.3, we describe
the design of our FEO request scheduler and the non-blocking
interface between the request scheduler and the load balancer.
In Sec 4.4, we describe our NIC-assisted CPU re-allocation.

4.1 OS-NIC Interface
The OS-NIC interface in RingLeader (Table 1) is designed to
minimize both HoL blocking latency and the CPU overheads
of communicating orchestration metadata. We focus on the
mechanisms here and outline the metadata exchanged over
the interface at relevant places in later subsections.
CPU-to-NIC metadata: The datapath OS communicates
with the NIC by writing to the NIC control registers via
memory-mapped IO (MMIO) and via metadata in descriptors.
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OS-to-NIC Interface Description
RegisterService(s_id: X, ip: I, port: P, prio: O) Register a new service X with the NIC.
EnableService(s_id: X, core_id : Y) Notify the NIC that core Y is running service X.
DisableService(s_id: X, core_id : Y) Notify the NIC that core Y is no longer running service X.
LoadFeedback(s_id: X, core_id : Y, count: C) Notify the NIC that service X finishes C packets on core Y.
EnableLoadMonitor(s_id: X, trigger: T) Enable load monitor for service X, with trigger condition T.
RearmLoadMonitor(s_id: X) Notify the NIC that the host is ready to receive the next load hint for service X.

NIC-to-OS Interface Description
LoadHint(s_id: X, hint: H) Notify the host that service X’s load has triggered the scale-up/down condition.

Table 1: RingLeader OS-NIC Interface

Each core accesses a different set of cache-aligned NIC regis-
ters to increase MMIO write performance. Our microbench-
marks in Section 7.4 show the throughput for OS-to-NIC
communication is roughly 50M messages per second.
NIC-to-CPU metadata: The NIC communicates with the OS
through packet descriptors. The NIC-generated reallocation
hint is inlined into the packet descriptor and sent to the per-
core NIC queue. 3 The datapath OS polls the NIC queue and
parses the NIC hint. To avoid HoL blocking, the NIC limits
the number of outstanding unACKed hints per core.

Our interface allows the NIC to monitor and control the
length of each per-core queue despite the inherent asynchrony
caused by PCIe latency. This design also overcomes PCIe
throughput limitations by avoiding generating new PCIe mes-
sages in the common case.

4.2 On-NIC Load Balancing with JBSRQ
RingLeader performs hardware-based request load balancing
for each service using a Join-Bounded-Shortest-Rank-Queue
(JBSRQ) algorithm to decide when and where to send a
packet. JBSRQ is an extension of the Join-Bounded-Shortest-
Queue (JBSQ) algorithm [21] that considers inter-service
inference and priorities.

As defined in R2P2 [21], JBSQ(n) approximates an ideal,
work-conserving single queue policy using a combination of
an on-NIC centralized queue and short, bounded queues at
each worker. Each worker queue has a maximum depth of n
messages. JBSQ(1) is equivalent to a single-centralized-queue
model, whereas JBSQ(∞) is equivalent to JSQ.
Per-core shallow priority queues: JBSRQ approximates
centralized pull-based load balancing (which achieves ideal
load distribution) using a combination of an on-NIC buffer
and shallow bounded-size (e.g., 4 requests) per-core queues.

When multiple services with different priorities co-exist in
the same core, the per-core buffers (no matter how small) can
cause undesirable HoL blocking. To avoid this HoL blocking,
we implement the per-core buffers as software priority queues;
a core’s coroutine scheduler uses the priority queue to enforce
lightweight prioritized scheduling. The enqueue overhead of
this priority queue is minimal given that the queue depth is
≤ 4, and priority calculation overhead is eliminated by the
fact that the NIC scheduler computes priorities (Section 4.3)

3If there is no active packet descriptor being sent from the NIC to the
host, RingLeader will generate a new packet descriptor (for scaling down).

and simply carried along with packet descriptors. Further,
the currently running lower priority request will yield to the
highest priority request, which further reduces HoL blocking.
JBSRQ: Before describing our approach, we outline the
sub-optimality of the classical join-bounded-shortest-queue
(JBSQ) approach.

The main issue is that JBSQ does not consider the behavior
of the host’s priority queue.

Figures 5 (a), (b) show this limitation for two types of JBSQ
algorithms: global-JBSQ and per-service-JBSQ. In global-
JBSQ, which is used in RackSched [43], the NIC tracks per-
core NIC queue lengths and always steers new requests to the
core with smallest queue length. In per-service-JBSQ, which
is used in nanoPU [17], the NIC tracks per-service queue
length on each core and implements a JBSQ per service.

Given two services running on core 1 and core 2 where
service A’s priority is higher than service B, the example in
Figure 5 (a) shows how global-JBSQ prevents new arriving
high priority requests from preempting the on-host low prior-
ity requests. Since core 1’s queue length is larger than core
2, global-JBSQ would dispatch the newly arrived service A’s
request to core 2. However, the optimal decision is to steer
the request to core 1 as A’s request would be served before
B’s request; the low priority request’s queue length has little
impact on the high priority request’s completion time.

Similarly, Figure 5 (b) shows that per-service-JBSQ leads
to sub-optimal performance for low priority requests.

To overcome JBSQ’s limitations, we introduce JBSRQ. For
simplicity, we assume each service has a single request type
and that we are given priorities across services. In JBSRQ,
the NIC tracks same-core services’ queue lengths and service
priorities. Then, for each service’s request, the NIC selects
the core that has the minimal rank, where rank is calculated
as follows for a request for service A:

R[A].c = ∑
Px≥PA

Q[x].c+λ∗ ∑
Px<PA

Q[x].c

Here, R[A].c represents service A’s rank on core c. PA repre-
sents service A’s priority, Q[x].c represents service x’s queue
length on core c. λ is a constant factor between 0 and 1.

The underlying idea in JBSRQ is: when dispatching one ser-
vice A’s packet, the load balancer should consider the amount
of the queue on a core that is contributed by requests of at
least the same priority as A (because A’s request cannot be
scheduled ahead of such requests); the first term captures this.
The rank calculation ignores the queue length contribution
from all lower-priority requests. The factor λ and the sum-
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mation in the second term captures the cost of waiting for
a lower-priority request to yield before the higher-priority
request is scheduled.

We now exemplify the benefit of using the JBSRQ policy.
Figure 5 (c) shows that, when dispatching A’s request, we
could mostly ignore B’s queue length. The calculated core
1’s rank is smaller than core 2. Thus the newly arriving A’s
request is steered to core 1. Figure 5 (d) shows that, at low
load, B’s queue length can influence the load balancing pol-
icy for A’s request; this is because we have added a small
constant factor for the low priority request’s queue length,
which allows B to obtain fair service at low load. In this ex-
ample, selecting idle core 2 is the optimal decision. This is
because the overhead of scheduling or preempting B’s request
is non-negligible; thus choosing core 1 leads to a sub-optimal
decision. Figure 5 (e) shows that when dispatching B’s re-
quest, we should consider A’s queue length, as a high priority
request will always be served before a low priority request.

4.3 Non-blocking On-NIC Request Scheduler

We develop an FEO (First-Eligible-Out) priority scheduler
that provides programmable per-cycle scheduling while sup-
porting a non-blocking interface with the load balancer.

To understand why FEO is needed, consider PIFO [39],
which assumes that, at any given time, all elements are el-
igible for scheduling. PIFO always schedules the smallest
ranked element in the entire list of enqueued requests. How-
ever, given that we use shallow per-core buffers, we require
that, for a given service, if a request’s rank at all worker cores
exceeds the queue-length bound, the load balancer must hold

the request to avoid it getting dropped at a core. In this situa-
tion, the scheduler would block the rest of the lower-priority
requests, which the load balancer could have dispatched to
other potentially-idle cores.

FEO extends PIFO to avoid this problem by interfacing
with the load balancer. As Figure 6 shows, when dequeuing
elements, we first filter the set of elements eligible for dis-
patch and then schedule the smallest ranked element from
that set. To enable this, the load balancer provides a bitmask
that records the dispatching eligibility of each service.

The main difference between PIFO and FEO is the dequeue
operation, which proceeds in two steps. First, we evaluate
each element’s eligibility in parallel by looking up its bit in
the bitmask. Second, FEO uses priority encoding to select
the front-most element whose eligibility is true, pops out the
selected entry, and shifts the array. This design achieves a fast
and parallel evaluation of elements upon dequeue. Addition-
ally, FEO also provides buffer isolation by ensuring that the
lowest priority request is dropped when buffers overflow.

4.4 NIC-assisted CPU Assignment

In RingLeader, each service could enable its own on-NIC load
monitor through the interface defined in Table 1. RingLeader’s
load monitor supports rich triggers based on services’ per-
formance goals (e.g., latency or throughput) or scheduling
policies. By default, scale-up trigger uses the congestion de-
tection policy in Caladan [13]: if any service’s request is
found to be present in the on-NIC queue for two consecutive
intervals, the NIC generates a scale-up hint. The scale-down
policy is more conservative: within a time interval, if the
maximum on-NIC queue length for a service never exceeds a
threshold, the NIC generates a scale-down hint.

When a threshold is reached for a service, the load monitor
generates a scale-up/down hint, inlines into the packet de-
scriptor, and sends it to the buffer of the service’s least-loaded
core; it then disarms hint generation for this service. If no
active packets are sent from the NIC to the cores, RingLeader
will generate a new packet descriptor (to aid scale down).

The datapath OS polls the per-core queue and receives NIC
hints. Then, the OS calls the core allocation function to decide
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whether/where to scale up/down this service.
Assignment strategies: In an ideal system with a perfect
load balancing policy and no multiplexing overhead, the best
core allocation policy would be complete-share: similar to
Shinjuku [19], all services run on all the cores, and a service
is immediately granted CPU when its request is dispatched.
This policy can tolerate bursts well and ensure good CPU effi-
ciency. In practice, though, multiplexing overheads (including
preemption and yielding) are non-negligible. For example,
even with state-of-the-art low-overhead interrupt mechanisms,
multiplexing tasks in a core could incur at least 24% over-
head [15,19]. Therefore, frequent switching between services
waste considerable CPU resources under complete-share.

Thus, RingLeader supports two additional core assignment
strategies to balance the trade-off between burst tolerance and
wasted CPU. In the no-sharing dedicated model (similar to
Shenango [31], Caladan [13]), each service has its own dedi-
cated core set. The core allocator reallocates cores between
services at fine-granularity (e.g., 5 µs per reallocation). A ded-
icated core improves cache locality and avoids multiplexing
overhead. But such a system will have worse burst tolerance
since even a 5 µs reallocation interval cannot react to transient
micro bursts [24].

In the allow-sharing hybrid model, each service has some
dedicated cores, as well as cores shared with other services.
The dedicated core is used to handle the long-term constant
load, and the shared core is used when a burst of requests
arrives. This balances multiplexing overhead and burst toler-
ance.

After the datapath OS successfully scales up/down a ser-
vice, it calls the rearm function (Table 1) to rearm the load
monitor for the service. Before being rearmed, the load moni-
tor will not generate further hints for the service; this ensures
only one in-flight hint per service and reduces the synchro-
nization overhead inside the host’s core allocator (e.g., only
one core will receive the hint for a service at a time).

5 Hardware Design

We describe the hardware design of RingLeader’s pro-
grammable load balancer and provide details on how it in-
terfaces with FEO and with software priority queues. We
end with an example to show how requests flow through the
RingLeader hardware. We provide benchmarks in Sec. 7.5.

5.1 Load Balancer Hardware
The load balancer unit uses two fundamental building blocks:
Per-core rank register array: JBSRQ needs to sum up the
queue lengths of all services/request types on a core at or
above a certain priority (Sec 4.2). Instead of spending cy-
cles scanning and summing up different queue lengths, we
maintain a pre-calculated rank register array for each priority
level in the on-NIC SRAM. This register array stores each

priority level’s current rank on each core. When a request
arrives, RingLeader directly reads out its rank according to
the priority. The rank register array is updated asynchronously
either when a request is dispatched or when load feedback is
sent back from the worker core.
Reduction-tree-based “choose min”: We use a hierarchical
tree-based circuit for computing the “choose min” operation
in JBSRQ to select a core. Although PIFOs are typically used
for “choose min” operations in scheduling, using the same
design in our load balancer is not feasible. This is because
ranks are frequently updated as requests are dispatched and
completed, and it is not possible to update the ranks of en-
tries in a PIFO. Using a new reduction-tree-based design in
RingLeader overcomes this limitation and allows for ranks to
be updated frequently and in parallel.

Because the “choose min” operation can also be costly
when the core count is high, RingLeader uses a hierarchical
tree-based circuit to compute this minimum value. This circuit
lends itself to pipelining, and it can calculate a minimal ranked
core at every cycle. In RingLeader, we found that with 64
cores, a 3 staged reduction tree pipeline can fit on a middle-
end FPGA without any utilization or timing issues.

5.2 End-to-End Example
We now present a simple example that puts the hardware
components of RingLeader all together. We have two active
services running on a host with two cores; the services are
prioritized as shown in the top right; all requests in service are
the same priority. Figure 7 (A) shows each service’s priority,
as well as how five existing requests are queued on the host.
We assume the λ in JBSRQ is 0.2, and the depth of each
per-core queue is 3; the scheduling policy is a strict priority.

Our example is shown via the numbered steps in Figure 7:
To start with, in the PIFO unit, both services’ eligibility bit in
the mask is true. Then, (1) PIFO schedules service 1’s queue
descriptor, with the highest priority (see top right). (2) The
request scheduler reads service 1’s request F from the request
buffer. (3) Request F is sent to the load balancer, which then
looks up the priority register and directly reads ranks from the
register array. Priority 2’s rank on core 1 is 0.4 and on core
2, rank is 1.4. (4) The load balancer checks the core bitmask.
If a given service is not running on a core, the rank for this
core is set to infinite. However, in this example, both cores
run service 1, so the rank is not reset or modified.

(5) Per-core ranks are then sent to the hierarchical reduction
tree to identify the destination core with the minimal rank,
core 1. Then, request F is dispatched to core 1. (6) We update
core 1’s priority registers according to the JBSRQ algorithm
(Sec 4.2). As shown in Figure 7’s (B) table and looking at
core 1 queue occupancy before enqueueing F at the top right,
we add one to the ranks of both priority 1 and priority 2, and
we add λ to priority 3’s rank. 4

4F belonged to a service with priority 2; after enqueueing it, priority 1’s
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(7) After the update, priority 1’s rank on core 1 reaches the
rank boundary (which is 3). We then update the per-core eli-
gibility table - where we log which service on which core has
reached the rank bound, meaning that buffers are exhausted
at the core and requests from the service can no longer be
scheduled on the core. Given service 2 is mapped to priority
1 on core 1, we change service 2’s eligibility on core 1 into 0.
(8) Since service 2 is now ineligible to be dispatched on all
the cores (core 2’s queue was already full – see top right), in
the request scheduler, we set service 2’s eligibility bit into 0.
Therefore, PIFO will no longer schedule service 2’s request.
(9) Finally, Figure 7’s (B) table further shows how the rank
array is updated when receiving feedback from core 1 after
processing requests F and A. 5

6 Implementation

Our implementation consists of an FPGA prototype for the
RingLeader NIC, a user space NIC driver, and a library oper-
ating system built over Demikernel.
FPGA-based Prototype: The FPGA prototype is imple-
mented in 4K lines of Verilog code, and uses the DMA Engine,
Ethernet MAC and PHY provided in Corundum [12] run at a
250 MHz frequency with a data width of 512 bits.
RMT pipeline: We implemented a single-stage RMT pipeline
in our FPGA prototype. The datapath OS preinstalls the ap-
propriate rules in the pipeline through the NIC-OS interface.
On-chip Request Buffer: The request buffer is implemented
using high-speed BRAM, which supports concurrent reads
and writes at 128 Gbps. The size of the on-chip BRAM buffer
is set to 800 KB. This buffer size can be increased by utilizing
on-NIC DRAM in the future.
FEO scheduler and reduction tree: In our implementation,
the FEO block runs at a 125 MHz frequency with a queue
size of 64. The reduction tree supports 64 worker cores with
a three-stage pipeline in the dispatcher. In the rank register
array, each core has 8 physical priorities.

rank will see all 3 entries in the queue; priority 2’s rank will see priority 2
requests (1) + λ (=0.2) times priority 1 requests (2); priority 3’s rank will see
priority 3 requests (0) + λ (=0.2) times priority 1 and priority 2 requests (3).

5F’s feedback comes before A because of the software priority scheduler.

User space NIC driver: The user space poll mode driver for
the RingLeader NIC is implemented in 1.5K lines of C code
and provides DPDK-like kernel-bypass access to the NIC for
standard NIC functions, in addition to providing all of the
functions in Table 1.
The Datapath OS: We integrated RingLeader with Demik-
ernel’s catnip libOS using 800 lines of Rust. We made the
following modifications to Demikernel: (1) We extended the
catnip libOS to add support for RingLeader’s user space driver.
(2) We added multi-core support to Demikernel, which previ-
ously only ran on a single core. (3) We extended Demikernel’s
coroutine scheduler to enforce prioritized scheduling between
different services’ coroutines. (4) RPC requests yield to the
coroutine after a fixed amount of work instead of always run-
ning to completion (Section 3).

7 Evaluation

Our evaluation answers the following questions:
(1) Does RingLeader achieve high performance for load
balancing and request scheduling? How does RingLeader’s
tail latency and scalability compare to the state-of-the-art
software-only approaches across different workloads and ser-
vice time distributions? (Sections 7.2 and 7.3)
(2) How much do the individual components of RingLeader
contribute to overall improvements? (Section 7.4)
(3) How do our NIC-assisted core assignment’s resulting CPU
efficiency and burst tolerance compare to the state-of-the-art
software-only approaches? (Section 7.5)
(4) What is the scalability and hardware resource usage of the
RingLeader NIC? (Sections 7.6)

7.1 Methodology
Testbed: We evaluate our system on a server with two Intel
Xeon Gold 6326 16-core (32-thread) CPUs and 128 GB of
RAM. This server runs Ubuntu LTS 20.0.4 with the 5.4.0
Linux kernel. In addition, the server has a 100G Alveo U280
Data Center Accelerator Card [1] atop which we implemented
our 100G FPGA prototype. The server also has a Mellanox
ConnectX-5 Ex 100 Gb NIC, which we use to run the Caladan
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Figure 8: Load balancing performance under Exp(3) workload.

baseline (described below). We use another client machine
with a Mellanox ConnectX-5 Ex 100Gb NIC to generate load
using DPDK. The client has the same CPU and OS version
as the server. Our experiments (Ringleader and baseline ex-
periments) don’t consider NUMA and direct all interrupts,
memory allocations, and threads to the NIC-local socket.
RingLeader configuration: Software priority queue depth is
set to 4, and λ (Sec. 4.2) is set to 0.2. (We study sensitivity
to λ in the appendix (12.1), and find λ = 0.2 to be a good
setting). The yielding interval is set to 5µs.
Baselines: We compare RingLeader to three baselines:
Shinjuku [19]: Shinjuku uses centralized preemptive schedul-
ing to achieve high-performance request load balancing and
scheduling. Shinjuku only supports Intel 10G NICs and Linux
kernel version 4.4.x, and it can only run on Intel cores be-
cause its fast preemption mechanism requires VT-x support.
We use two Cloudlab [34] c6420 nodes (one client and one
server, connected through a ToR switch) to run Shinjuku with
kernel v4.4.0; each node is equipped with two 16-core (32-
hyperthread) Intel Xeon Gold 6142 CPUs, and an Intel X710
10 Gigabit NIC. By default, Shinjuku uses two hyperthreads
for orchestration – one for the network and another for the
load balancer – collocated on the same physical core. The
preemption interval is set to 5µs. To ensure a fair comparison,
we always assign one more physical core (two hyperthreads)
to Shinjuku than RingLeader for running orchestration tasks.
Caladan [13]: Caladan reallocates cores between applications
at a fine granularity to increase CPU efficiency under chang-
ing workloads. We run Caladan on the same server and the
same OS and kernel version as Ringleader.

Caladan runs its IOKernel on a single dedicated core. There-
fore, like Shinjuku, we always assign one more physical core
to Caladan than RingLeader.
RSS: We also study a decentralized RSS-based system. In this
baseline, worker hyperthreads are managed by the Demikernel
datapath OS, and each worker polls its own large receiving
NIC queue. Here, we use a bare metal 100G U280 FPGA
NIC [1] that performs standard NIC functions.
Workloads: We employ both synthetic workloads and
RocksDB.
Synthetic Workloads: (Table 2) Our synthetic workload is a
server application where requests perform dummy work that

Workloads Description

Exp(3) Single request type, service times follows
exp distribution with mean 3µs.

Bimodal 95% requests are high priority, take 5µs.
(95-5,5-100) 5% requests are low priority, take 100µs.

High Bimodal 99% requests are high priority, take 3µs.
(99-3,1-100) 1% requests are low priority, take 100µs.

Table 2: Synthetic Workloads

we can control to emulate any target distribution of service
times. This allows us to run microbenchmarks that systemati-
cally study how RingLeader and different baselines perform
under different performance limits.
RocksDB Workloads: We also performed experiments with
RocksDB, a popular and widely deployed in-memory key-
value store developed by Facebook [11]. We use RocksDB
queries that are either GET/PUT requests or range SCANs.

To generate both the synthetic and RocksDB workloads,
we developed an open-loop load generator similar to Shin-
juku [19] that generates requests over user space UDP. It uses
12 threads to generate requests following a Poisson arrival
process and specific service-time distributions and another 12
user space threads to receive server replies. Request latency
is measured through timestamps carried inside packets. We
ensure that the network speed and the load generator are not
bottlenecks in any experiment by checking for packet drops.

7.2 Load Balancing Performance

First, we evaluate the RingLeader load balancing unit using
an Exp(3) workload that, for simplicity, only has a single
type of request (with service times following an exponential
distribution with a mean of 3µs). We compare RingLeader
against three baselines: Shinjuku, Shinjuku-nopre, and RSS.
In Shinjuku-nopre, we use Shinjuku without preemption.

Figure 8 shows the load balancing results when the server
runs 30, 24, and 16 workers. Each worker is a hyperthread,
and all workers run on the NIC-local socket. Across all
levels of load, RingLeader provides the lowest tail latency.
Also, RingLeader has the highest saturating throughput for
all worker counts. This shows that RingLeader has the best
scalability and load balancing precision. In contrast, the ded-
icated orchestrator core Shinjuku uses for networking and
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load balancing becomes a performance bottleneck when the
offered load is > 4.8 MRPS (Million-Request-Per-Second)
and preemption is disabled and when the offered load is > 4
MRPS and preemption is enabled. Figure 8 also shows that
RingLeader consistently outperforms RSS, which distributes
load unevenly across cores, hurting tail latency.

7.3 Scheduling Performance
Synthetic Workload: We now study RingLeader’s ability to
achieve high-performance scheduling across services/request
types. We use the High Bimodal workload (Table 2) with two
types of requests for one service: high priority requests that
follow Exp(3) and low priority requests that follow Exp(100).
We turn off core assignment in these experiments, so the two
types of requests run on all worker hyperthreads.

Figure 9 shows the results from this experiment. For all
worker counts, RingLeader consistently outperforms Shin-
juku. This is because Shinjuku’s orchestrator cores become
bottlenecked when the load is larger than 3.5 MRPS. In con-
trast, RingLeader has better scalability and lower latency.

Also, in RingLeader, high priority requests can still main-
tain low tail latency even when the low priority requests’ load
is saturated (e.g., at load > 3.5 in Fig 9a). This is because
the on-NIC scheduler provides buffer isolation (Sec. 4.3) and
ensures each request type is dropped separately.
RocksDB Workload: Next, we evaluate RingLeader’s
scheduling performance under the RocksDB workload. We
use two request types: GET requests for a single key-value
pair that execute within 5µs; SCAN requests that scan 200
key-value pairs and require 60µs. We also vary the yielding
interval for SCAN across 40 items-per-yield (Y40), 20 items-
per-yield (Y20), and 10 items-per-yield (Y10). Figure 10
shows that RingLeader’s prioritized scheduler allows GET
requests to avoid long queuing times due to SCAN requests.
Aggressive yielding improves tail latency performance for
short requests and adds a constant overhead to scan requests.
RingLeader-assisted core re-allocation is a way to get around
the constant yielding overhead.

7.4 Benefits of RingLeader Components
We now study how the individual components in
RingLeader’s load balancing and scheduling function-
ality contribute to overall performance; core assignment
is turned off here (we study it later in Sec. 7.5). Figure 13
(in appendix) presents a comparison of RingLeader and
reduced versions of RingLeader that remove/replace a single
component . We use the bimodal workload shown in Table 2.
FEO: Here, we turn off our scheduler eligibility bitmask
(Section 4.3), causing it to be degenerate to vanilla PIFO
(Blocking_PIFO). Figure 13 shows that PIFO’s performance
is much worse than RingLeader when the load increases for
high priority requests. This is because, in our two-request-type

setting, low priority requests prevent high priority requests
from entering the load balancer at high load.
Global-JBSQ: Next, we evaluate global-JBSQ(4), a load
balancing algorithm similar to RackSched [43] where the NIC
tracks per-core queue lengths and always steers new requests
to the core with the smallest queue length. The queue length
bound for each core is set to 4. Figure 13 shows that, even
with preemption and the software priority queue enabled, the
high priority request’s tail latency is much worse than JBSRQ
when the offered load is > 2.24 MRPS. Because global-JBSQ
does not consider the behavior of the software priority queue,
a burst of long requests can occupy all per-core NIC queues,
and new arriving high priority requests cannot be dispatched.
Per-service-JBSQ: We evaluate per-service-JBSQ(4), a load
balancing policy that is similar to nanoPU [17] where the NIC
implements JBSQ(4) per service. On each worker, the queue
length limit for a service is 4. Figure 13b shows that low
priority requests have worse performance than RingLeader
because, when dispatching a low priority request, the NIC
ignores the influence of high priority requests on the queuing
delay of low priority ones.
No Software Priority Queue: Figure 13a shows what hap-
pens when we disable per-core software priority queues (and
cooperative yielding). High priority requests suffer a lot be-
cause a burst of low-priority requests can enqueue at currently
idle cores and unduly delay later-arriving sensitive requests.

7.5 NIC-Assisted Core Assignment

We evaluate RingLeader’s ability to detect load changes and
aid in fast core reallocation. We experiment with two types of
services running on the host. One serves high-priority latency-
sensitive RocksDB GET requests. The other runs a best-effort
analytics workload that continuously scans a range of the
RocksDB database and performs data comparisons over the
scanned results. We increase RocksDB GET’s load gradually
and measure offered load averaged over 10s intervals.

We compared RingLeader’s core reallocation performance
with Caladan. In this experiment, Caladan and Ringleader
have 16 worker hyperthreads, and the core assignment de-
cision interval is 8µs. Furthermore, in this experiment,
Ringleader uses the same CPU assignment strategy as Cal-
adan, which is the no-sharing dedicated model.

We evaluate the analytics service’s throughput and the GET
request’s tail latency. Figure 11 shows that RingLeader keeps
the tail latencies of the GET request low while also allowing
for spare CPU cycles to be shared with the best-effort analyt-
ics service. Furthermore, RingLeader yields both better GET
requests tail latency and higher analytics workload through-
put than Caladan because load-imbalance and work-stealing
in Caladan increase latency and CPU load. For example, in
Figure 11b, Caladan’s latency goes up at load 1.44 Mpps
since work-stealing happens most frequently at this point.
In contrast, RingLeader consistently achieves near-optimal
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(b) 24 workers
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(c) 16 workers
Figure 9: Load balancing and scheduling performance under High Bimodal workload.
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Figure 10: RocksDB performance.

0

100

200

300

400

500

0 1 2 3 4 5 6 7 8

An
al

yt
ic

s T
hr

ou
gh

pu
t 

(K
RP

S)

LC Task Offered Load (Mpps)

Caladan

Ringleader

(a) Analytics throughput.

0

20

40

60

80

100

0 1 2 3 4 5 6 7 8

LC
 ta

sk
 L

at
en

cy
 (u

s)

LC Task Offered Load (Mpps)

Caladan

Ringleader

(b) GET’s P99 tail latency.
Figure 11: Comparison with Caladan.

centralized scheduling and low overhead core assignment.
Next, we use the on-off traffic pattern to compare the perfor-

mance of two CPU allocation policies: allow-sharing hybrid
and no-sharing dedicated (Section 4.4). During the on state,
the traffic source generates GET requests; during the off state,
the traffic source stops sending. The switching time between
the on/off states is 0.8 ms. Under this pattern, core realloca-
tion happens several times every 0.8 ms. Figure 12 shows
that the allow-sharing policy has better analytics throughput
as it allows the two services to coexist in the same core, ac-
commodates small timescale bursts of arrivals, and minimizes
CPU waste. However, the no-sharing has better tail latency for
GET requests because using dedicated cores improves cache
locality and avoids multiplexing overheads; nevertheless, the
allow-sharing tail latency stays relatively low and flat for the
most part. Given this information, an admin can configure
RingLeader to pick a core assignment policy based on the
relative importance of low tail latency for sensitive services
versus not starving batch services.

7.6 Scalability and Resource Usage
We now study RingLeader’s performance upper bound and
it’s hardware resource usage.

0

100

200

300

400

0 1 2 3 4 5 6 7 8

An
al

yt
ic

s T
hr

ou
pu

t 
(K

O
PS

)

Get()'s Offered Load During On State 
(MPRS)

Allow-sharing
No-sharing

(a) Analytics throughput.

0

40

80

120

160

0 1 2 3 4 5 6 7 8G
et

()
's

P9
9 

La
te

nc
y 

(μ
s)

Get()'s Offered Load During On State 
(MPRS)

Allow-sharing
No-sharing

(b) GET’s P99 tail latency.
Figure 12: Core reallocation under different policies.

Module Setting LUTs(%) BRAM(%)

Load Balancer (16 priorities * 64 cores) 2.82 0.10
(16 priorities * 128 cores) 2.86 0.10
(32 priorities * 64 cores) 6.07 0.00

Scheduler FEO = 16 0.24 0.01
FEO = 64 1.00 0.01

Packet Buffer 800 KB 0.16 6.54

Table 3: FPGA resource usage for different components.

OS-NIC interface: Figure 16a shows the throughput for
the OS-to-NIC interface. The communication throughput be-
tween a single worker hyperthread and the NIC is 6M register
writes per second, and with 8 workers, the throughput can
reach 50M. The result shows that RingLeader can achieve
low-overhead, fast OS-to-NIC communication.

System Throughput and Latency Overhead: Figure 16b
shows that RingLeader can achieve line-rate load balancing
and scheduling. In this experiment, the host uses 8 worker
hyperthreads, every request finishes immediately, and the rank
bound is set to 16. The result shows that RingLeader achieves
100G with MTU-sized packets and 50Mpps for 64B packets.

We measure RingLeader’s latency overhead by adding hard-
ware timestamps. We find that a request can be scheduled and
dispatched within 150 ns. The end-to-end host ping-pong
latency is 6µs, which is close to commercial NICs.

Hardware Resource Usage: Our U280 FPGA has 1300k
LUTs in total. Table 3 shows different components’ resource
usage under different settings. The load balancer and sched-
uler occupy most of RingLeader’s on-chip logic. When the
load balancer is configured with 16 priorities and 64 worker
counts, it consumes around 2.82% of the logic area. With
32 priorities, it consumes 6.07%. Furthermore, when FEO
uses 16 entries, it consumes 0.24% of the logic area, and
when the size is 64, it consumes 1.00%. Overall, we find that
RingLeader can easily fit on an FPGA.
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8 Related Work

Software approaches: RingLeader addresses the key scalabil-
ity and performance limitations of other orchestration systems
like IX [6], ZygOS [33], Shenango [31], and Shinjuku [19].
ghOSt [16] and Syrup [20] use userspace CPU scheduling
policies; they are complementary with RingLeader.
Hardware approaches: Shinjuku-on-SmartNIC [15] pro-
vides centralized preemptive request scheduling on an ARM-
based SmartNIC, but scheduling requests on wimpy on-NIC
cores has limited processing speed and introduces tens of
microseconds of latency [22].

PIEO [38] extends PIFO to support efficient extraction for
time-based scheduling algorithms, but it cannot simultane-
ously support scheduling and load balancing. This is because
it only supports packet extraction as a function of time and
hence cannot be used to support an eligibility mask.

Recent related works, such as nanoPU [17], Rach-
Sched [43], Shinjuku-Offload [15], and R2P2 [21], use JBSQ
to offload load balancing in systems with communication
latency. However, as demonstrated in Section 7.4, JBSQ is
suboptimal when requests have different priorities. Our new
JBSRQ algorithm can improve performance under multi-
priority scenarios. Related works, such as RackSched, RPC-
Valet [9], and nanoPU, offloads request scheduling. However,
RackSched and RPCValet do not use centralized scheduling,
which can cause high-priority requests to suffer more from
HoL blocking. In the case of nanoPU, request scheduling re-
quires changes to the CPU architecture by using the hardware
thread scheduler. In contrast, RingLeader achieves centralized
scheduling with no need for changes to the CPU architecture.

Elastic RSS [36] uses a NIC to perform both load balancing
and core allocation. However, it buffers packets at CPU cores
and not on the NIC, leading to load-imbalance, and it does
not schedule packets, leading to HoL blocking.
Transports: Improvements in transport protocols are com-
plementary to RingLeader. Both new transport protocols like
MTP [41] and EQDS [30] and projects that offload transport
protocols to SmartNICs [3, 28, 32, 37] can enable message-
level load balancing and scheduling in an orchestration sys-
tem, so RingLeader would benefit from their adoption.

9 Discussion

Multi-NIC support: Although our design as presented so
far assumes a single NIC per server, there are a few different
ways RingLeader can be configured to support multiple NICs
in a single server: 1) a master/slave configuration (described
below), 2) hard-partitioning workers (Section 12.2), or 3) a
cooperative configuration (Section 12.2). In a master-slave
configuration, each NIC will transfer data to main memory
independently but not perform dispatching. Instead, each slave
NIC sends descriptors about pending requests to the master
NIC, which is solely responsible for orchestration.

Multiplexing Mechanism: RingLeader uses cooperative
scheduling, requiring developers to insert yield statements
for low priority services. However, RingLeader is also com-
patible with other multiplexing mechanisms, such as: 1) op-
timized APIC interrupts [15], and 2) compiler interrupts [5].
Optimized APIC interrupts are a low priority service that can
set a timer that will deliver a low-overhead interrupt once
the time slice expires. Compiler interrupts use compile-time
instrumentation to allow programs to call an interrupt handler
at a regular intervals with little performance impact.
Multi-process Support: RingLeader inherits a key assump-
tion in Demikernel today [42], namely that the data path OS
and services run in a single process. However, similar to
recent work like Snap [23], we can extend RingLeader to sup-
port multiple processes by using Demikernel as a standalone
process that multiplexes I/O across client processes through
shared memory regions. Such an extension would naturally
enable RingLeader to support policies across applications (as
opposed to policies across services in an application).
Applicability to a general kernel: Fine-grained multiplexing
between services on the same core is too expensive for µs-
scale applications in a traditional kernel. This is why many
previous works [13, 19, 31, 42] and RingLeader use highly
specialized data path OSes. However, our system can also be
applied to existing Linux kernels. With a general kernel, users
may want to avoid processor sharing by isolating services
across cores, and our load balancer and CPU allocator still
work effectively.

10 Conclusions

Existing intra-server orchestration approaches have limited
scalability, poor precision, and high overheads. We address
these problems by introducing RingLeader, a new system
that efficiently offloads orchestration in their entirety to a
programmable NIC while minimally onloading limited func-
tions to host cores. RingLeader introduces a novel OS/NIC
interface, a new load balancing algorithm and scheduler, and
a hardware element that combines the decisions of the two.
Our experiments with a prototype on a 100 Gbps FPGA NIC
show that RingLeader offers good tail latency, high through-
put, good CPU utilization, and effective core reallocation.
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Figure 13: Comparison of RingLeader and reduced versions.
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Figure 14: JBSRQ’s performance under different λ.

20

40

60

80

100

0 1 2 3 4 5

H
ig

h 
Pr

io
rit

y 
Re

qu
es

t 
P9

9 
Ta

il 
La

te
nc

y 
(μ

s)

Total Offered Load (MRPS)

λ=0.2 λ = 0.4 λ=0.6

(a) High Priority Request’s P99
tail latency

400

500

600

700

800

900

1000

0 0.5 1 1.5 2 2.5

Lo
w

  P
rio

rit
y 

Re
qu

es
t 

P9
9 

Ta
il 

La
te

nc
y 

(μ
s)

Total Offered Load (MRPS)

λ=0.2 λ = 0.4 λ=0.6

(b) Low Priority Request’s P99
tail latency

Figure 15: JBSRQ’s performance under different λ (0< λ <1).

12 Appendix

12.1 JBSRQ Policy parameters

We evaluate how the constant factor λ in JBSRQ influences
system throughput and tail latencies under the Bimodal work-
load. Figure 14 shows that, for both high priority and low
priority requests, a constant λ between 0 and 1 brings sig-
nificant performance gain over λ = 0 or λ = 1. When λ = 0,
the rank calculation does not consider preemption overheads.
Under low load (load < 2.24), λ = 0 leads to unnecessary pre-
emption, increasing tail latency for both high priority and low
priority requests. When λ = 1, JBSRQ equals global-JBSQ.
This prevents new arriving high priority requests from pre-
empting the on-host low priority requests when load > 2.24,
increasing tail latencies for high priority requests. An inter-
mediate λ is necessary to achieve good performance under
both high and low load. Figures 15 shows how different λs
between 0 and 1 influence JBSRQ’s performance. There is
not much difference between λ = 0.2 and λ = 0.4. When λ
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Figure 16: Scalability of RingLeader

grows to 0.6, performance drops because of the same issue
with λ = 1.

12.2 Supporting Multiple NICs
While our design aimed at servers equipped with a single
NIC, we believe that it can be extended to support multi-NIC
settings as well. We discuss a few options below.
Hard-partitioning workers: The simplest approach is to
partition workers across NICs. Here, for example, each NIC
orchestrates its local NUMA node. This allows each NIC to
perform ideal centralized scheduling independently. However,
this requires all network traffic for a service to be sent to a
specific NIC.
Cooperative multi-NIC orchestration: In this scenario, each
worker can receive packets from multiple NICs. The control
message in Table 1 is replicated across all NICs to achieve
cooperative orchestration. When a request finishes, the worker
sends load feedback to all NICs, so that every NIC knows up-
to-date worker queue lengths. Also, when a NIC dispatches
a request to a worker, the NIC notifies other NICs of this
action. Replicating control messages is the primary trade-off
introduced by this approach. However, this is unlikely to be a
bottleneck given that control messages are small and MMIO
throughput ( 16a) over PCIe is high.
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Abstract
Futuristic integrated space and terrestrial networks (ISTN) not
only hold new opportunities for pervasive, low-latency Inter-
net services, but also face new challenges caused by satellite
dynamics on a global scale. It should be useful for researchers
to run various experiments to systematically explore new prob-
lems in ISTNs. However, existing experimentation methods
either attain realism but lack flexibility (e.g., live satellites),
or achieve flexibility but lack realism (e.g., ISTN simulators).

This paper presents STARRYNET, a novel experimenta-
tion framework that enables researchers to conveniently build
credible and flexible experimental network environments
(ENE) mimicking satellite dynamics and network behaviors
of large-scale ISTNs. STARRYNET simultaneously achieves
constellation-consistency, networked system realism and flex-
ibility, by adopting a real-data-driven, lightweight-emulation-
aided approach to build a digital twin of physical ISTNs in
the terrestrial virtual environment. Driven by public and real
constellation-relevant information, we show STARRYNET’s
acceptable fidelity and demonstrate its flexibility to support
various ISTN experiments, such as evaluating different inter-
networking mechanisms for space-ground integration, and
assessing the network resilience of futuristic ISTNs.

1 Introduction

Thanks to the resurgence in the space industry [41, 46, 48],
big competitors such as SpaceX and Amazon are actively
planning and deploying hundreds or even thousands of broad-
band satellites in low earth orbits (LEO). Such emerging
mega-constellations (e.g., Starlink [34], Kuiper [9]) can be
integrated into existing terrestrial Internet, i.e., constructing
an integrated space and terrestrial network (ISTN) to: (1)
provide pervasive last-mile network access; (2) enable low-
latency and high-bandwidth Internet transit [40, 52, 56]; and
(3) facilitate efficient acquisition and delivery for big data
from space (e.g., earth observation images) [44, 74, 77, 78].

∗Hewu Li is the corresponding author.

While holding great promise, several unique characteristics
of LEO satellites (e.g., high LEO dynamics) impose new chal-
lenges at various layers of the ISTN networking stack, and
open a door to many new research problems, such as: (1) how
should LEO satellites and ground facilities be interconnected
to provide low-latency and continuous network services? (2)
how should satellite routers be integrated into existing terres-
trial Internet routing? and (3) are current constellation and
protocol designs resilient enough to satellite failures in com-
plex and harsh space environments? With many unexplored
problems facing the “NewSpace” industry, it is thus foreseen
that in the near future, there will be a surge of new ideas on the
system and networking research relevant to ISTNs. But, how
can researchers build an experimental network environment
(ENE) to test, evaluate and understand their new thoughts?

Typically, existing approaches for creating an ENE can
be classified into three categories: (1) live networks or plat-
forms [7, 20, 34, 75, 81], which allow experiments in real
deployments; (2) network simulation [60, 61, 76], which uses
discrete events to model and replicate the behavior of a real
network; and (3) network emulation [6, 55, 68, 69], which
can test real applications/protocols in a virtual network. How-
ever, as will be illustrated in §3, all existing approaches have
their limitations in creating a desired ENE for ISTNs: (1) the
feasibility and flexibility of live satellite networks are techni-
cally and economically limited for normal researchers; (2) the
abstraction level of simulation might be too high to capture
low-level system effects, hiding practical issues such as the
resource competition under heavy workload, energy drain or
software errors; (3) existing emulators fail to characterize the
high dynamicity of LEO satellites and thus are insufficient to
build an experimental environment with acceptable fidelity.

The key challenge of building an expected ENE for ISTN
research is: it is difficult to simultaneously achieve realism and
flexibility in the experimental environment. First, terrestrial
devices inherently lack the ability to reasonably mimic the
high dynamics, system and network behaviors of realistic
satellites. Second, mega-constellations typically consist of
thousands of satellites. Thus the network scale required by an
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ENE for mega-constellations might be far more than the extent
supported by existing ENE methods (e.g., [54, 55, 69]). Third,
as a large number of satellites simultaneously move at a high
velocity, continuously mimicking such frequent variations at
scale could involve significant system overhead on the ENE.

This paper presents STARRYNET, an integrated experimen-
tation framework that empowers researchers to conveniently
build ENEs with acceptable realism, flexibility and cost (e.g.,
requiring only a few number of local/cloud machines) to sat-
isfy various experimental requirements of ISTNs. The de-
sign of STARRYNET is inspired by a key insight obtained
from the satellite Internet ecosystem: many organizations
or communities in this ecosystem have released and shared
their constellation-relevant data, including regulatory informa-
tion [2,73], satellite trajectories [16,38], ground station distri-
bution [26,39] and measurements from user terminals [32,33],
etc. Therefore, the key idea behind STARRYNET is to build
an experimental digital twin, i.e., a virtual presentation of a
physical ISTN, in terrestrial environments by: (1) leveraging
terrestrial machines to virtualize a large number of lightweight
virtual nodes to emulate satellites in mega-constellations; and
(2) exploiting a crowdsourcing approach to collect, combine
and use realistic constellation information to drive the emula-
tion of spatial and temporal characteristics of ISTNs.

To achieve acceptable realism, STARRYNET employs a
constellation synchronizer based on realistic constellation-
relevant information to make the virtual ENE as consistent as
possible to a real ISTN, such as: (1) constellation consistency:
the ENE is built with the same scale of a physical mega-
constellation, where each node emulates a satellite, a ground
station or a terrestrial host. The spatial and temporal char-
acteristics, such as time-varying satellite locations and inter-
visibility, are also configured and updated in each node based
on our data-driven model-based analysis; (2) system and net-
working stack consistency: the ENE can support the run of
unmodified applications as in real deployments; and (3) capa-
bility consistency: network and computation capabilities in
the ENE are configured based on real hardware specifications.
Further, to flexibly support various ISTN experiments and
mimic large-scale and highly-dynamic mega-constellations,
STARRYNET adopts a constellation orchestrator that judi-
ciously schedules and manages system resources on multiple
machines to collaboratively construct ENE on demand.

We evaluate the ability of STARRYNET based on real con-
stellation information in two steps. First, we show the accept-
able fidelity of STARRYNET by comparing the experiment re-
sults obtained by STARRYNET with live satellite networks and
other state-of-the-art ISTN simulators. Second, facing futuris-
tic ISTN scenarios, we demonstrate STARRYNET’s flexibility
by conducting three case studies to: (1) explore the trade-
space of various space-ground inter-networking mechanisms;
(2) evaluate the resilience of routing protocols in various con-
stellation designs; and (3) perform hardware-in-the-loop tests
to measure system effects under various workloads.

Summarily, this paper makes the following key contribu-
tions: (1) we design STARRYNET, a data-driven, emulation-
aided ISTN experimentation framework (§4); (2) we imple-
ment STARRYNET with a collection of open APIs for creat-
ing and manipulating user-defined ENEs (§5); (3) we eval-
uate and analyze STARRYNET’s experimentation overhead
and fidelity (§6), and show STARRYNET’s flexibility (§7)
by conducting various case studies driven by realistic con-
stellation information. STARRYNET is now available at:
https://github.com/SpaceNetLab/StarryNet.

2 Preliminaries
Integrated space and terrestrial networks (ISTN). Recent
satellite operators/organizations are actively developing their
mega-constellations [4,8,9,25,34,36], with hundreds to thou-
sands of low earth orbit (LEO) satellites working together as a
system. These satellites can be equipped with high-speed inter-
satellite links (ISLs), and construct an LEO satellite network
(LSN). An LSN can further be integrated into existing terres-
trial Internet via globally distributed ground stations [3,26,39]
and very-small-aperture terminals (VSAT) [31], construct-
ing an integrated space and terrestrial network (ISTN) that
promises to provide pervasive, low-latency, broadband Inter-
net services [40, 52, 56, 57] for terrestrial users globally.
Unique characteristics of ISTNs, as well as the new chal-
lenges. Two critical characteristics differentiate LSNs from
existing terrestrial networks, and involve new challenges on
the integration of satellites and terrestrial Internet. First, LEO
satellites are moving at a high-speed with the respect to the
earth surface. An LEO satellite might be visible for a cer-
tain ground vantage point only within a few minutes in one
pass. Such high dynamics could inevitably result in technical
challenges (e.g., frequent connectivity disruptions and routing
re-convergence) at the networking stack of ISTNs. Second,
while evolved, resources (e.g., bandwidth, CPU, energy) are
still limited and costly in space, as compared with terrestrial
network systems. Resource-intensive technologies might not
be doable for resource-constrained satellites to sustain good
network performance (e.g., applying sophisticated network
coding techniques for packet recovery in remote space).
Call for new research for futuristic ISTNs. The above char-
acteristics and challenges accordingly raise a series of unex-
plored research problems in ISTNs, such as: (1) topology:
how should LEO satellites and ground facilities be intercon-
nected under the high space-ground dynamicity? (2) rout-
ing: how should we integrate hundreds or thousands of LEO
satellites into Internet routing and tackle the potential per-
formance degradation due to intermittent connectivity? (3)
system effect: how much energy would a new functionality
consume in space under various workloads? It is foresee-
able that in the near future, in parallel with the evolution of
real mega-constellations, there would be a surge of new re-
search focusing on emerging satellite network systems. But,
how should researchers test, assess and understand their new
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Category / Tools (i) Constellation
Consistency

(ii) System and Networking
Stack Realism

(iii) Flexible and
Scalable Environment

(iv) Low-cost and
Easy-to-use

Live LSNs
or platforms

Live Starlink ( [34]) ✓ ✓ ✗ ✗

PlanetLab ( [20]) ✗ ✓ ✗ limited
Emulab ( [7]) ✗ ✓ ✗ limited

Simulators
and orbit
analysis tools

STK ( [35]) ✓ ✗ ✓ limited
GMAT ( [11]) ✓ ✗ ✓ ✓

SNS3 ( [76]) for GEO only ✗ ✓ ✓

Hypatia ( [60]) ✓ ✗ ✓ ✓

StarPerf ( [61]) ✓ ✗ ✓ ✓

Emulators
and variations

MiniNet ( [55, 68]) ✗ ✓ ✓ ✓

DieCast ( [54]) ✗ ✓ limited at scale ✓

Etalon ( [69]) ✗ ✓ limited at scale ✓

STARRYNET (this paper) ✓ ✓ ✓ ✓

Table 1: Comparison of popular network experimentation platforms across different ENE requirements for ISTNs.

thoughts? The community requires a technically and econom-
ically feasible approach to construct Experimental Network
Environments (ENE) and advance futuristic ISTN research.

3 How Can Researchers Evaluate Their New
Thoughts for ISTNs?

3.1 ENE Requirements
Ideally, an ENE built for ISTN research is expected to simul-
taneously accomplish acceptable realism and flexibility. We
summarize four baseline requirements as follows.
• (1) Constellation-consistency. The ENE is expected to be

spatially and temporally consistent to the characteristics of
real mega-constellations. For example, the ENE is desired
to mimic a large number of network nodes at the same
scale of a real mega-constellation, and can characterize the
high dynamicity of LEO satellites, as well as its impact on
network conditions (e.g., connectivity, delay variations).

• (2) System-level and networking stack realism. The ENE
is expected to run user-defined system codes and network
functionalities like in a real system and networking stack.

• (3) Flexible and scalable environment. Emerging mega-
constellations are evolving rapidly. As most state-of-the-art
constellations are still not in their final stage, the ENE is
expected to flexibly support various network topologies at
different scales to meet diverse research requirements.

• (4) Open, low-cost and easy-to-use interface. Finally, it
is expected that the ENE could be open to the community,
and can provide low-cost and easy-to-use programmable
interfaces for researchers to carry out various experiments.

3.2 Why Existing ENEs are Insufficient?
Existing approaches for building an ENE can be classified
into three categories, differing in their realism, flexibility and
cost: (1)live LSNs/platforms, (2)simulators, and (3)emulators.
Live LSNs or platforms. A straightforward approach for
ISTN experimentation is to construct an ENE based on live
LSNs, e.g., recently SpaceX’s Starlink has started its initial

services in certain regions. Although this approach guaran-
tees good realism, directly manipulating and inspecting a
live LSN might be technically and economically difficult for
a common research group. Current live LSNs are also lim-
ited in their flexibility when they face diverse, exploratory
research requirements. Realistic mega-constellations are still
under-constructed and evolving rapidly, and their regulatory
information in practice cannot be flexibly modified for what-if
analysis. Further, the network community has many public
experimentation platforms [7, 20] that can be shared among
researchers. However, these platforms are originally designed
for tests in terrestrial networks, not for ISTNs, and thus cannot
characterize the unique network behaviors under large-scale
LEO dynamics.
Simulators and orbit analysis tools for ISTNs. Numerical
or discrete-event-based simulation presents another extreme
as compared with live LSNs and platforms. STK [35] and
GMAT [11] are representative orbit analysis tools that can
perform complex analysis of spacecrafts as well as ground
stations. However, both STK and GMAT mainly focus on
orbit and spacecraft analysis and have limited support for net-
work simulation. More recently, SNS3 [76], Hypatia [60] and
StarPerf [61] are emerging simulators for ISTNs. SNS3 is an
extension to the ns-3 platform, and it models a full satellite
network with a geostationary (GEO) satellite and bent-pipe
payload. Hypatia is a framework for simulating and visual-
izing the network behavior of emerging mega-constellations.
Similarly, StarPerf is a simulator that enables users to charac-
terize, estimate and understand the achievable network perfor-
mance under a variety of constellation options. Although the
above simulators can flexibly simulate various satellite char-
acteristics as well as the impact of high dynamics on network
behaviors, a fundamental limitation of those simulators is that
they can not support the run of system codes/functionalities
and interactive network traffic as in real deployments. The
abstraction-level of simulators might be too high to capture
system-level effects, and could hide other practical issues (e.g.,
software overhead under heavy workloads) in real systems.
Network emulators, and their variations. Emulation is a
hybrid approach that integrates real applications, protocols
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and operating systems in a synthetic network environment.
Similar to live networks, emulators can load and run real
codes with interactive network traffic. Similar to simulators,
emulators can support controllable and diverse topologies and
their virtual hardware requires fewer resources as compared
with live networks. The community has many prior efforts
focusing on emulated environments, e.g., VM- or container-
based emulation [6, 45, 54, 55, 68–70, 72, 79–81, 84, 85].

However, existing emulators suffer from two limitations
when they are applied for generating ENEs for ISTN research.
First, they are not constellation-consistent, since existing em-
ulators inherently lack the ability of mimicking planet-wide
LEO dynamics and time-varying network behaviors in ISTNs.
Second, the network scale for mega-constellations could be
significantly larger than that in prior experimentation. For
example, authors in [54] use 10 physical machines (25 VMs
on each) to support a networked cluster with 250 nodes.
Etalon [69] is a container-based emulator and its local testbed
uses four servers to emulate 48 hosts in a data center network.
Different from prior scenarios, ISTN experiments require a
much larger network environment: only the first shell of Star-
link Phase-I includes about 1584 LEO satellites. Since both
VMs and containers can involve software overhead on the
physical host machine, it is difficult for existing emulators
(e.g., [54, 55, 68]) to support such large-scale and dynamic
emulations for mega-constellations.
Our motivation. Table 1 summarizes the landscape of ex-
isting experimentation approaches that can be used to build
ENEs. Collectively, we find that none of existing approaches
can simultaneously satisfy the four expected features. Lim-
itations of existing approaches thus motivate us to seek for
a constellation-consistent, credible, flexible, and low-cost
methodology to advance the test and evaluation of new re-
search for futuristic ISTNs. We present such a framework,
namely STARRYNET, aiming at empowering researchers to
build ENEs accomplishing the four goals as described in §3.1.

4 STARRYNET Design
4.1 System Overview

Key idea. The design of STARRYNET is inspired by an im-
portant insight obtained from the satellite Internet ecosys-
tem: many organizations (e.g., regulators and satellite op-
erators) and end users have shared a collection of public
data for the community, including constellation regulatory
information [2, 73], orbital data observed from realistic satel-
lites [16, 38], ground station distributions [3, 26, 39], and
performance results measured from terrestrial user termi-
nals [32, 33], etc. Based on this important fact, STARRYNET
creates ISTN experimental environments on demand by ju-
diciously combining: (1) crowd-sourced real data trace; (2)
model-based orbit and network analysis; and (3) large-scale
network system emulation, to construct a real-data-driven dig-
ital twin, i.e., a virtual presentation synchronized to a real
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Figure 1: STARRYNET system architecture.

physical ISTN in terrestrial environments. In particular, the
key idea behind our STARRYNET design can be summarized
as follows: (1) leveraging a crowd-sourcing approach to col-
lect, combine and explore realistic constellation-relevant in-
formation to calculate the spatial and temporal characteristics
consistent to real mega-constellations; then (2) driven by such
realistic information, exploiting a large number of networked
virtual nodes and links to flexibly emulate a customized exper-
imental environment, which characterizes system-level effects
and network behaviors consistent to a real ISTN.
System architecture. Figure 1 depicts STARRYNET’s archi-
tecture, including four core components as described below.

• A Constellation Observer (§4.2) that leverages a crowd-
sourcing approach to collect public constellation informa-
tion, network performance, ground station distributions etc.,
from the satellite ecosystem. It maintains several databases
to support, guide and drive the construction of ISTN exper-
imental environments for various research requirements.

• A Constellation Synchronizer (§4.3) which exploits a col-
lection of hybrid models to calculate the spatial and tempo-
ral characteristics of a specific mega-constellation, based
on collected data as well as user-defined configurations.
Specifically, such characteristics include constellation scale,
visibility, connectivity, time-varying propagation delay, etc.,
which are further used to configure the network emulation.

• A Constellation Orchestrator (§4.4) for automating the
management, coordination and allocation for resources used
to build the experimental environment upon multiple physi-
cal machines. The orchestrator can also interact with real-
world facilities (e.g., real satellite hardware) to support
network experiments with interactive Internet traffic.

• A Unified Abstraction (§4.5) offering flexible and easy-
to-use APIs for researchers to create and manipulate the
configurations of the ISTN experimental environment.
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4.2 Constellation Observer
The constellation observer is designed as a collector for
constellation-relevant information, and it maintains three
databases related to satellite, ground station and user ter-
minal information respectively. Specifically, the observer
searches and collects the latest: (1) regulatory information
(e.g., from [2, 10, 73]) which describes frequency and orbital
coordination of mega-constellations; (2) operating satellites
information (e.g., from [16, 38, 71]); (3) ground station distri-
butions (e.g., from [3,26,39]); (4) Internet user statistics (e.g.,
from [59]) which can be used to generate the distribution
of terrestrial users; and (5) network measurements from end
users (e.g., from [32, 33]). The constellation observer classi-
fies the above information, and saves them in the databases,
which then can be used to drive other components and build
ENEs to flexibly support various research experiments.

4.3 Constellation Synchronizer
STARRYNET’s synchronizer leverages a collection of models
to calculate various constellation characteristics and network
behaviors, and accordingly generate a virtual network pre-
sentation synchronized to a real ISTN. At runtime, values
in these models are assigned primarily based on real ISTN
information collected by the constellation observer. In ad-
dition, to improve the flexibility, STARRYNET also allows
researchers to manually configure model values based on his
or her customized experimental requirements.

4.3.1 Hybrid models
Constellation model. STARRYNET’s synchronizer charac-
terizes a satellite system in both constellation-granularity
and orbit-granularity descriptions. First, STARRYNET uses
the Walker notation [82] to describe a constellation: N/P/p,
where N is the number of satellites per plane, P is the number
of planes, and p is the number of distinct phases of planes to
control spacing offsets in planes. Second, the orbit-granularity
description enables a fine-grain notation for orbits in a certain
constellation via specifying several primary orbital elements,
including: (1) inclination, which is the angle between an orbit
and the Equator as satellites move; (2) altitude, which is the
height above sea level and determines the orbital velocity; (3)
phase offset [56], which is a factor between [0,1], describing
the relative position between two satellites in adjacent orbits.
Ground station model. STARRYNET leverages the follow-
ing parameters to describe a ground station: (1) geographic
location; (2) the number of available antennas for ground
communication; (3) the elevation angle, which determines the
light-of-insight (LoS) of the ground station and can affect the
available duration of space-ground communication.
Network model. The inter-satellite or ground-satellite net-
work connectivity is mainly affected by following factors:
(1) the visibility between two communication ends; (2) the
amount of available ISLs or antennas in satellites or ground
stations; and (3) the connectivity policy, which decides how

to establish a connection between two communication ends.
STARRYNET enables two prefabs of connectivity policies for
inter-satellite connection: (1) +Grid [58], where each satellite
connects to two adjacent satellites in the same orbit and to
two in adjacent orbits; (2) Motif [40], which is a repetitive
pattern where each satellite connects to multiple visible satel-
lites and each satellite’s local view is the same as that of any
other. For ground-satellite connectivity, STARRYNET offers
multiple optional schemes that control a ground station to
connect to a visible satellite, e.g., selecting the one with the
shortest distance or the longest remaining visible time. Since
the delay is typically determined by the network topology and
speed of the light, STARRYNET calculates the propagation
delay of each link based on the physical distance between
two ends. As network capacity might be too speculative in
practice, link capacity is set by user-specific configurations.
Computation model. The computation capability of satellites
varies greatly in different real-world deployments. Generally,
conventional space-grade processors have limited capabil-
ity [53,65] as compared with that used in terrestrial computer
systems. For example, the operating frequency of spaceborne
processors (e.g., BAE-RAD series [21,22]) ranges from 110 to
466MHz per core. Recently, satellite operators and researchers
start to use commercial off-the-shelf (COTS) processors in
space stations [14] or in LEO small satellites [23, 44] to re-
duce the manufacturing cost. To support various experimental
requirements, STARRYNET allows researchers to manually
configure the CPU capability of each satellite node through
approximating the frequency and number of available cores
of each emulated node, by scaling download CPU frequency
and enforcing a maximum time quota for each node.

4.3.2 Constellation consistency

Spatial consistency. Based on constellation-wide informa-
tion, STARRYNET first determines the amount of required
containers. Each container runs realistic system environments
and networking stack to emulate a satellite in the constella-
tion, a ground station or a terrestrial user terminal. Second,
using orbit-granularity information, STARRYNET calculates
the latitude, longitude and height (i.e., LLH information) of
each satellite at any given time slot. Finally, exploiting the
above LLH information and minimum elevation angles, STAR-
RYNET calculates the visibility between arbitrary two satel-
lites, or between satellites and ground facilities.
Temporal consistency. Since emerging LEO satellites are
inherently moving at a high velocity, the locations, inter-
visibility, and network conditions (e.g., connectivity and prop-
agation delay between two nodes) of an ISTN are changing
over time. To achieve realism, these states should be tempo-
rally consistent to real scenarios. STARRYNET splits time into
slots, calculates LLH information in each slot, and follows the
hybrid models to determine time-varying network conditions
in different slots. Such dynamic states will further be used for
driving the dynamic emulation operated by the orchestrator.
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4.4 Constellation Orchestrator
The orchestrator is designed for four goals. First, the orches-
trator exploits container-based emulation to construct an emu-
lated ISTN environment upon one or many physical machines
(depending on the constellation size). Second, the orches-
trator configures the computation and network capability of
each emulated node, according to users’ configurations and
the spatial and temporal results calculated by the constella-
tion synchronizer. For example, a space-ground connectivity
should be dynamically updated based on the time-varying
visibility between its two ends. Third, the orchestrator can
connect the emulated ISTN to real-world network facilities
(if any, e.g., real satellite prototypes or terminals) and support
interactive Internet traffic. Finally, at runtime the orchestrator
leverages a measurement agent to monitor and report the run-
time resource usage (e.g., CPU/memory/bandwidth usage) to
the user as a feedback of the experiment for further analysis.

4.4.1 Multi-machine support for constellation emulation
Since each emulated satellite consumes computation, network
and storage resources in practice, it is challenging to sup-
port the emulation of large-scale constellations on a single
machine, especially when additional user-defined payloads
(e.g., a new satellite routing protocol) need to be loaded for
experimentation. STARRYNET addresses this limitation by
integrating resources on multiple machines to support large-
scale, time-varying constellation emulations. When deployed
on multiple machines, STARRYNET’s orchestrator divides
these machines into two parts. First, one machine, selected
as the resource manager, manages, schedules and allocates
resources upon all machines to jointly create and maintain the
ENE. Second, other machines, working as worker clusters,
receive and follow commands from the resource manager. For
each node in the ISTN (e.g., a satellite or ground station), the
orchestrator creates a container to emulate it, and creates a
virtual bridge connecting two nodes to emulate a link.
Topology creation on multiple machines. One big challenge
made by extending an emulated mega-constellation to mul-
tiple machines is to ensure that the emulated constellation
is topologically consistent to the real constellation. Figure 2
shows an example of emulating an LEO satellite constella-
tion including two adjacent orbits on two physical machines.
Specifically, Figure 2a plots two Starlink inclined orbits, each
of them having 22 satellites evenly spaced with available
ISLs. Assume that we use two machines for this emulation,
and each machine creates 22 containers to emulate 22 satel-
lites. In a real constellation, each satellite connects its two
neighbors in the same orbit, and to another satellite in the
adjacent orbit. Ideally, an emulated topology for the constel-
lation in Figure 2a can be easily created if each machine has
more than 22 physical network interfaces. However, in prac-
tice the number of available interfaces of a machine is likely
to be limited. As shown in Figure 2b, if we directly bridge the
emulated network interface of each satellite to the physical

interface, due to the lack of traffic isolation, emulated satel-
lites in two machines will establish an “all-to-all” topology
which is inconsistent to the grid-like topology in Figure 2a .

STARRYNET addresses this inconsistency on multiple ma-
chines by creating multiple VLANs to emulate independent
ISLs, interconnect satellites in two machines and isolate inter-
satellite traffic as that in a real constellation. As plotted in
Figure 2c, we build a VLAN for each ISL crossing different
machines (e.g., vlink A1-B1 interconnects emulated satellite
A1 and B1), and thus STARRYNET obtains the correct virtual
network topology consistent to the real constellation topology
as illustrated in Figure 2a upon multiple machines.
Topology update on multiple machines. Due to the high
dynamics of ISTN, the network topology fluctuates over time.
If a connectivity change occurs on a single machine, i.e., all
affected nodes are located on the same machine, STARRYNET
deletes the old virtual link, and creates a new link connect-
ing corresponding nodes. Otherwise, if a connectivity change
involves nodes on multiple machines, STARRYNET exploits
a VLAN-based approach to limit the link update operation
to a single machine. Figure 3 plots an example of the emu-
lation of space-ground handovers upon multiple machines.
Assume there are three satellites, two ground stations in two
sequential time slots. In the first slot, satellite S2/S3 connects
to ground station GS1/GS2 respectively. As satellites move,
the space-ground connectivity changes, and S1/S2 connects
to GS1/GS2 respectively in the second slot. STARRYNET
emulates the ground-satellite links (GSLs) by two VLAN-
based virtual links, and performs the correct handover by
properly adjusting the connectivity change between S1/S2/S3
and vlink-GS1/GS2, in different slots on machine A.

4.4.2 Efficient time synchronization and state update
Another challenge made by multi-machine extension is the
time synchronization and link update overhead. Specifically,
to achieve temporal consistency, STARRYNET’s constellation
synchronizer assigns a sequence of update events to the or-
chestrator to inform each emulated satellite when an update
(e.g., a location/connectivity change) should happen. To trig-
ger such events, a baseline approach is to let the centralized
manager send commands to all emulated satellites in every
slot, and trigger corresponding update events. However, such
a real-time approach has limited scalability as the amount
of emulated satellites increases, since each event requires to
update the state of a certain virtual interface/container, and
continuously and simultaneously performing a large number
of updates can overload the manager, result in delayed update,
and invalidate the temporal consistency of the emulation.

To reduce the state update overhead caused by mimick-
ing temporal dynamics in mega-constellations, STARRYNET
leverages a prediction-based multi-thread event memorization
approach. We define the synodic period as the amount of time
that it takes for the constellation to reappear at the same pro-
jection upon the earth surface. In the emulated environment,
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at the beginning of each synodic period, the orchestrator pre-
generates an event list for each satellite that includes all its
update events during the current synodic period. At runtime,
each emulated satellite adopts an independent event update
thread to read the local event list in each slot, and triggers
the corresponding event scheduled in the current slot. Time
clocks upon all machines are synchronized by the NTP [17].

4.5 Open APIs for ISTN Experiments
Environment APIs. STARRYNET provides the environment
APIs for a researcher to load trace from the database, and cre-
ate/control/run an ENE upon one or multiple machines with
user-defined ISTN configurations. Once constellation and GS
information are completely loaded, these configurations are
delivered to the synchronizer to calculate spatial and temporal
characteristics, which are further used by the orchestrator to
construct the ENE. The environment APIs also allow users
to configure the interval of discrete time slot to adjust the
dynamicity. Note that the ENE not only maintains the run-
time of emulated constellations, but also needs to run the test
workload deployed by the researcher. We design a resource
threshold ∆ to control the percentage of CPU/memory used by
the framework. In other words, at least (100%-∆) of the total
CPU/memory should be left for the researcher’s test cases.
Self-node APIs. STARRYNET’s self-node APIs are designed
to be called by the researcher’s programs on each emulated
satellite. These APIs expose underlying satellite-related in-
formation to user programs. Specifically, in each emulated
satellite, user program can obtain the index of current satel-
lite/orbit, sunlight state, time-varying geo-location informa-

tion, current satellite velocity and the index of adjacent reach-
able satellites, etc. Such satellite-specific information can be
used for developing new on-board capabilities in ISTNs.

5 Implementation and Usage
We highlight the salient aspects of STARRYNET’s implemen-
tation and usage in this section.
Framework implementation. STARRYNET’s observer is
implemented as a combination of a crawler based on
Scrapy [27], together with a MySQL-based data store.
We implement STARRYNET’s synchronizor based on
SkyField [29], an astronomy library that supports the calcu-
lation of high precision research-grade positions for satellites.
STARRYNET’s orchestrator is implemented upon Docker [6]
and it spans the emulated constellation across multiple ma-
chines. We use OpenvSwitch [19] to emulate and configure
links, and use tc [67] to dynamically set artificial network
conditions according to the numeric results calculated by
STARRYNET’s synchronizer. Specifically, we optimized the
link management module in tc to satisfy the requirement of
light-weight state update. To accomplish flexibility, STAR-
RYNET’s abstraction is implemented as a combination of a
lib-STARRYNET library and a collection of shell commands.
Collectively, the core components of STARRYNET are imple-
mented in about 6500 lines of Python codes and scripts.
Framework usage. We illustrate the usage of STARRYNET
with a concrete example as plotted in Figure 4: a researcher
wants to evaluate a novel geo-location-based routing mecha-
nism based on [63], under the Starlink constellation. In par-
ticular, this experiment can be conducted with STARRYNET
in three steps. First, leveraging STARRYNET’s APIs, the re-
searcher writes a user-defined experimental program (Fig-
ure 4a) for test. In this example, we show a geo-routing policy
similar to [63], which runs on each satellite, and forwards
received packets to the adjacent satellite that is the geograph-
ically closest to the destination. Second, the researcher pre-
pares a set of manifest files describing the constellation con-
figurations, e.g., orbital information and ground station dis-
tribution (Figure 4b). Finally, the researcher runs a batch of
shell commands exposed by STARRYNET to load manifest
files (e.g., starlink.json and gs.json), create experimental en-
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# geo_routing.py 

from lib_starrynet import *; 

def geocast_next_hop(dst_addr): 

   # Obtain adjacent satellites info 

   n_sats = sn_get_sat_neighbors() 

   # Find the sat closest to dst 

   for sat in n_sats:  

       if dis(sat, dst_addr)  

          < dis(next_sat, dst_addr): 

          next_sat = sat 

   return next_sat 

  
(a) User-defined experimental program.

"starlink":[ #starlink.json 

  {  "name": "Starlink-S-I", 

     "altitude": "550km", 

     "inclination": "53.0", 

     "plane_count": "72", 

     "satellites_per": "22" }] 

"ground-station":[ #gs.json 

{ "name": "Chicago", 

  "latitude": "41.850", 

  "longitude": "-87.650", 

  "altitude": "0.144km"},...] 

 
(b) Constellation configurations.

#(1)initialize sn and monitor an interface of the manager machine 

@manager:/$ sn manager init --m-addr=192.168.0.1  

#(2)connect each worker machine to the manager to join the framework 

@workers:/$ sn worker join --m-addr=192.168.0.1  

#(3)load manifest files and create the ENE named ”sl_cons” 

@manager:/$ sn create --name sl_cons -c 'starlink.json' -gs 'gs.json'  

#(4)manually set uplink/downlink capacity to 20Mbps/200Mbps 

@manager:/$ sn network --name sl_cons –-gsl-up=20 –-gsl-down=200 

#(5)start the ENE, and run it for 3600 seconds 

@manager:/$ sn start sl_cons --duration=3600 –-delta=0.5  

#(6)run user-specific program in all satellites in the first orbit 

@manager:/$ sn cmd sl_cons.orbit[0] python /home/geo_routing.py  

  
(c) Load configurations to initialize the ENE and run experiment.

Figure 4: A getting-started example of STARRYNET (sn).

vironment (e.g., “sl_con”) on multiple machines, configure
network parameters (e.g., uplink/downlink capacity), and run
the user-specific program on emulated satellites (Figure 4c).

6 Framework Evaluation
In this section, we evaluate STARRYNET by exploring two
important aspects related to the framework. Q(i): Can STAR-
RYNET flexibly scale to various experimental requirements,
with acceptable system and configuration overhead? Q(ii):
How faithful are the results obtained by STARRYNET, as com-
pared with other state-of-the-art simulators, and live network
performance? Our framework evaluations are conducted on a
typical enterprise cluster, including eight DELL R740 servers
connected to a LAN. Each server is equipped with two Intel
Xeon 5222 Processors (4-core, 3.8GHz for each processor),
8*32G DDR4 RAM, and Ubuntu20.04-LTS.

6.1 Ability to Satisfy Various Experimental Re-
quirements for ISTNs

Elastic scaling to various constellation configurations. In
reality, satellite operators incrementally deploy their satellite
mega-constellations, which consist of multiple shells. As de-
picted in Table 2, STARRYNET is able to flexibly create a user-
defined experiment environment for different shells, or multi-
shell combinations of representative mega-constellations to
satisfy various research requirements. The emulated constel-
lation size can scale from about 300 (e.g., the T1 shell of
Telesat) to 4408 (e.g., the full-scale Starlink Phase I with five
shells) following different users’ configurations.
Environment setup overhead. STARRYNET’s APIs have
concealed complex underlying processing for trajectory cal-

culation and resource orchestration for the emulation. Thus
a researcher can easily establish each ENE listed in Table 2,
by writing about a dozen lines of code based on constellation
prefabs (e.g., like Figure 4b) predefined in STARRYNET’s
database. The creation time of a certain ENE upon STAR-
RYNET tightly depends on the experiment scale, and the hard-
ware capability of these machines used for experiments. Con-
cretely, as shown in Table 2, the total creation time, including
both node and link creations, increases as the constellation
size scales up, and ranges from several minutes (for small size
ENE) to tens of minutes (for large size ENE) in our current
STARRYNET implementation.
System overhead. Table 2 also plots the average CPU and
memory overhead consumed on each machine by running var-
ious ENEs. We make several observations. First, as expected,
when the constellation size increases, STARRYNET requires
more worker machines, consuming more CPU/memory re-
sources to emulate ISTN nodes, links, and their constellation-
wide dynamics. Second, if STARRYNET updates satellite dy-
namics more frequently (i.e., with shorter update intervals),
it consumes more resources to accomplish fine-granularity
updates. Note that in this experiment we limit the CPU us-
age below ∆ = 50% in each machine. This is because in an
ENE, the runtime overhead of the underlying STARRYNET
should not use up all CPU/memory resources. It is reason-
able to leave sufficient resources for the tested workloads and
functionalities running upon the ENE.

6.2 Fidelity Analysis
Next we analyze the fidelity of STARRYNET by comparing
the experiment results obtained by STARRYNET with live
satellite networks and other state-of-the-art simulators.
Network performance under a live Starlink topology. We
leverage STARRYNET to establish an ENE following the net-
work topology of a recent live Starlink test conducted in
Europe in 2021 [33]. Specifically, this real-world Starlink
topology involves several key components as illustrated in
Figure 5: (1) a user terminal together with a Starlink satellite
dish located at the campus Klagenfurt Primoschgasse; (2) a
SpaceX’s ground station located in Frankfurt, Germany; (3)
a Point of Presence (PoP) connecting the ground station to
terrestrial Internet; and (4) a Web server deployed in Vienna.
This experiment publicly reports the ping and iperf results
measured between user terminal and the Web server, over
the ISTN integrating Starlink satellites and terrestrial Inter-
net. We use STARRYNET, Hypatia [60] and StarPerf [61] to
generate network performance under the same topology con-
figuration. The latter two are state-of-the-art ISTN simulators.
Figure 6 plots the comparison for the latency results. First, we
find that existing simulators underestimate the latency, since
their latency estimations are based on a high-level abstrac-
tion without considering system effects like packet processing
overhead. Second, STARRYNET achieves acceptable fidelity,
as it attains similar latency performance in each case (i.e., aver-
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Height (km) Constellation Size
 (number of satellites)

Minimum #
of Required

Workers
Starlink S1 (72*22, 53°) 550 1584 5.9 4.6 10.5 7.2% 7.0% 6.3% 3.9% 3.5% 3.4% 2
Starlink S2 (72*22, 53.2°) 540 1584 5.9 4.6 10.5 7.2% 7.0% 6.3% 3.9% 3.5% 3.4% 2
Starlink S3 (36*20, 70°) 570 720 3.0 2.1 4.9 1.2% 1.1% 1.0% 2.7% 2.6% 2.6% 1
Starlink S4 (6*58, 97.6°) 560 348 1.9 1.3 3.2 1.0% 1.0% 1.0% 2.7% 2.6% 2.4% 1
Starlink S5 (4*43, 97.6°) 560 172 1.6 1.2 3.2 1.0% 1.0% 1.0% 2.3% 2.3% 2.3% 1
Starlink Full (4408 satellites) hybrid 4408 13.3 7.9 21.2 39.6% 37.0% 34.3% 10.4% 9.1% 8.9% 7
Kuiper K1 (34*34, 51.9°) 630 1156 4.4 3.8 8.2 2.6% 2.4% 2.3% 3.8% 3.5% 3.2% 2
Kuiper K2 (36*36, 42°) 610 1296 4.7 4.2 8.9 3.9% 3.6% 3.2% 4.0% 3.6% 3.5% 2
Kuiper K3 (28*28, 33°) 590 784 3.2 2.4 5.6 1.3% 1.2% 1.2% 2.7% 2.6% 2.6% 2
Kuiper Full (3236 satellites) hybrid 3236 5.7 4.8 10.5 24.6% 23.9% 23.2% 6.3% 6.2% 6.2% 6
Telesat T1 (27*13, 98.98°) 1015 351 1.9 1.3 3.2 1.0% 1.0% 1.0% 2.6% 2.5% 2.4% 1
Telesat T2 (40*33, 50.88°) 1325 1320 4.8 4.2 9.0 3.9% 3.7% 3.3% 4.0% 3.6% 3.5% 2
Telesat Full (1671 satellites) hybrid 1671 3.1 2.4 5.5 7.2% 7.0% 6.4% 4.2% 3.7% 3.6% 3

Avg. CPU (%)
Interval = 1/2/3 (s)

Avg. Memory (%)
Interval = 1/2/3 (s)

Creation Time (min)
Nodes/Links/Total

Metrics

Constellation

Table 2: Ability to support mega-constellation emulation with various experimental configurations and system overheads.
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Figure 8: Latency comparison
in an ISL-enabled topology.
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Figure 9: Flexible computa-
tion capability.

age/50th/70th/90th percentile) as compared with the real mea-
sured data from live Starlink. This is because STARRYNET
jointly combines model calculation, data-driven calibration
and real networking stack to create the ENE.

Bandwidth is a metric that can be affected by many op-
erational factors. Therefore, in a research experiment STAR-
RYNET allows the researcher to manually configure the link
capacity on demand. For example, we follow the realistic
Starlink trace in [33] to set the uplink/downlink capacity, and
run iPerf to measure the TCP throughput in each direction.
Since Hypatia and StarPerf can not load real network traffic
by iPerf, we compare the throughput results of live Starlink
and STARRYNET. Specifically, evaluation results in Figure 7
demonstrate that STARRYNET can be tuned to accurately
emulate the bandwidth of a live ISTN.
Network performance under an ISL-enabled topology.
As of the date of this paper submission, most real mega-

constellations like Starlink and Kuiper are still in their early
stage and under heavy construction. Although Starlink has
started to deploy laser ISLs on its LEO satellites, those ISLs
are still under internal test, and it is difficult to directly com-
pare the network performance estimated by STARRYNET
with a real ISL-enabled satellite network. To analyze the fi-
delity of STARRYNET when ISLs are activated, we compare
the performance results obtained by STARRYNET with other
ISTN simulators. Figure 8 plots the CDF of latency between
a collection of real ground-station pairs [26] with the same
constellation configuration based on the ISL-enabled Starlink
network. The latency results of STARRYNET are measured by
ping test in the emulated ENE, while the results of other sim-
ulators are generated by numeric or event-driven calculation.
As shown in Figure 8 the latency obtained by STARRYNET is
slightly higher than other simulators, because STARRYNET
incorporates realistic system-level overhead (e.g., packet pro-
cessing) which could be neglected in simulators.

On-demand computation capability. Researchers may need
to conduct their experiments on different satellite hardware
with various computation capabilities. For example, authors
in [53] studied the application performance achieved by two
space-grade processors RAD-5545 [21] and HPSC [13]. Re-
cent works like [23, 44] explored new satellite functionalities
running upon commercial low-power processor such as Rasp-
berry Pi [24] and Jetson TX2 [18]. STARRYNET is able to
flexibly adjusting the computation capability on each emu-
lated satellite to satisfy various experimental requirements. To
validate the computational flexibility, we use CoreMark [5],
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a well-known processor benchmark to measure the perfor-
mance of the real hardware and its facsimile created by STAR-
RYNET. As plotted in Figure 9, CoreMark score is a metric
that quantifies the computation capability. Higher scores indi-
cate stronger computing capability. For various computation
requirements, STARRYNET can mimic similar processor ca-
pability based on concrete experimental requirement.

7 Evaluating Futuristic ISTN Research with
STARRYNET: Case Studies

Next we conduct several case studies to show how STAR-
RYNET can be used to advance futuristic ISTN research.

7.1 Exploring the Design Space of Integrating
LEO Satellites and Terrestrial Facilities

To realize the promise of low-latency and pervasive accessibil-
ity of ISTN, the first step should be interconnecting LEO satel-
lites and terrestrial facilities (e.g., ground stations and user
terminals). While many existing studies have proposed differ-
ent space-ground topology designs, it still lacks a systemati-
cally analysis and comparison on these integration paradigms,
in terms of their network performance and corresponding
cost. We leverage STARRYNET to explore how different de-
sign choices of space-ground integration (as illustrated in
Figure 10) could affect the performance and cost of an ISTN.
(1) Satellite relays for last-mile accessibility (SRLA). Satel-
lites and ground facilities can be integrated based on the clas-
sic “bent-pipe” architecture to provide last-mile network ac-
cessibility as illustrated in Figure 10a, which is the status-quo
of many today’s satellite constellations like OneWeb. Data
from the ground are first transmitted to the satellite, which
then sends it right back down again like a bent pipe. The only
processing performed by satellites is to retransmit the signals.
(2) Satellite relays for ground station networks (SRGS).
Figure 10b depicts another “bent-pipe”-based integration
paradigm originally introduced in [57], where geo-distributed
ground stations work as routers to construct a network. Each
satellite switches packets between two ground stations con-
nected to the satellite. Packets from the sender are routed to
the receiver by paths built upon satellites and ground stations.
(3) Ground station gateway for satellite networks (GSSN).
Figure 10c shows an ISL-based internetworking approach pro-
posed by [52]. ISL-enabled satellites can build space routes
for long-haul communication, without the need of a large
number of ground station relays, as well as user-side satellite
dishes. Satellites and ground stations build a Layer-3 network.
During an end-to-end transmission, packets from the sender
are first routed to a ground station via terrestrial Internet, then
to the receiver side ground station over ISL-enabled satellites,
and finally to the receiver over the terrestrial Internet.
(4) Directly accessed satellite networks (DASN). Figure 10d
plots a paradigm where users’ satellite dishes directly con-
nect to ISL-enabled satellite networks, and two users can

establish long-haul communication without the assistance of
geo-distributed ground stations [51, 56]. Satellites work not
only as routers, but also as access points/gateways allocating
addresses for different terrestrial users.
Experiment setup. We leverage STARRYNET to build an
ENE for each paradigm, analyze their cost, and evaluate
their network performance. Specifically, we establish an ENE
based on Starlink’s first constellation shell and its ground sta-
tion distribution. We randomly pick geo-distributed user-pairs
and establish communication sessions between these pairs
over the satellite network. On each emulated satellite, we
load BIRD [37] routing software and run OSPF as the routing
protocol to achieve the shortest path for data transmission.
Observations. Table 3 summarizes the average end-to-end
latency and the latency breakdown of different space-ground
topology designs. We observe an obvious latency reduction
accomplished by laser ISLs, and DASN obtains the lowest
end-to-end latency on average. Since ground stations typi-
cally can not be deployed upon oceans (70% earth surface),
SRGS suffers from the highest latency as compared with other
schemes due to the insufficient deployment of ground stations.

As satellites move, two main factors affect the end-to-end
network reachability. First, users in certain regions may lose
available satellite access due to the LEO dynamics. For ex-
ample, users in high latitude areas may suffer from intermit-
tent satellite access. Second, frequent connectivity changes
can trigger routing re-convergence. As plotted in Table 3,
SRGS suffers from the lowest reachability due to the com-
bination of LEO dynamics and limited coverage of insuffi-
cient ground stations. GSSN obtains low reachability because
frequent satellite-ground handovers result in continuous re-
convergence, during which routes are fluctuating and unstable.

For SRLA, SRGS and GSSN, the IP address of user’s satel-
lite dish is allocated by the fixed user-side ground station, and
the addresses of senders or receivers do not change during the
communication. However, for DASN, each satellite works not
only as a router, but also as an access point/a gateway which
allocates IP addresses for terrestrial dishes connect to it. Due
to the LEO dynamics, terrestrial dishes have to frequently
change access satellite as well as their subnet. Consequently,
addresses are frequently updated, which may further disrupt
high layer transport connections and application sessions.

The above four topologies have different deployment and
operating costs in addition to LEO satellites. SRLA and SRGS
require a large number of available ground stations near users
to guarantee continuous satellite coverage. For SRGS, it also
requires sufficient geo-distributed ground stations to ensure
stable and low-latency routes over satellites and ground sta-
tions. GSSN and DASN require the extra deployment of ISLs.
Users in SRLA, SRGS and DASN have to purchase a dedi-
cated dish to access satellites. In GSSN, users connect to the
ground station gateway via terrestrial networks, and do not
need to install additional satellite dishes.
Implications. As summarized in Table 3, there is no clear win-
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Figure 10: The design-space for various space-ground integration methodologies.

Inter-Satellite Space-Ground Ground Toal GS Terminal ISLs
SRLA 0 76.25 107 183.25 97.00% ✗ ✓ ✓ ✗
SRGS 0 313.39 0 313.39 51.00% ✗ ✓ ✓ ✗
GSSN 48.46 38.45 20 106.91 57.40% ✗ ✓ ✗ ✓
DASN 48.46 37.65 0 86.11 97.50% ✓ ✗ ✓ ✓

Operating CostAverage end-to-end latency and its breakdown (ms)
Design Reachability Frequent Address Update

Table 3: Comparison for different space-ground integration methodologies.

ner for all four integration methodologies. “Bent-pipe”-based
approaches achieve simplicity without ISL requirements, but
they fail to fully unleash the low-latency potential of ISTNs.
Approaches relying on ISLs can form near-optimal spaces
routes to attain wide-area low-latency communication, but
they involve extra ISL cost, and suffer from higher route
instability and connection disruptions, due to the route re-
convergence and address update caused by LEO dynamics.
All integration approaches have their limitations, and satellite
operators are suggested to choose a proper topology based on
their specific performance requirements and cost budgets.

7.2 Evaluating ISTN Resilience

Satellites are operated in complex outer space environments.
Small satellites deployed in emerging mega-constellations
typically have a short lifetime (e.g., 3-5 years [30]) due to
their low manufacturing cost. Many space factors or events,
such as space debris [15], geomagnetic storms [12], and single
event upset [28], etc., can cause immediate satellite failures.
For example, in February 8, 2022, about 40 Starlink satellites
are doomed by a geomagnetic storm [1]. Therefore, given
the harsh and error-prone space environment, it should be
important for satellite operators and researchers to evaluate
and analyze how resilient an ISTN is, and what kind of sys-
tem/network factors affect the resilience.
Experiment setup. We thus conduct an experiment with
STARRYNET to evaluate the network resilience with different
routing configurations. Specifically, we mimic the impact of a
space failure (e.g., due to a geomagnetic storm) which makes
a fraction of satellites in the constellation inactive and can not
forward network traffic. We load BIRD [37] in our ENE and

run OSPF as the routing protocol in this experiment.

Observations. Figure 11 plots the routing recovery time for
a set of representative city-pairs under various failure ratios.
An on-path satellite failure can cause a network disruption,
and the routing recovery time increases as the constellation
size and failure rate increase. Figure 12 plots the compari-
son for the end-to-end latency before the constellation failure
and after the routing re-convergence. We observe that the la-
tency increases slightly under low failure rate, and the latency
dramatically increases when the failure rate reaches 30%.

Implications. We summarize three key implications from
this experiment. First, we find the mesh-like network based
on a large number of satellites can maintain low latency in
case of low failure rate. This is because the mesh-like satellite
network has high path diversity, offering backup routes for
communication pairs in case of network failures. Second, the
inherent high dynamicity of LEO satellites is a double-edge
sword for the service restoration in an ISTN. On one hand,
for terrestrial users whose access satellite above them fails,
the dynamicity helps because faulty satellites will soon move
out of their line-of-sight. On the other hand, the dynamicity
hurts, as it spreads the failure globally, and could affect the
network accessibility of other users. Finally, while improv-
ing redundancy in physical connectivity and applying robust
mechanisms in protocol design are two critical directions to
improve the ISTN resilience, it is challenging to attain a “win-
win” integration of them in practical systems. Increasing the
satellite density indeed improves the resilience of satellite
accessibility in case of sudden failures, but it also involves
much more nodes and links in the network, and thus imposes
new challenges and requirements on the protocol scalability
and recovery efficiency under various failure scenarios.
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Figure 11: Route recovery time under different constellation-wide failures.
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Figure 12: Increased latency after route reconvergence under various constellation-wide network failures.
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Figure 13: Hardware-in-the-loop testing with STARRYNET.

7.3 Hardware-in-the-loop Testing

In real satellite deployments, it is very important to accurately
estimate how much energy a new system or network func-
tion will consume before the launch. STARRYNET enables
researchers to conduct hardware-in-the-loop testing to ac-
curately evaluate the low-level system effects under various
workloads. As a case study to demonstrate STARRYNET’s
ability, we connect a 3U CubeSat prototype, equipped with a
low-power processor [23,24] running real routing protocols to
the virtual satellite network emulated by STARRYNET, as il-
lustrated in Figure 13. Collectively, the 3U CubeSat prototype
together with the emulation creates a virtual constellation
network with 1584 Starlink satellites. We follow the satel-
lite traffic model proposed in [51] to inject traffic and use
a power monitor to measure the satellite prototype. Table 4
summarizes the power consumption in different states (e.g.,
calculating route convergence and forwarding traffic in vari-
ous data rates). Our hardware-in-the-loop test demonstrates

100 250 500 750 1000
Power consumption (W) 2.83 3.22 4.6 4.99 5.36 5.45 5.46

Data transmission rate (Mbps)
State Idle

Routing
convergence

Table 4: Power consumption under various ISTN workloads.

STARRYNET’s ability to create a hybrid ENE and evaluate
real system effects for user-defined functionalities.

8 Limitation and Future Work

Experimental scope and limitations. Our STARRYNET
framework mainly targets at various network-level experi-
ments for ISTNs, e.g., evaluating a new routing/transport-
layer protocol, or assessing the network performance of a new
topology design in a highly-dynamic, resource constrained
virtual ISTN environment. The scale of the experiment sup-
ported by STARRYNET is closely related to the underlying
resources provided by physical machines. In its present form,
the key limitation of STARRYNET can be summarized as
follows. First, STARRYNET is essentially a data-driven frame-
work combining constellation-relevant modeling and network
emulation. Thus its fidelity tightly depends on the availability
and accuracy of the public information shared by the satellite
ecosystem. For example, in practice, public TLE data may
provide inaccurate orbit information, which can have errors
up to 12 km, and such errors can affect the calculation of
network performance (e.g., inter-satellite visibility and prop-
agation delay). Second, some parameters are hard to obtain
from a practical satellite system today, because most mega-
constellations are still in their early stage with limited access.
For example, it is difficult to obtain the real ISL-enabled Star-
link performance right now, since Starlink’s laser ISLs are
still under internal test. Thus, STARRYNET allows researchers
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to manually configure the ISL parameters (e.g., link capacity)
and customize their experiments based on various experimen-
tal requirements. Third, our framework is primarily based on
virtualization-based network-level emulation, and thus it has
limited ability to emulate physical layer (PHY) characteristics
that can be observed in a live network experiment, e.g., spec-
trum adaptation and multiplexing [42], or the time consumed
by a real satellite dish to detect PHY connectivity changes.
Future work. Satellite Internet mega-constellations are still
evolving rapidly. New constellation designs are constantly
being proposed, and existing constellation schemes are con-
stantly being updated. In our future work, we will follow the
evolution and deployment of realistic satellite Internet con-
stellations. In particular, we will track the latest constellation
information to update STARRYNET’s open database, calibrate
the constellation models and further improve the fidelity of
the STARRYNET framework. Moreover, based on these impli-
cations obtained from our case studies in §7, we will explore
new network techniques tailored for ISTNs, e.g., practical and
resilient satellite routing protocols in the future. Our latest
research progress on STARRYNET will be updated on the
website: https://github.com/SpaceNetLab/StarryNet.

9 Related Work
Section 3.2 has discussed most existing efforts relevant to the
method of building ENEs. In this section we briefly introduce
other ISTN works related to our study in this paper.

The network community has many recent efforts studying
on the topology design [40, 58], routing [47, 52, 56, 57, 83],
transport-layer congestion control [60,64], new satellite appli-
cations [62] and security issues [51] for emerging ISTNs. For
instance, Motif [40] is a recent topology design for LSNs, in
which each satellite is dynamically connected to other visible
satellites to achieve low latency under various traffic configu-
rations. Works in [40,56,57] suggest the use of pre-calculated
shortest-path-based routing and traffic engineering schemes
for ISTNs. On one hand, these pioneering studies indeed
outline the promising network potential of futuristic ISTNs.
On the other hand, the above new thoughts are evaluated by
simulations with a high-level abstraction. STARRYNET can
stimulate new research and advance existing ISTN works by
evaluating them in a more realistic ENE to obtain practical
insights for further optimizations.

The rapid evolution of ISTNs also attracted the attention
of the system community. Specifically, orbital edge comput-
ing (OEC) [43, 44, 66] is a new computation architecture
which leverages computational satellites to pre-process earth
observation (EO) data, and save the data download overhead.
Studies in [49, 50] explored the feasibility of applying deep
neural networks to process on-board satellite data. Since
STARRYNET creates real system runtime and networking
stack in an experimental ISTN environment, it can also help
to evaluate system-level effects of these new algorithms, im-
plementations and programming models designed for ISTNs.

10 Conclusion

To advance futuristic research on ISTNs, this paper presents
STARRYNET, an experimentation framework that empow-
ers researchers to conventionally and flexibly build ENEs
for ISTN research. STARRYNET simultaneously achieves
constellation-consistency, network realism, and flexibility, by
integrating real constellation-relevant information, orbit anal-
ysis and large-scale emulations to construct ENEs. By com-
paring STARRYNET’s results with live network performance
and conducting diverse case studies, we demonstrate STAR-
RYNET’s fidelity and flexibility for various ISTN experiments.
We are confident that the open-source STARRYNET can help
the network and system community to flexibly conduct vari-
ous ISTN evaluations with more credible results.

Acknowledgments

We thank our shepherd Behnaz Arzani and all anonymous
NSDI reviewers for their feedback which greatly improved the
paper. This work was partially supported by the National Nat-
ural Science Foundation of China (NSFC No. 62132004) and
Tsinghua University-China Mobile Communications Group
Co., Ltd. Joint Institute.

References

[1] 40 Starlink satellites doomed by geomagnetic storm.
https://earthsky.org/space/40-starlink-
satellites-doomed-by-geomagnetic-storm/.

[2] Application of Kuiper Systems LLC for Author-
ity to Launch and Operate a Non-Geostationary
Satellite Orbit System in Ka-band Frequen-
cies. https://licensing.fcc.gov/myibfs/
download.do?attachment_key=1773885.

[3] Azure Orbital: Satellite ground station and schedul-
ing service connected to Azure for fast downlink-
ing of data. https://azure.microsoft.com/en-us/
services/orbital/.

[4] China’s megaconstellation project estab-
lishes satellite cluster in chongqing. https:
//spacenews.com/chinas-megaconstellation-
project-establishes-satellite-cluster-in-
chongqing/.

[5] Coremark: a benchmark designed specifically to test
the functionality of a processor core. https://
www.eembc.org/coremark/.

[6] Docker: Empowering app development for developers.
https://www.docker.com/.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1321

https://github.com/SpaceNetLab/StarryNet
https://earthsky.org/space/40-starlink-satellites-doomed-by-geomagnetic-storm/
https://earthsky.org/space/40-starlink-satellites-doomed-by-geomagnetic-storm/
https://licensing.fcc.gov/myibfs/download.do?attachment_key=1773885
https://licensing.fcc.gov/myibfs/download.do?attachment_key=1773885
https://azure.microsoft.com/en-us/services/orbital/
https://azure.microsoft.com/en-us/services/orbital/
https://spacenews.com/chinas-megaconstellation-project-establishes-satellite-cluster-in-chongqing/
https://spacenews.com/chinas-megaconstellation-project-establishes-satellite-cluster-in-chongqing/
https://spacenews.com/chinas-megaconstellation-project-establishes-satellite-cluster-in-chongqing/
https://spacenews.com/chinas-megaconstellation-project-establishes-satellite-cluster-in-chongqing/
https://www.eembc.org/coremark/
https://www.eembc.org/coremark/
https://www.docker.com/


[7] Emulab: a time- and space-shared platform for research,
education, and development in distributed systems and
networks. https://www.emulab.net/.

[8] FCC authorizes boeing broadband satellite constellation.
https://www.fcc.gov/document/fcc-authorizes-
boeing-broadband-satellite-constellation.

[9] FCC Authorizes Kuiper Satellite Constellation.
https://docs.fcc.gov/public/attachments/FCC-
20-102A1.pdf.

[10] FCC International Bureau Filings. https://
fcc.report/IBFS/.

[11] General mission analysis tool. https:
//gmat.atlassian.net/wiki/spaces/GW/
overview?mode=global.

[12] Geomagnetic storm. https://en.wikipedia.org/
wiki/Geomagnetic_storm.

[13] High performance spaceflight computing (HPSC).
https://www.nasa.gov/directorates/spacetech/
game_changing_development/projects/HPSC/.

[14] HPE spaceborne computer. https://www.hpe.com/
us/en/compute/hpc/supercomputing/
spaceborne.html.

[15] Kessler syndrome. https://en.wikipedia.org/
wiki/Kessler_syndrome.

[16] Norad two-line element sets current data. https://
www.celestrak.com/NORAD/elements/.

[17] NTP: The Network Time Protocol. http://
www.ntp.org/.

[18] Nvidia Jetson TX2 Module. https://
developer.nvidia.com/embedded/jetson-tx2.

[19] Open vswitch manual. http://
www.openvswitch.org/support/dist-docs/ovs-
vsctl.8.txt.

[20] PLANETLAB: an open platform for developing, de-
ploying and accessing planetary-scale services. https:
//planetlab.cs.princeton.edu/.

[21] RAD5545 SpaceVPX single-board computer.
Multi-core single-board computer. https:
//www.baesystems.com/en-media/uploadFile/
20210404061759/1434594567983.pdf.

[22] RAD750 family of radiation-hardened products. https:
//www.baesystems.com/en-media/uploadFile/
20210404044504/1434555689265.pdf.

[23] Raspberry pi in space! https://
www.raspberrypi.com/news/raspberry-pi-in-
space/.

[24] Raspberrypi fundation. https://
www.raspberrypi.org/.

[25] Roscosmos for space flights, cosmonautics programs,
and aerospace research. http://en.roscosmos.ru/.

[26] SatNOGS – Open Source global network of satellite
ground stations. https://network.satnogs.org/.

[27] Scrapy. https://scrapy.org/.

[28] Single-event upset. https://en.wikipedia.org/
wiki/Single-event_upset.

[29] Skyfield. https://rhodesmill.org/skyfield/.

[30] SpaceX is Giving the Internet Lift With Star-
link. https://subspace.com/resources/spacex-
is-giving-the-internet-lift-with-starlink.

[31] SpaceX’s Starlink user terminal. https:
//arstechnica.com/information-technology/
2020/12/teardown-of-dishy-mcflatface-the-
spacex-starlink-user-terminal/.

[32] Speed check: Starlink performance. https:
//www.speedcheck.org/starlink-performance-
2021/.

[33] Starlink analysis at the carinthia univer-
sity of applied sciences (CUAS). https:
//forschung.fh-kaernten.at/roadmap-5g/files/
2021/07/Starlink-Analysis.pdf.

[34] Starlink: high-speed, low latency broadband Internet.
https://www.starlink.com/.

[35] Systems Tool Kit (STK). https://www.agi.com/
products/stk.

[36] Telesat. https://www.telesat.com/.

[37] The BIRD Internet Routing Daemon. https://
bird.network.cz/.

[38] UCS satellite database. https://www.ucsusa.org/
resources/satellite-database.

[39] Amazon. AWS Ground Station. https://
aws.amazon.com/ground-station/.

[40] D. Bhattacherjee and A. Singla. Network topology de-
sign at 27,000 km/hour. In Proceedings of the 15th
International Conference on Emerging Networking Ex-
periments And Technologies (CoNEXT), pages 341–354.
ACM, 2019.

1322    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association

https://www.emulab.net/
https://www.fcc.gov/document/fcc-authorizes-boeing-broadband-satellite-constellation
https://www.fcc.gov/document/fcc-authorizes-boeing-broadband-satellite-constellation
https://docs.fcc.gov/public/attachments/FCC-20-102A1.pdf
https://docs.fcc.gov/public/attachments/FCC-20-102A1.pdf
https://fcc.report/IBFS/
https://fcc.report/IBFS/
https://gmat.atlassian.net/wiki/spaces/GW/overview?mode=global
https://gmat.atlassian.net/wiki/spaces/GW/overview?mode=global
https://gmat.atlassian.net/wiki/spaces/GW/overview?mode=global
https://en.wikipedia.org/wiki/Geomagnetic_storm
https://en.wikipedia.org/wiki/Geomagnetic_storm
https://www.nasa.gov/directorates/spacetech/game_changing_development/projects/HPSC/
https://www.nasa.gov/directorates/spacetech/game_changing_development/projects/HPSC/
https://www.hpe.com/us/en/compute/hpc/supercomputing/spaceborne.html
https://www.hpe.com/us/en/compute/hpc/supercomputing/spaceborne.html
https://www.hpe.com/us/en/compute/hpc/supercomputing/spaceborne.html
https://en.wikipedia.org/wiki/Kessler_syndrome
https://en.wikipedia.org/wiki/Kessler_syndrome
https://www.celestrak.com/NORAD/elements/
https://www.celestrak.com/NORAD/elements/
http://www.ntp.org/
http://www.ntp.org/
https://developer.nvidia.com/embedded/jetson-tx2
https://developer.nvidia.com/embedded/jetson-tx2
http://www.openvswitch.org/support/dist-docs/ovs-vsctl.8.txt
http://www.openvswitch.org/support/dist-docs/ovs-vsctl.8.txt
http://www.openvswitch.org/support/dist-docs/ovs-vsctl.8.txt
https://planetlab.cs.princeton.edu/
https://planetlab.cs.princeton.edu/
https://www.baesystems.com/en-media/uploadFile/20210404061759/1434594567983.pdf
https://www.baesystems.com/en-media/uploadFile/20210404061759/1434594567983.pdf
https://www.baesystems.com/en-media/uploadFile/20210404061759/1434594567983.pdf
https://www.baesystems.com/en-media/uploadFile/20210404044504/1434555689265.pdf
https://www.baesystems.com/en-media/uploadFile/20210404044504/1434555689265.pdf
https://www.baesystems.com/en-media/uploadFile/20210404044504/1434555689265.pdf
https://www.raspberrypi.com/news/raspberry-pi-in-space/
https://www.raspberrypi.com/news/raspberry-pi-in-space/
https://www.raspberrypi.com/news/raspberry-pi-in-space/
https://www.raspberrypi.org/
https://www.raspberrypi.org/
http://en.roscosmos.ru/
https://network.satnogs.org/
https://scrapy.org/
https://en.wikipedia.org/wiki/Single-event_upset
https://en.wikipedia.org/wiki/Single-event_upset
https://rhodesmill.org/skyfield/
https://subspace.com/resources/spacex-is-giving-the-internet-lift-with-starlink
https://subspace.com/resources/spacex-is-giving-the-internet-lift-with-starlink
https://arstechnica.com/information-technology/2020/12/teardown-of-dishy-mcflatface-the-spacex-starlink-user-terminal/
https://arstechnica.com/information-technology/2020/12/teardown-of-dishy-mcflatface-the-spacex-starlink-user-terminal/
https://arstechnica.com/information-technology/2020/12/teardown-of-dishy-mcflatface-the-spacex-starlink-user-terminal/
https://arstechnica.com/information-technology/2020/12/teardown-of-dishy-mcflatface-the-spacex-starlink-user-terminal/
https://www.speedcheck.org/starlink-performance-2021/
https://www.speedcheck.org/starlink-performance-2021/
https://www.speedcheck.org/starlink-performance-2021/
https://forschung.fh-kaernten.at/roadmap-5g/files/2021/07/Starlink-Analysis.pdf
https://forschung.fh-kaernten.at/roadmap-5g/files/2021/07/Starlink-Analysis.pdf
https://forschung.fh-kaernten.at/roadmap-5g/files/2021/07/Starlink-Analysis.pdf
https://www.starlink.com/
https://www.agi.com/products/stk
https://www.agi.com/products/stk
https://www.telesat.com/
https://bird.network.cz/
https://bird.network.cz/
https://www.ucsusa.org/resources/satellite-database
https://www.ucsusa.org/resources/satellite-database
https://aws.amazon.com/ground-station/
https://aws.amazon.com/ground-station/


[41] K. C. Castonguay. Additive manufacture of propulsion
systems in low earth orbit. Technical report, Air Com-
mand and Staff College, Air University Maxwell AFB
United States, 2018.

[42] R. Chen and W. Gao. TransFi: emulating custom wire-
less physical layer from commodity wifi. In Proceedings
of the 20th Annual International Conference on Mobile
Systems, Applications and Services (MOBISYS), 2022.

[43] B. Denby and B. Lucia. Orbital edge computing: Ma-
chine inference in space. IEEE Computer Architecture
Letters, 18(1):59–62, 2019.

[44] B. Denby and B. Lucia. Orbital edge computing:
Nanosatellite constellations as a new class of computer
system. In Proceedings of the Twenty-Fifth Interna-
tional Conference on Architectural Support for Program-
ming Languages and Operating Systems (ASPLOS),
page 939–954. ACM, 2020.

[45] G. Di Lena, A. Tomassilli, D. Saucez, F. Giroire,
T. Turletti, and C. Lac. Distrinet: a mininet implementa-
tion for the cloud. ACM SIGCOMM Computer Commu-
nication Review, 51(1):2–9, 2021.

[46] L. Dreyer. Latest developments on SpaceX’s Falcon 1
and Falcon 9 launch vehicles and Dragon spacecraft. In
Aerospace conference. IEEE, 2009.

[47] E. Ekici, I. F. Akyildiz, and M. D. Bender. Datagram
routing algorithm for leo satellite networks. In Proceed-
ings of International Conference on Computer Commu-
nications (INFOCOM), volume 2, pages 500–508 vol.2.
IEEE, 2000.

[48] W. Frick and C. Niederstrasser. Small launch vehicles -
A 2018 state of the industry survey.

[49] G. Giuffrida, L. Diana, F. de Gioia, G. Benelli, G. Meoni,
M. Donati, and L. Fanucci. Cloudscout: a deep neural
network for on-board cloud detection on hyperspectral
images. Remote Sensing, 12(14):2205, 2020.

[50] G. Giuffrida, L. Fanucci, G. Meoni, M. Batič, L. Buckley,
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Abstract – Modern high-speed railway (HSR) systems
offer a speed of more than 250 km/h, making on-board Inter-
net access through track-side cellular base stations extremely
challenging. We conduct extensive measurements on commer-
cial HSR trains, and collect a massive 1.79 TB GPS-labeled
TCP-LTE dataset covering a total travel distance of 28,800 km.
Leveraging the new insights from the measurement, we de-
sign, implement, and evaluate POLYCORN, a first-of-its-kind
networking system that can significantly boost Internet perfor-
mance for HSR passengers. The core design of POLYCORN
consists of a suite of composable multipath schedulerlets that
intelligently determine what, when, and how to schedule user
traffic over multiple highly fluctuating cellular links between
HSR and track-side base stations. POLYCORN is specially
designed for HSR environments through a cross-layer and
data-driven proactive approach. We deploy POLYCORN on
the operational LTE gateway of the popular Beijing-Shanghai
HSR route at 300 km/h. Real-world experiments demonstrate
that POLYCORN outperforms the state-of-the-art multipath
schedulers by up to 242% in goodput, and reduces the delivery
time by 45% for instant messaging applications.

1 Introduction
High-speed railway (HSR) systems, which offer a speed of
250+ km/h, revolutionize inter-city travel. Internet services on
HSR are typically provided by track-side cellular base stations
and an on-board proxy relaying data between WiFi APs and
the cellular infrastructure [1–7]. However, the ultra-fast speed
of HSR poses unprecedented challenges in bringing seamless
Internet service to passengers because of the intermittent link
connectivity characteristic – handover happens every less than
10 seconds [8] and the handover failure may cause a “blackout”
period of up to 10 seconds [9], as reported by previous studies.

It is known that MPTCP [10] (or multipath transport in
general) can leverage path diversity (with each path asso-
ciated with a cellular carrier or mobile network operator)
to improve link/connection robustness, as demonstrated in
low mobility scenarios [11–14]. However, applying multipath
transport to HSR networking is very challenging. Under such
extreme mobility, the network performance fluctuates sub-
second level [15], leading to 1636x higher variance in RTT

∗B: chenren@pku.edu.cn

than in static or low mobility scenarios [16] – this is a sharp
contrast to the common assumption that a relatively stable net-
work condition may last for several RTTs, which is leveraged
by the state-of-the-art MPTCP schedulers [17,18] for making
scheduling decisions. Indeed, as to be demonstrated in §6.2,
the inaccurate link quality estimation and scheduling deci-
sion informed by inaccurate throughput and RTT observations
often lead to poor performance under extreme mobility.

In this paper, we argue that in contrast to the state-of-art
multipath schedulers that rely on instantaneous performance
measurement for making reactive scheduling decisions, we
should carefully mine the networking features specific to the
extreme mobility scenario, identify the main events leading
to predictable failures, and design proactive scheduling strate-
gies accordingly. For this purpose, we conduct real-world
measurements on the popular Beijing-Shanghai route in China
traveling at an average speed of 300 km/h. Over 24 trips span-
ning three weeks, we collected 1.79 TB data covering a total
travel distance of 28,800 km. Our study differs from all prior
HSR networking measurement studies [8, 15, 19, 20]: through
collaborating with the on-board HSR ISP, we obtain precise
location (from the GPS receiver mounted on the carriage
roof) for every collected network performance sample. This
allows us to statistically correlate the train’s physical location
with various network performance events, enabling many key
analyses and henceforth the design of our system.

Leveraging our unique dataset, we identify three key as-
pects that guides our system design. First, handover failures,
which incur several seconds of link disconnection, can be rea-
sonably predicted from the train’s moving trajectory. Second,
the multipath heterogeneity (the relative performance rank-
ing across paths, i.e., carriers) is highly dynamic, oftentimes
changing on a per-RTT basis. Third, transport-layer packet
retransmission is much more common than typical cellular
links. We find that on HSR, 1.8% of the TCP packets experi-
ence retransmission timeout (RTO) – among them, 24% are
retransmitted more than once.

Inspired by the above findings, we develop POLYCORN,
a practical networking system that significantly boosts the
Internet performance for HSR passengers. It is to our best
knowledge the first full-fledged system that specifically opti-
mizes for Internet services on extreme mobility ground trans-
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portation. Leveraging multipath heterogeneity, POLYCORN
distributes passengers’ traffic over multiple cellular carriers
for bandwidth aggregation, reduced delay, and improved reli-
ability. In its core, POLYCORN is equipped with a novel multi-
path scheduler called HSRSCH, which judiciously determines
transmitting which data over which path(s) in real time despite
the highly dynamic network conditions. HSRSCH is tailored
to HSR environments through a proactive and cross-layer ap-
proach. Its design consists of four optimizations that could
be either individually or jointly applied to existing “baseline”
schedulers such as the minRTT shipped with MPTCP.

• Handover-failure-aware Path Rejection (§4.3) has an in-
tuitive idea: once an imminent handover failure event is pre-
dicted, HSRSCH temporarily disables the corresponding path
so packets will not be scheduled over it to avoid the black-
out period (and inter-subflow out-of-order delay). To realize
this idea, we apply robust and lightweight machine learning
to predict handover failures. We use two features carefully
derived from our measurements: location and cell ID, which
lead to an overall prediction accuracy of 80.6%.

• Tail-aware Path Rejection (§4.4) determines whether to
use path(s) when their link conditions deteriorate. Its basic
idea is to avoid scheduling tail packets, which belong to the
end of a flow (i.e., upon an end-of-flow indicator) on slow
path(s). Since HSR traffic is dominated by short-lived flows
(e.g., web browsing, instant messaging, mini videos), this opti-
mization can significantly accelerate short flows’ completion
time. We instantiate the idea by modeling the queuing and
transmission process of tail packets to guide path selection.

• Extended Reinjection (§4.5) detects vulnerable packets
when losses occur, and retransmit them early over other paths
in a batched manner. The idea stems from the bursty na-
ture of wireless losses and consequent excessive RTO events,
which we find to be even more prominent on HSR: one sin-
gle packet loss will introduce more subsequent ones. Our
approach differs from MPTCP’s default packet-by-packet
reinjection mechanism that is far too conservative for HSR.
We carefully determine the reinjection aggressiveness based
on real data to avoid putting too much burden on other paths.

• Opportunistic Redundant Traffic Injection (§4.6) proac-
tively leverages idle path(s) to transmit redundant data. It not
only provides extra resiliency to link quality fluctuation, but
also enables the transport layer to continuously probe the path
for important metrics such as RTT and RTO, which are highly
dynamic when probed from HSR.

We integrate the above components through a compos-
able scheduling framework, which treats a complex multi-
path scheduler as a pipeline of modularized schedulerlets as
described above. Compared to a monolithic scheduler, our
schedulerlet-based approach decouples the multipath schedul-
ing logic, and thus significantly reduces the system complexity
and development overhead, through the unified interface of
schedulerlets designed by us. It also makes the system exten-

sible and open to future optimizations (§4.2). The scheduling
framework is then integrated with a multi-user/multi-path data
transport mechanism (also developed by us), leading to the
full-fledged POLYCORN system (§4.7).

Utilizing various system-level techniques including multi-
pipe multiplexing [21, 22] and user-level packet interception,
our implementation runs completely in the user space while
maintaining full user/server transparency and high packet
I/O performance. It is deployed as two proxy modules, one
running on the HSR train and the other running on a cloud
server, that schedule uplink and downlink traffic respectively
over multiple cellular paths. POLYCORN requires no hardware
or firmware modifications, and is orthogonal to HSR-specific
PHY/MAC layer innovations [23–26] for cellular networks.
Our implementation consists of 24K lines of code.

Through our three-year collaboration efforts with the HSR
ISP’s operational department, we managed to deploy POLY-
CORN on real HSR trains by instrumenting their onboard LTE
gateways. We evaluate POLYCORN on the popular Beijing-
Shanghai route at 300 km/h, with the key results as follows.

• On HSR, POLYCORN outperforms state-of-art multi-
path schedulers (e.g., ECF [27], STMS [18], MuSher [17],
BLEST [28] and MPTCP’ default scheduler [10]) by 43% to
242% when downloading files with different sizes.

• POLYCORN consistently outperforms MPTCP by 61.5%,
30.6%, 64.2% on the three HSR route segments (Beijing-
Jinan, 406 km; Jinan-Nanjing, 617 km; Nanjing-Shanghai,
301 km) respectively, in terms of the file download time. This
indicates that POLYCORN could boost the networking perfor-
mance under different HSR track-side environments.

• POLYCORN reduces the delivery time by 45% for an instant
messaging application in a multi-user setting, compared to
the current operational deployment of HSR Internet access.

Note that although the above results are obtained from
LTE, POLYCORN is compatible with 5G networks that are
being deployed along the HSR tracks [29]. We elaborate the
applicability of POLYCORN on 5G in §7.

The Contributions of this paper is summarized as follows.

• New insights of extreme mobility networking characteris-
tics derived from a massive, GPS-labeled TCP-LTE dataset
covering 28,800 km travel distance.

• The design of cross-layer, proactive multipath scheduling
algorithms tailored to extreme mobility networking, and their
integration through a composable scheduling pipeline.

• The development of POLYCORN, the first-of-its-kind net-
work system boosting the mobile Internet performance for all
the HSR passengers.

• Deployment and extensive evaluations of POLYCORN on
commercial HSR trains in the wild.

This work does not raise any ethical issues.
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2 Networking Performance Measurement
To motivate the design of POLYCORN, we conduct real-world
measurements of mobile networking performance on HSR.
Our study is unique in two aspects. First, all our measured
network performance samples have precise GPS coordinates,
as opposed to coarse-grained cell IDs used in previous studies
[8, 15]. Second, leveraging the unique GPS-labeled data, we
offer new insights such as the predictability of failed LTE
handovers on HSR.

2.1 Data Collection Methodology
A major challenge of collecting fine-grained location on HSR
is a lack of GPS signal in the carriage due to electromagnetic
shielding. To overcome it, we collaborate with the China
Railway Gecent Technology operating China’s HSR WiFi
platform. We next describe our data collection setup in detail.

Onboard LTE Gateway. It is deployed by China’s HSR
WiFi carrier in the server room on each train. This gateway
serves two purposes: in the upstream, it connects to track-side
LTE base stations for Internet access; in the downstream, it
connects to the WiFi access points (802.11ac APs) serving
passengers in each carriage through a wired local area net-
work (LAN). The gateway is equipped with multiple SIM
cards of two major cellular carriers, as well as a 2×2 MIMO
antenna mounted on top of the server room carriage. The
GPS receiver is also mounted on the carriage roof, allowing
precisely tracking the location and speed of the train. We are
permitted to access the GPS data and use two of the LTE inter-
faces exclusively (i.e., there is no other user traffic over these
interfaces during data collection). We conduct data collection
using iPerf [30], tshark [31], and Quectel LTE QLog1 to mea-
sure the available bandwidth, capture packet traces, and record
LTE control-plane messages, respectively. No prior study to
our knowledge has leveraged such a unique infrastructure for
HSR network measurement and optimization.

Measurement Server. We deploy two co-located servers (4×
Intel Xeon Skylake 6133 2.5 GHz CPU with 8 GB RAM) in
a major cloud service provider in China. Each server serves
measurement requests for one LTE carrier. The servers are
located in Shanghai that is 20 to 1,300 km away from our stud-
ied HSR route. We conduct wired experiments from several
hosts near the HSR route to the two servers, and the through-
put (RTT) are measured to be ≥50 Mbps (≤ 33 ms), which
is far above (below) the corresponding metric measured on
HSR. This indicates that the Internet is not the performance
bottleneck for the end-to-end (i.e., HSR-to-server) path.

Route and Duration. We carried out experiments on the
“Fuxing” high-speed trains between Beijing and Shanghai,
the top-two cities in China. This 1,318 km route is one of
the busiest railway routes in China, with an annual passenger
volume of 215 million. The average train speed is 300 km/h.

1A proprietary tool offered by the gateway vendor for collecting LTE log
data from their LTE modems.

Over 24 trips spanning three weeks, we collected 1.79 TB
data covering a total travel distance of 28,800 km. Our dataset
consists of the following cross-layer records: (1) The GPS lo-
cation of the train updated every second; (2) The packet traces
and downlink TCP Throughput collected by a long-lived iPerf
session running on the LTE gateway; the server uses the BBR
congestion control [32] that is known to yield a more accurate
bandwidth estimation compared to widely deployed TCP CU-
BIC [33]; (3) The LTE lower-layer information including cell
ID, signal strength (RSRP), and the LTE signaling messages
collected by Quectel LTE QLog and parsed by MobileIn-
sight [34]. We made the dataset publicly available in: https:
//soar.group/projects/hsrnet/dataset.html.

2.2 Throughput & Latency Characterization
Leveraging our large dataset, we begin with basic characteri-
zations of throughput and latency. Across the entire dataset,
the 25th, 50th, and 75th-percentile downlink TCP through-
put of Carrier A (B)2 are measured to be 2.56 (4.60), 6.48
(10.67), and 12.42 (19.73) Mbps, respectively. Regarding the
latency, the 25th, 50th, and 75th-percentile RTT of carrier
A (B) are 123 (147), 185 (191), and 315 (348) ms, respec-
tively. We observe that both throughput and latency exhibit
high temporal fluctuations. To quantify them, we compute the
ratio between the average throughput in the current time win-
dow [t0 −∆t, t0], denoted as CT , and the average throughput
in the previous window [t0 −6∆t, t0 −∆t], denoted as RT ,
where t0 is the current time. ∆t is empirically chosen as 0.2
seconds, the median RTT when HSR travels at 300 km/h.
Fig. 1a plots the distribution of the throughput ratio defined
above. As shown, in 26.4% (Carrier A) or 22.6% (Carrier B)
of the cases, CT/RT is lower than 50% or higher than 200%,
confirming the high throughput fluctuation. The latency varia-
tion is also prominent (figure not shown). This leads to fre-
quent TCP Retransmission Timeout events (RTOs), which are
experienced by 1.8% of the packets. We even observe that
the transmissions of many packets experience more than one
RTO, as shown in Fig. 1b (“0” indicates no RTO is triggered).
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Figure 1: TCP performance temporal variation.

2.3 Predictability of Networking Performance
Since trains move along fixed rail tracks, it is anticipated
that the networking performance is predictable, similar to
what has been reported for lower-speed vehicles [35]. On
HSR, however, the predictability may be affected by the ultra-
high speed. No prior study to our knowledge has studied the
predictability of HSR networking performance.

2China Mobile and China Unicom respectively.
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We begin with exploring a straightforward approach of
predicting the TCP throughput using the train’s trajectory.
For each <location, direction> pair, we compute the average
throughput near the location (± 1 km) in all trips to smooth
out the temporal variation, aggregate all those samples and
calculate the ratio between the 75-th and the 25-th percentile
values. As shown in Fig. 2a, the median ratio is 3.21 and
3.24 for Carrier A and B, respectively, and it may reach up to
1003. The results indicate that, unlike low-speed transporta-
tion, throughput prediction in HSR is very challenging. The
main reason is that the extreme mobility introduces complex
stochastic channel fading, which can cause significant tempo-
ral variation in received signal strength and henceforth high
data rate fluctuation at the same location. This is exemplified
in Fig. 2b, which plots the RSRP values of Carrier A over
a 40 km route measured on three different days. As shown,
the link quality not only exhibits randomness across the three
trips but also lacks spatial locality during the same trip. We
also would to note that this unpredictable pattern is jointly
determined by the highly dynamic channel condition and its
complex interaction with TCP congestion control – a small
difference in wireless channel condition may result in a big
difference in future TCP performance. In addition, the pre-
diction result also depends on a specific congestion control
(CC) algorithm, which makes the design space for throughput
prediction even more challenging.
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Figure 2: Measurement study of location-aware TCP through-
put repeatability and predictability.

Given the difficulty of throughput prediction for HSR,
POLYCORN takes a unique approach of predicting handover
failures. Due to its high speed, HSR experiences much more
frequent handovers compared to low-speed vehicles. More
importantly, in HSR, handovers are more likely to fail. A
failed handover occurs when a UE disconnects from or loses
connection to the current base station but is not yet connected
to the new base station. Failed handovers bring negative per-
formance impact, including packet losses and their incurred
retransmission timeout (RTO) that force TCP to enter a slow
start. In our dataset, the performance impact is measured to
be at least 1 second and can last as long as 10 seconds. In
contrast, a successful handover usually incurs shorter than
100 ms of TCP throughput disruption.

We next explore the predictability of failed handovers given
their importance. Our dataset records 32,231 and 45,656 han-

3The ratio could be even higher with finer-grained location granularity
due to the bursty TCP performance on HSR.

Scenario Carrier A Carrier B

Distance to EHP < 200m 75.4% 83.7%

Distance to EHP ≥ 200m 65.9% 71.8%

RSRP ≥ -95dBm 89.2% 83.8%

RSRP < -95dBm 52.9% 67.7%

Table 1: Handover success rate.

dovers for Carrier A and B, respectively. Among them, the
fraction of failed handovers is 6.22% and 5.47%, respectively,
significantly higher than those experienced by low-speed ve-
hicles. We observe that 47.33% (40.35%) of the source cells
(from which the handover initiates) of Carrier A (Carrier B)
experiences at least one handover failure in our three-week
measurement. Fig. 3a plots the handover failure rate, defined
as the ratio of failed handovers, across the cells4 experienced
at least one handover failure. As shown, for both carriers, more
than 30% of the cells have a failure rate between 20% and
80%, indicating that it is infeasible to predict failed handovers
only using cell ID. Nevertheless, we identify two noticeable
features that can facilitate prediction of handover failures.
First, the RSRP and failure rate are found to be negatively
correlated, for handover messages are more likely to be lost
under lower SNR. Second, a handover that is triggered late
(compared to historically recorded handovers at the same lo-
cation) is more likely to fail: due to HSR’s high speed, there is
simply not enough time for a late handover to complete. This
is confirmed by the statistics shown in Tab. 1, which plots the
successful rates across all handovers under four scenarios. (1)
Handovers starting within 200 m of the Earliest Handover Po-
sitions (EHP) of their source cells. (2) Handovers starting at
least 200 m beyond EHP; (3) Handovers with ≥-95dB RSRP
when they start; (4) Handovers with <-95dB RSRP when
they start. Here the EHP of a cell s is defined as the earliest
geographic location (w.r.t. the train’s moving direction) of all
the handovers with a source cell s when they start. As shown
in Tab. 1, handovers that start early or have high RSRP values
have higher chances of success compared to late or low-RSRP
handovers, respectively. We also plot some individual han-
dovers versus signal strength and location in Fig. 3b where a
dot (star) represents a successful (failed) handover, and the
colors correspond to different cells.
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Figure 3: Handover pattern study.

4Unless explicitly mentioned, cell means <cell, direction> pair.
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2.4 Multipath Heterogeneity
Recall that the on-board LTE gateway (§2.1) is equipped
with SIM cards of two carriers. We next explore whether the
performance of the two carriers are correlated or not. Specif-
ically, we compute the throughput and RTT ratios between
the two carriers in a synchronous manner. We find that 39.2%
(16.9%) of the computed throughput (RTT) ratios are lower
than 0.5, and 37.0% (23.2%) of the throughput (RTT) ratios
are higher than 2.0, as plotted in Fig. 4a. This suggests that
the two carriers’ performance is indeed heterogeneous when
accessed from HSR, and the two carriers can performance-
wise complement each other. We further quantify at what time
granularity one carrier can consistently outperform the other.
Specifically, we define the RTT Leading Time as the longest
consecutive period during which one carrier always has a
lower RTT than the other. As shown in Fig. 4b, the median
RTT leading time for Carrier A and B are 457 ms and 632 ms
respectively. This indicates that the multipath heterogeneity
on HSR is highly dynamic, changing every 2 to 4 RTTs (see
also Fig. 4c), attributed to HSR’s extreme mobility.
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Figure 4: Measurement study of path diversity.

2.5 Implications on System Design
We summarize key findings of our measurements and their
implications on system design.
• As the mobile networking performance is highly fluctuating
on HSR, one needs to continuously probe the cellular link to
get fresher link quality estimations and use it strategically;
• One may tackle the link dynamics by proactive reinjection,
as the RTO-based retransmission is often inefficient (§2.2);
• One could leverage the predictability of handover failures
to take early actions before losing the connectivity (§2.3);
• One can further leverage the path heterogeneity to mitigate
the volatility on individual paths. The path selection requires
judicious decisions based on traffic patterns, real-time link
quality monitoring, and handover failure prediction (§2.4).

3 Handover Failure Prediction
In this section, we present how to leverage the available yet
reliable information to predict handover failures, which is cru-

cial to improving networking performance in our frequently
disconnected networking environment.

Handover Success/Failure Determination Methodology.
Our measurement in §2.3 provides evidence that HSR han-
dover failures, which disrupt TCP performance for several
seconds, are potentially predictable – they are more likely to
fail if happened at a latter location in the overlap zone (for
handover) and/or if RSRP is lower. Herein, we formulate han-
dover success/failure determination task as a classification
problem, and adopt SVM, a lightweight supervised machine
learning algorithm fed with location (i.e., longitude, latitude)
and RSRP values when UE disconnects from the source cell
as features and handover result as labels. We log all these
relevant information into a database called LinkDB deployed
on both mobile relay and remote proxy (see Fig. 7) and train
the SVM with linear kernel function and L2 loss function
for each source cell. By using location, the percentage of the
linearly separable (successful and failed) handovers is 72.8%
and 71.4% for carrier A and B respectively; by using RSRP,
this number is reported as 73.5% and 67.1%. When jointly
use location and RSRP, this number raises up to 92.6% and
89.2%. This data shows that for most cells, the handover result
could be accurately inferred from the location and/or RSRP
when the handover starts. Another implication is that if a fresh
handover event is close to the historical handover failure data
in the feature space, it is very likely to fail.

Handover Failure Prediction in POLYCORN. Although the
aforementioned offline analysis shows promising results in de-
termining whether the handover is successful or failed based
on location and RSRP data, it is not straightforward to turn it
into a practical online handover failure predictor. The main
challenge is that the handover failure has to be predicted in
advance so as to be useful for guiding interface scheduling, es-
pecially for downlink traffic. In other words, the time advance
needs to take into account the tens or hundreds of millisec-
onds of delay for mobile relay to deliver the handover failure
precaution signal to the remote proxy. In our data analysis,
we also find that the LTE chipset can delay the RSRP log
reporting to userspace for up to 200 ms. This fact together
with RSRP’s highly fluctuating nature (Fig. 2b) makes RSRP
an error-prone feature for SVM to use for online handover
failure prediction. Therefore, POLYCORN has to rely on lo-
cation information only since it is truly predictable given the
reliable train speed. In practice, the mobile relay sends its
associated cell ID, train’s speed and location, and current time
to the remote proxy. On the remote proxy, LinkDB provides
information about all historical handovers from this cell and
calculates the predicted location of handover failure ˆLHOF ,
defined as the average location of all handover failures. Then,
LinkDB predicts ˆtHOF , the time that train passes ˆLHOF . If
the current moment is approaching ˆtHOF (to be elaborated
in §4.3), POLYCORN predicts that the handover in this cell
would fail because it is too late to initiate it even from now.
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Prediction Validation. We consider the case where we throt-
tle the path from ˆtHOF to the time when the UE connects to
the next cell. The point is, if the handover failed, we should
throttle the path right before the handover to drain the queue
on it. Otherwise, we should only throttle the path for a very
short period, or optimally do not throttle it. As illustrated in
Fig. 5, let tHO be the groundtruth value of handover time,
t1 < t2 where t1 and t2 are two non-negative numbers, and
hence there are five combinations of ∆ = tHO − ˆtHOF and
handover results. We set t1 to 0 seconds where ˆtHOF exactly
matches tHO, and set t2 to 2.5 seconds, beyond which the
side effect brought by early prediction overweighs its benefit.
Fig. 6 plots the distribution of ∆, where ˆtHOF is predicted us-
ing leave-one-trip-out cross-validation over the entire dataset.
For handover failure, 80.6%, 1.3%, and 18.1% of the pre-
diction results are correct, late, and early, respectively. For
successful handovers, the correct rate is 78.2%. Here we note
that POLYCORN seeks for a conservative approach towards
handovers prediction and path throttling decision – it priori-
tizes avoiding the penalty of a handover failure misprediction
and considers it acceptable to waste available bandwidth in
the cases that successful handover predicted as failure (Case 1)
or successfully predicting the handover failure but in a earlier
moment (Case 3) – in both cases the networking performance
already starts to degrade when approaching the handover
point anyway. As to be shown in §6.2, such coarse-grained
results is adequate for our system given the high speed and
the GPS system errors.

4 System Design of POLYCORN

We now present the design of POLYCORN, a software solu-
tion for high-performance Internet access for ultra-high-speed
transportation. The design goals of POLYCORN include the
following: (1) Be resilient to extreme mobility environment.

Figure 7: POLYCORN Architecture Overview.

POLYCORN should survive highly fluctuating network perfor-
mance and inaccurate link quality estimations. (2) Faster flow
completion. As opposed to bandwidth-intensive such as bulk
data transfer [8], networked applications used by passengers,
such as instant messaging and web browsing, typically have
short or small sessions. It is therefore important to reduce the
flow completion time. (3) Effectively use multiple cellular
carriers. The multipath heterogeneity revealed in §2.4 should
be leveraged for robust traffic delivery. (4) Be practical for
real-world deployment. POLYCORN should be easy to deploy
and ideally, be transparent to client and server applications
and require no infrastructure modifications.

4.1 Overall Architecture
The high-level architecture of POLYCORN is illustrated in
Fig. 7. As shown, POLYCORN leverages the dual-proxy ar-
chitecture [22]. One proxy deployed at the on-board mobile
relay (i.e., cellular gateway) multiplexes passengers’ uplink
traffic over the paths of multiple cellular carriers; another
proxy deployed at a cloud server performs the reverse op-
eration of demultiplexing the traffic and delivering them to
the destination servers. Each in-cloud proxy is paired with
one on-board mobile relay, and more pairs can be flexibly set
up for scaling up the service for larger HSR network. Down-
link traffic is handled in a symmetric way: the cloud-side
and on-board proxy perform multiplexing and demultiplex-
ing, transparently. The two proxies are essential for providing
transparent transport-layer multipath to off-the-shelf hosts.

The dual proxies offer a centralized place for multipath
scheduling, i.e., deciding which traffic should be transmitted
over which path(s). One path is one subflow that exclusively
uses one network interface (i.e., SIM card). The scheduler for
uplink and downlink traffic resides on the on-board LTE gate-
way and the in-cloud proxy, respectively. Multipath schedul-
ing is one of the most critical components of a multipath
transport system, in particular for HSR networking where the
paths’ performance is individually fluctuating and collectively
heterogeneous. We are unaware of any multipath scheduler
specifically designed for extreme mobility transportation, and
POLYCORN’s design fills this gap.

4.2 Composable Multipath Scheduler
Our measurement study in §2.5 suggests that multipath trans-
port for HSR networking needs to consider multiple dimen-
sions: performance fluctuation, predictable handover failures,
and path heterogeneity, etc. To tackle such complexity, we
adopt a novel framework that treats a multipath scheduler as
a pipeline of modularized schedulerlets. Each schedulerlet
encapsulates a multipath scheduling functionality that ma-
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Performance Issue Mitigation Strategy Schedulerlet

Disruption due to handover failure Filter paths facing imminent handover failures based on prediction §4.3

Suboptimal scheduling due to path heterogeneity Filter paths that lengthen TCP flow completion due to tail packets §4.4

Single packet experiencing multiple RTOs Proactively reinject packet clusters facing excessive retransmissions §4.5

Stale performance metrics on idle paths Opportunistically deliver redundant data over unselected paths §4.6

Table 2: Logic flow from performance issues to designs.

nipulates three sets of paths: a selected set S containing the
currently selected path(s) for data transmission, a candidate
set C containing the candidate paths that can be selected, and
an unavailable set U containing the unavailable paths that
by default cannot be selected. The purpose of having U is to
restrict path selection to only a subset of all paths. Initially,
all the paths belong to C. Depending on which set(s) to ma-
nipulate, we classify the schedulers into different categories:
(1) a candidate filter that moves path(s) from C to U; (2) a
selection filter that moves paths from S to C; and (3) a soft se-
lector that moves path(s) from C to S; (4) a hard selector that
moves path(s) from C or U back to S. The purpose of having
a hard selector is to provide a mechanism that can “revive”
any path. This is useful when paths’ conditions are highly
dynamic; it also ensures the completeness of the framework.

The schedulerlets are then strategically arranged to form
the overall scheduling pipeline. Compared to a monolithic
scheduler, our schedulerlet-based approach decouples the mul-
tipath scheduling logic, and thus significantly reduces the
system complexity and development overhead, through the
unified interface of schedulerlets (modifying S, C, and/or U).
Note that we do not claim that our design can achieve any
optimality, since the “local” optimalities achieved by individ-
ual schedulerlets do not necessarily translate into a “global”
optimality. Nevertheless, from a practical perspective, formu-
lating a global optimization problem and solving it through a
monolithic scheduler is extremely challenging due to the large
solution space, real-time requirement, and volatile network dy-
namics. Therefore, we believe our “decouple-then-integrate”
design achieves a right balance among practicality, simplicity,
and performance, as to be thoroughly evaluated in §6.

We now consider how to instantiate the above generic
framework into the concrete design of HSRSCH, the mul-
tipath transport scheduler for POLYCORN. The high-level de-
sign principle is to identify scenarios where vanilla MPTCP
performs poorly, based on our extensive field studies, and
improve them through judiciously designed schedulerlets.
Specifically, Tab. 2 lists our identified performance issues,
mitigation strategies, and the corresponding schedulerlets of
HSRSCH, which will be detailed in the rest of §4. Here we de-
scribe the high-level scheduling pipeline. As shown in Fig. 8,
the pipeline begins with a candidate filter schedulerlet that
removes “bad” paths facing an imminent handover failure
(§4.3), followed by a soft selector that performs initial, rough
path selection. We find that the default minRTT scheduler
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Figure 8: Composable scheduler in POLYCORN.

used by MPTCP can be properly leveraged as a soft selec-
tor, because favoring a low-latency path (when congestion
window permits) is also desirable in HSR networking. Subse-
quently, we employ a selection filter to further remove certain
selected paths, shortening the flow completion time (§4.4).
Next, we apply a hard selector to make use of the remaining
paths (in C and U) – we use them for delivering redundant
data and probing the bandwidth (§4.6). Finally, due to the
high network condition volatility, performance degradation
or even outage may still appear on a selected path despite
the above schedulerlets. To tackle this, we also introduce a
reinjection handler that dynamically redistributes scheduled
packets to other paths. This mechanism tolerates other sched-
ulerlets’ errors and further improves the overall robustness
(§4.5). Note that HSRSCH is designed to be scalable, i.e.,
they could work with any number of available paths.

The aforementioned taxonomy of schedulerlets based on
which sets (S, C, U) they manipulate also helps decide the
order of the schedulerlets. For example, the candidate filter is
invoked first since it does not depend on other schedulerlets;
the selection filter needs to examine the output of the soft
selector so the former comes after the latter in the pipeline.
The hard selector tries to make use of any unselected paths; it
is therefore situated at the end of the pipeline.

4.3 Handover-failure-aware Path Rejection
Recall from §2.3 that handover failures incur considerable per-
formance impact. Our first optimization has an intuitive idea:
predict imminent handover failures using LinkDB (§3), and
apply a schedulerlet (candidate filter) to disable the path(s)
facing handover failure(s). The rationale is that, sending traffic
over a path experiencing a blackout of several seconds caused
by a failed handover will significantly lengthen the flow com-
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pletion time. Therefore, it should be avoided at all costs. In our
design, for downlink traffic scheduling5, the gateway continu-
ously sends the collected features (GPS reading and cell ID)
to the in-cloud proxy where LinkDB runs. Those features are
sent with top priority using a redundant scheduler to ensure
that the proxy would receive the features in time. The proxy
then predicts tHOF , the interval between the current time and
the next expected handover (§3). If tHOF is predicted to be
less than a threshold L, the proxy-side scheduler disables the
path. The path will be re-enabled when the connectivity to the
new cell is established. The threshold L incurs a tradeoff be-
tween bandwidth waste (occurs when disabling the path early)
and performance degradation (occurs when disabling the path
late). We configure L as: L=RTT + EGP S

VHSR
. The first term

is the estimated RTT between the in-cloud proxy and the LTE
gateway. RTT is the lower bound of L because at least one
round trip is needed for any in-flight data to be delivered with
confirmation; if we send any data after t+ tHOF −RTT (t is
the current time), then we run into risks where the data/ACK
delivery is affected by a failed handover. The second term
EGP S
VHSR

accounts for the GPS localization inaccuracy, where
EGP S and VHSR are the maximum GPS error (in meter) and
the train’s current speed (in m/s) respectively. Due to poten-
tially erroneous GPS reading, the train’s actual location may
be ahead of the reported GPS location. Therefore, we need
the second term for an additional safety margin. We conser-
vatively set EGP S to 20 m, and VHSR is estimated from the
recent GPS trajectory. We would also like to mention that in
the corner case when all paths are predicted to experience
handover failure soon, all of them would be disabled – this
would effectively block all pending traffic until the mobile
relay notifies the remote proxy of a new cell.

4.4 Tail-aware Path Rejection
The HSR networking performance is not only affected by
handover failures, but also by the highly fluctuating channel
quality due to HSR’s high speed. When a path’s quality de-
teriorates, HSRSCH needs to make a key decision: should
the path be temporarily disabled? Here the tradeoff is band-
width utilization vs. latency: skipping the path misses the
opportunity of utilizing its (albeit low) bandwidth, while us-
ing the path can possibly lengthen the flow completion time
compared to sending the data over a faster path.

To balance the above tradeoff, since our goal is to accelerate
short flows dominating the traffic pattern on HSR, HSRSCH
detects scenarios where a flow is about to end, and employs a
schedulerlet (selection filter) that rejects sending tail packets
over low-performance paths. Here tail packets reside at the
end of a flow, whereas non-tail packets are at the beginning
or in the middle of a flow. The rationale is that, sending a
tail packet over a low-performance path is very likely to de-
lay the flow completion. In contrast, transmitting a non-tail

5For brevity, we only describe downlink traffic scheduling. Uplink traffic
scheduling is performed at the on-board gateway in a similar manner.

packet over a poor-quality path usually only incurs packet
out-of-order with a negligible or small impact on the flow
completion time, provided that (1) all the paths are fully uti-
lized (i.e., there is no idle period), and (2) the receiver has
a large enough buffer to accommodate out-of-order packets
(which we can ensure as we have control over both multiplex-
ing proxies). To transparently identify tail packets without
the knowledge of flow size, HSRSCH keeps monitoring TCP
FIN or RST packets. Once a TCP FIN or RST is observed,
HSRSCH marks all the packets in the send buffer and all
future outgoing packets of the same flow as tail packets. We
leave more sophisticated tail packet identification methods
(e.g., based on application semantics) as future work.

To cope with highly fluctuating network conditions,
HSRSCH employs a new way of deciding whether flow f has
low performance over path i. Specifically, HSRSCH compares
two scenarios. In the first scenario, we schedule some packets
of f on path i. The packet delivery time and henceforth the
flow completion time of f is at least:

T−i,f = owdi + bufi

bwi

where owdi, bufi, and bwi are the estimated one-way delay,
the send buffer occupancy level, and the estimated bandwidth
of path i, respectively. T−i,f estimates the time taken to drain
the FIFO send buffer of path i prior to sending any new packet
belonging to f . It is therefore a lower bound of f ’s completion
time if any of its packets are scheduled on path i. In the second
scenario, we do not use path i at all to schedule f . In this
scenario, the optimal flow completion time of f is at most:

T+
i,f = min

j 6=i

{(
owdj +

bufj + remainf

bwj

)
(1 +ηj)

}
where remainf denotes the remaining bytes of f yet to be
sent, ηj is a relaxation parameter empirically defined as the
ratio between path j’s RTT variance and RTT, and j iterates
over all the paths except path i. T+

i,f quantifies the time of
transmitting all the remaining bytes of f over the best path
(except i), considering the paths’ bandwidth and current send
buffer occupancy levels. It is a loose upper bound of the
optimal (single-path) completion time of f , which can in fact
be further reduced (albeit difficult to quantify) by distributing
f over multipath. If T−i,f > T+

i,f , it implies that there exists a
better scheduling strategy of not using path i compared to any
strategy of using path i; we thus determine that path i is too
slow to schedule tail packets of f . See example in §A.

4.5 Extended Reinjection
Multipath transport needs to simultaneously manage multi-
ple paths. To handle individual paths’ failure, MPTCP has a
built-in reinjection mechanism (also known as Opportunis-
tic Retransmission [36]): upon RTO events, the oldest unac-
knowledged packet on the same path will be retransmitted
(reinjected) over another path as determined by performing
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the scheduling again. We find that such a reinjection policy
is too conservative since it handles reinjection on the basis
of individual packets. In contrast, in HSR networks, packet
delivery failures often occur in a bursty manner: if a packet
experiences an RTO, the probability that the subsequent pack-
ets are delayed or lost becomes much higher. Bursty losses
are common in wireless networks in general. Nevertheless,
on HSR, the bursty pattern of packet losses is much more
prominent as the UE is frequently disconnected from base
stations due to failed handovers or low signal strength.

Inspired by the above observation, we design an Extended
Reinjection mechanism for HSRSCH, whose basic idea is to
detect scenarios where packets are undergoing multiple RTOs,
and reinject packets in a proactive and batched manner to
match the bursty packet loss pattern for HSR cellular access.
Specifically, in our approach, when any packet experiences
the k-th RTO, HSRSCH reinjects all the unacknowledged
(i.e., in-flight) packets on the same path to other path(s). In-
stead of executing the reinjection(s) immediately by invok-
ing the scheduling algorithm multiple times (similar to what
MPTCP does when executing each single reinjection opera-
tion), HSRSCH performs lazy reinjection: the to-be-reinjected
packets are thrown back to their origin connection-level send
buffers, and the actual reinjection will take place later when
these packets are (re)scheduled according to their connection-
and user-level priorities (at that time that destination path will
also be determined6). The purpose of lazy reinjection is to
maintain priority and fairness, i.e., the reinjected packets are
regarded as newly arrived so they do not bear an unfairly high
priority over the reinjected path. This is particularly impor-
tant when many packets belonging to the same connection
are reinjected. Also note that for each reinjection, the receiver
will receive at least two identical copies: the original packet
and at least one reinjected packet; only the first arrived copy
will be consumed by the receiver.

In the above algorithm, the parameter k incurs a trade-
off: a large k provides fewer reinjection opportunities, poten-
tially worsening the performance on the current path where
losses occur, whereas a small k makes reinjection more ag-
gressive, adding more traffic burden on other paths. We take a
data-driven approach to select the appropriate k value: in our
dataset, setting k to 1, 2, and 3 incurs 47%, 15%, and 0.3%
more redundant traffic, respectively. We therefore set k = 3 in
our evaluation (§6.2).

4.6 Opportunistic Redundant Traffic Injection
The soft selector along with both filters intend to find the best
path for each packet, leaving the remaining unselected path(s)
idle. This will cause two major issues: (1) the available band-
width on idle paths, despite their high latency, is wasted; (2)
no performance measurement can be carried out on idle paths
without traffic, and previous measurement quickly becomes

6We use a bitmap field to ensure that the same packet is not reinjected to
its previously scheduled path.

stale due to the high path dynamics. To address both issues,
we design a schedulerlet (hard selector) that opportunistically
schedules redundant data over idle paths. This not only allows
passive measurement to be conducted, but also provides extra
resiliency to channel quality fluctuation, leading to further re-
duced flow completion time, i.e., when one path experiences
unexpected performance degradation, the receiver can still
receive extra copies of the data delivered over other path(s).
In HSRSCH, the idleness of a path is determined when no
traffic has been scheduled over it for either α seconds, or β
bytes worth of data, whatever occurs first. Once a path be-
comes idle, HSRSCH duplicates the next τ scheduled packets
and transmits their duplicated copies over the idle path. If
multiple idle paths are available, the duplicate copies will be
transmitted over all the idle paths. We empirically set α =
1 second, β = 8 KB, and τ = 16, which were found to well
balance the tradeoff between the performance and bandwidth
overhead based on our on-board controlled experiments.

Besides fostering reliability under performance degrada-
tion, injecting traffic over an idle path brings another benefit:
it allows the transport layer to keep the path performance
statistics up-to-date. As shown in Fig. 1a, on HSR, a cellular
link’s quality changes almost every RTT. If no packet is sent
over an idle path, TCP’s built-in probing mechanism, which
is piggybacked with user traffic, will be paused, and TCP will
thus lose track of important metrics such as RTT and RTO.
Our proactive injection design addresses this issue.

4.7 Putting Everything Together
We integrate the above four schedulerlets into the composable
framework introduced in §4.2. We next describe the detailed
scheduling logic on both in-cloud proxy (for downlink traffic)
and on-board LTE gateway (for uplink traffic).

Recall that POLYCORN is a multi-user system. In each
scheduling round, HSRSCH begins with selecting a user to
serve, and then picking a flow belong to the selected user. Our
current implementation uses the standard proportional fair
(PF) scheduling [37] for user selection, and round-robin for
flow selection. More sophisticated scheduling algorithms can
be plugged into our framework. Once the to-be-served flow
is determined, HSRSCH schedules the flow’s next packet,
which is the untransmitted packet (including to-be-reinjected
packets) with the smallest sequence number, as described in
Fig. 8. Note that the reinjection handler runs in parallel with
the scheduling thread that invokes the candidate/selection
filters and soft/hard selectors.

5 Implementation
This section details the implementation of POLYCORN. Our
high-level design goals consist of the following. First, POLY-
CORN should be practical. The required changes on clients’
mobile devices should be minimized, or ideally none. Also,
POLYCORN should be able to deploy on the HSR LTE gate-
way and keep its running components unmodified. Second,
the data transport scheme should be able to schedule traffic
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Figure 9: Experimental setup for different comparative evaluation.

with awareness of multiple users and connections.

Working with Unmodified Users and LTE Gateway.
Based on TM3 [21] and MPFlex [22] frameworks, POLY-
CORN uses TCP splitting to achieve transparency towards
both clients and servers. A brief summary of TCP splitting
is: when communicating with servers, POLYCORN acts as
a forward proxy; when communicating with clients, POLY-
CORN acts as a reverse proxy. To avoid kernel modification
which is not allowed by the LTE gateway vendor, we use
raw socket instead of netfilter-based [38] kernel modules
(which is used by MPFlex and TM3) or high-performance
packet I/O frameworks like DPDK [39] to capture user traffic.
After capturing user traffic, we drop all user packets using
iptables [40] to prevent the kernel from forwarding them. In
this way, we implement POLYCORN completely in userspace.
As for the well-known performance issue of raw sockets, our
experiments show that raw sockets could operate at 300 Mbps
on the LTE gateway, which is significantly higher than the
peak aggregated throughput of the LTE interfaces. Moreover,
POLYCORN works in a separated network namespace (netns)
to avoid conflicts with runtime kernel configuration used by
other programs and mitigate potential security issues. For in-
stance, POLYCORN disables reverse-path filtering in its own
netns to forward packets generated by POLYCORN with any
source IP. Our design allows sensitive system configurations
to be preserved in the original netns, thus isolate the security
risk from normal runtime programs.

Multiuser Multipath Traffic Multiplexing. Similar to TM3

and MPFlex, POLYCORN multiplexes user traffic onto off-
the-shelf sockets to implement multipath data transfer. POLY-
CORN uses TCP sockets as its subflows. Although QUIC is
better than TCP in terms of Head-of-Line blocking mitiga-
tion, especially in multiuser settings, we choose the “fallback”
TCP sockets primarily because we encountered extensive rate
limitation cases when launching QUIC flows in our measure-
ments. This observation agrees with the findings in [41] to
reveal that UDP traffic will most likely be treated as malicious
flow by cellular carriers when sending in large volume, which
situation might not disappear soon in most developing and
under-developed countries. Therefore, we believe our choice
is better for long-term real-world deployment. As for mul-
tiuser traffic scheduling, POLYCORN maintains a separated
send/reinject buffer and a metadata set including user source

IP, amount of sent traffic, etc, for each flow. With those meta-
data, in operation POLYCORN first determines which user/flow
to serve, then checks the flow’s send buffer to choose a packet
to send. Finally, POLYCORN runs HSRSCH to choose inter-
faces to send the packet, as described in §4.2.

6 Evaluation
6.1 Experimental Setup
We carried out the experiments on Beijing-Shanghai HSR
route, the one carrying most HSR passengers in the country.

Deployment on Operational System. We deployed POLY-
CORN mobile relay and server proxy on the high-speed train
LTE gateways and public cloud servers respectively, with the
same hardware configuration described in §2.1. More specifi-
cally, the mobile relay runs CentOS 7.3 with MPTCP kernel
0.94 (Linux 4.14) – we adhere to CentOS for POLYCORN de-
ployment on the LTE gateway because it runs other mission-
critical train-ground communication services developed by
the operators and third-party IT service providers.

Fairness in Comparative Study. We made the following
efforts to improve fairness in evaluating POLYCORN:

• MPTCP Baseline is configured in decoupled rather than de-
fault coupled congestion control mode (used in [15]) because
the relay-proxy suite acting as an end-user traffic aggregation
and delegation point should harness more wireless bandwidth
from multiple cellular carriers instead of treating itself as a
single user or session – it makes the baseline stronger and
comparative evaluation fairer.

• Pairwise study. We carried all the experiments in the side-
by-side concurrent test setting for 50 times with different
software configuration tailored for fairness in different sce-
nario, including comparing POLYCORN with MPTCP variants
(Fig. 9a) and its own variants for microbenchmark (Fig. 9b)
in single session bulk data download (§6.2), and comparing
POLYCORN with SPTCP (Fig. 9c) and MPTCP (Fig. 9a) in
multi-user instance messaging settings (§6.3). Specifically,
we managed to obtain exclusive access to four SIM cards with
two for each carrier respectively from the HSR WiFi service
division, pair each transport software solution (e.g., SPTCP,
MPTCP and POLYCORN) with two cards from different carri-
ers, and perform all the experiments on the operational HSR
with a speed of 300+ km/h. Note that the scheduler and sys-
tem design of POLYCORN can easily scale to more than two
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Figure 10: Bulk data downloading time comparative evaluation.

interfaces in LTE, 5G, etc. We choose to perform evaluations
with two cards primarily because that is the maximum number
we can obtain permission to access presently.

6.2 Bulk Data Download Performance
We first evaluate the performance of POLYCORN in compari-
son to the state-of-the-art MPTCP solutions and its own vari-
ants for microbenchmark from a single session perspective.
We use fixed-size flows of 256 KB, 1 MB, 4 MB to examine
POLYCORN’s performance in a pairwise manner. Specifically,
we choose to use average goodput ratio of test object to its op-
ponent as the primary metric instead of showing their absolute
value. This is because the cellular link quality and the asso-
ciated mobile networking performance differs significantly
from one trackside location to another – the large variance for
a single performance profile prevents comparative quantita-
tive illustration and analysis between the two solution in the
same testing environment.

Comparison with MPTCP Schedulers. We examine the ef-
ficacy of POLYCORN by showing its goodput ratio relative
to the state-of-the-art MPTCP schedulers in Fig. 10a. We
make three key observations: First, POLYCORN wins in al-
most all the cases, demonstrating that the four data-driven
scheduler designs collectively and successfully improve the
networking performance under different corner cases unique
to HSR that are not well handled by all the state-of-the-art
MPTCP scheduling strategies. Second, minRTT (as the de-
fault MPTCP scheduler) performs similarly compared with
BLEST [28] (1 MB and 4 MB), ECF [27], and STMS [18], and
outperforms MuSher [17]. This indicates that the strategies
assuming predictable path heterogeneity are not advantageous
over the simplest (and generic) one when encountering the
highly dynamic networking environment. Specifically, POLY-
CORN outperforms minRTT by 1.45x, 1.28x, and 1.26x for
256 KB, 1 MB, and 4 MB respectively with overall 1.31x.
In general, all the state-of-the-art schedulers trust and exclu-
sively rely on their estimations of network condition to make
interface scheduling decisions accordingly, while the fluctuat-
ing network nature on HSR makes the estimations error-prone
and degrade the accuracy of the scheduling decisions. This is
also why MuSher performs worse than others in our case: it
assigns traffic to interfaces according to the quickly varying
ratio of throughput on each interface and failed to catch up
with the changes; others who rely more on RTT performed

better simply because RTT is relatively less variable. POLY-
CORN chooses to employ coarse-grained but more reliable
event information and achieves better performance. Third,
POLYCORN performs worse than BLEST in the shortest flow.
Unlike POLYCORN that tries to improve bandwidth utilization
(i.e., Tail-aware Path Rejection), BLEST does not schedule
packets on the path that would potentially cause head-of-line
blocking, and hence achieves zero tail delay. This benefit
comes at the cost of reduced bandwidth utilization, and will
not continue to stay in a long flow.
Different HSR Route. We also examine the robustness of
POLYCORN in different segments on the Beijing-Shanghai
HSR route with different cellular coverage and terrain pat-
terns of different channel characteristics [42]. As shown
in Fig. 10b, POLYCORN consistently outperforms minRTT
– the performance gain of POLYCORN on Beijing-Jinan
(plain/rural), Jinan-Nanjing (hills/rural), Nanjing-Shanghai
routes (urban/plain) are 19.4%, 25.2%, 44.9%, respectively.
Microbenchmark. We further study the performance gain
of HSRSCH and our four individual scheduler designs over
POLYCORN Vanilla (i.e., POLYCORN with minRTT sched-
uler). We plot the goodput ratio of the aforementioned five
multipath transmission schemes and POLYCORN Vanilla in
Fig. 10c. The four proposals all positively improve POLY-
CORN’s performance by 7.0%, 18.8%, 4.2%, and 2.9% on
average for the three different file sizes, and they cumula-
tively contribute to 16% goodput gain.
• Handover-failure-aware Path Rejection is designed to mask
the impact of packet loss during the disconnected period and
the consequent RTO to the TCP (e.g., slow start) by receiving
or predicting handover from explicit signals from LTE real-
time analytic and/or our LinkDB information and take action
accordingly. Specifically, by sending redundant cross-flow
copies during the period any interface encountering discon-
nectivity, as shown in Fig. 11a, POLYCORN can recover from
the disconnection much faster, i.e., achieve 1.2x and 1.5x as
mean and median values within 2 seconds after handover
failure, which typically lasts a few seconds or longer.
• Tail-aware Path Rejection is used to avoid the out-of-order
delay caused by the slow paths by refusing to inject data on
the interface that may increase the flow completion time. As
shown in Fig. 11b, the tail delay was reduced by 5.6% on
average and 15.6% in 95 percentile compared to POLYCORN
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Figure 11: POLYCORN microbenchmark comparative evaluation.
(PV: Polycorn Vanilla; HPR: Handover-failure-aware Path Rejection; TPR: Tail-aware Path Rejection;

ER: Extended Reinjection; ORI: Opportunistic Redundant Traffic Injection.)

Vanilla. This mechanism is useful especially for those tail
delay greater than 10 seconds, which is due to the high packet
loss rate and prolonged retransmission time of the interfaces
with abnormal high RTT.

• Extended Reinjection mainly focuses on reducing extremely
high retransmission time and leads to a significant reduction
of out-of-order delay, which is shown in Fig. 11c. It reduces
out-of-order delay by 23% among all the out-of-order packets,
and 4% out-of-order delay among all the packets.

• Opportunistic Redundant Traffic Injection aims to proac-
tively update the performance metrics of interfaces that have
been idle for a while due to higher measured RTT. This helps
HSRSCH more quickly discover recovered paths and improve
path utilization. As shown in Fig. 11d, POLYCORN Vanilla
simply ignores the path with much higher RTT. By employ-
ing opportunistic probing mechanism, the utilization rate of
the path appears to be worse is increased by more than 60%,
which allows better bandwidth utilization from all the paths.

Remarks. We note that POLYCORN exhibits non-trivial vari-
ation in its performance, and sometimes it falls behind the
counterpart solutions. There are two major reasons: 1) It is
difficult to exactly repeat tests on HSR: minor difference in
test location results large difference in network condition –
given the fluctuating network delay, the remote proxy (i.e.,
sender) cannot accurately learn about the location of the train;
2) POLYCORN works with inaccurate handover failure predic-
tions and TCP performance metrics. Our schedulerlets could
tolerant minor errors in the context data, e.g., comparative
operators tolerates minor error in RTT. However, there exist
cases where other solution has the proper information to make
right scheduling decisions while POLYCORN does not.

6.3 Multi-user Instant Messaging Performance
We next evaluate POLYCORN in a multi-user setting, and
choose instant messaging, the most popular application of
HSR passengers as a representative use case for a case study.
To best emulate the application behavior, we establish a long-
lived TCP connection (adopted by many instant messaging
application including WeChat, the most popular one in China)
between POLYCORN mobile relay and server proxy for each
user. We let each user sends 100 messages concurrently with
pre-generated intervals following the exponential distribution.
Each messaging event includes a 100-byte uplink message

and an immediate 4-byte downlink one. Note that POLYCORN
adopts a symmetric scheduler design for both downlink and
uplink, which makes our data-driven interface scheduling
work with uplink without extra effort. We perform concur-
rent pairwise experiments for POLYCORN vs. SPTCP and
POLYCORN vs. MPTCP-minRTT respectively – SPTCP with
round-robin scheduling cross different SIM card is the current
operational solution used by the HSR WiFi systems due to its
simplicity and interface-level fairness.
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Figure 12: Multi-user instant messaging evaluation.

Experimental Results. Benefiting from the multi-stage data-
driven scheduler design, POLYCORN outperforms SPTCP and
MPTCP in both performance and user fairness. As shown
in Fig. 12a, POLYCORN consistently improves aggregated
instant messaging performance when the number of users
ranges from 10 to 30. On average, POLYCORN reduces de-
livery time by 45% and 16% in comparison to SPTCP and
MPTCP respectively, and tail delay, e.g., 90 percentile, by
34% and 14%. In terms of user fairness, we use the coefficient
of variation to quantify the variance of message delivery time
regardless of the mean value across tests on different route
segments with diverse networking conditions. As we can see
in Fig. 12b, POLYCORN reduces the coefficient of variation by
86% and 49% on average when compared with SPTCP and
MPTCP respectively, which significantly improves fairness
across different on-board users.

7 Discussion
POLYCORN for 5G. Our evaluation does not cover 5G be-
cause the 5G CPE (Customer Premise Equipment) is not
available on our HSR WiFi system yet. However, we believe
POLYCORN’s techniques remain applicable to 5G. For ex-
ample, a recent measurement reveals that on 5G HSR, the
handover failure rate is comparable to LTE [20], and multi-
ple studies suggest that 5G suffers from higher bandwidth
fluctuation and packet losses compared to 4G [20, 26].
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Fairness. We discuss two fairness issues here. First, the fair-
ness among POLYCORN users is ensured by POLYCORN’s
multi-user scheduling algorithm (we use proportional fair
scheduling, see §4.7). Second, the fairness between POLY-
CORN users and non-POLYCORN users (who use their own
cellular data plan) is typically guaranteed by the LTE base
station. Also, POLYCORN uses unmodified TCP congestion
control for each multiplexed long-lived TCP connection es-
tablished for each sim card. This further minimizes the risk
of POLYCORN being overly aggressive.

Other Mobile Applications. We have evaluated POLYCORN
on bulk download (with different sizes) and instant messaging
(with different number of users). Other applications popu-
lar on HSR include web browsing and short videos. Short
video traffic may resemble bulk download that POLYCORN
can effectively handle, whereas web browsing further involves
client-side processing overhead, which may reduce the effec-
tiveness of POLYCORN that only optimizes content delivery.

Scalability. The POLYCORN architecture natively supports
adding more wireless interfaces (e.g., SIM cards) and pairs
of onboard mobile relay & in-network server proxy to meet
the scalability requirement. We leave larger-scale evaluations
of POLYCORN as our future work.

Head-of-Line (HoL) Blocking Issue in TCP Reuse. POLY-
CORN uses one multipath connection formed with TCP sub-
flows to transmit all user traffic. The use of TCP will in-
evitably introduces the HoL blocking at both intra-connection
and inter-user level due to due to its byte-level ordering guar-
antee, which is an overkill in POLYCORN’s multi-user multi-
plexing context. We envision that this problem will be solved
by (MP)QUIC with its support of out-of-order delivery and
cross-path acknowledgment [43, 44].

8 Related Work

Mobile Networking Performance Improvement. A
plethora of research efforts have been devoted to improve
network performance (under high mobility) through devel-
oping robust handover schemes [26], simplifying cellular
control plane [45, 46], and fixing base station-side policy
configuration bugs [47, 48]. Unlike POLYCORN, all the
above approaches require modifications to the cellular
infrastructure. There are also studies at upper layers, e.g.,
designing customized single-path transport protocol [49]
and optimizing congestion control algorithms [50–54].
POLYCORN instead proposes a holistic multipath solution
with new optimization dimensions.

Performance-enhancement Proxy (PEP). In vehicular sys-
tems, PEPs are often deployed on mobile relays, to lever-
age carrier diversity and UDP encapsulation for bandwidth
aggregation and mitigating link failure, e.g., through strip-
ing [11,55], opportunistic erasure coding [12], and flow splic-
ing [13]. Specifically, the work [35, 55] present the idea of
location-aware link characteristics (e.g., throughput and avail-

ability) prediction and packet scheduling. PEPs can also be
deployed in fixed locations in the Internet [56–58]. POLY-
CORN synthesizes all the ideas above and presents four multi-
path scheduling strategies dedicated to addressing the unique
networking challenges in extreme mobility.

Multipath Transport Architecture. Transmitting data over
multiple paths can be realized at different layers, e.g., WNIC
driver [59, 60], in-kernel transport layer [36, 61], light ker-
nel modification [21, 22], and UDP encapsulation [62–64].
Differing from the above, POLYCORN is an entire userspace
solution reusing Linux TCP for the benefits of OS/middlebox
compatibility, application transparency, and good runtime per-
formance, with multipath, multi-user multiplexing support.

Scheduling over Heterogeneous Paths. Several generic
multipath transport schedulers have been proposed to mitigate
the head-of-line blocking and out-of-order delay incurred by
imbalanced subflows, such as opportunistic declining [28] and
migrating [27], intra-chunk opposite scheduling [65], out-of-
order transmission [18], and reactive bandwidth probing [17].
None of them considers HSR-specific aspects, and many of
them [27, 28, 65] only work for two paths. Horde [66] and
miDRR [67] allows user/app to specify their QoS requirement
and perform packet scheduling accordingly. RAVEN [14]
achieves low latency by extensively leveraging redundant
transmission over multiple paths. HSRSCH brings new opti-
mization dimensions integrated through a composable sched-
ulerlet pipeline, and strikes a balance where overall through-
put is not harmed by large amount of redundant traffic and
latency of short flows are preserved.

9 Conclusion
The popularity of HSR systems brings the requirement of
high-performance data networking under extreme mobility
more tangible than ever. In this work, we have addressed
the challenge of bringing seamless Internet service to pas-
sengers on HSR by synthesizing multipath transmission and
data-driven scheduling techniques into a practical and read-
ily deployable system design. Extensive experimental results
have demonstrated the effectiveness of our system design ded-
icated to extreme-mobility. We believe that our upper layer
optimization solution can seamlessly cooperate with the on-
going 5G/NextG(-Unlicensed) evolution.
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A Example for Tail-aware Path Rejection
Fig. 13 exemplifies how tail-aware path rejection works on
HSR. In this example, the traffic consists of a flow whose FIN
packet was received by POLYCORN (so all the subsequent
packets are tail packets). There are two paths A and B, whose
estimated RTT and send buffer occupancy levels are plotted
in the top and bottom subfigure, respectively. Path A has a
low RTT and its send buffer is almost full, whereas Path B has
a high RTT and its buffer occupancy level is low. MPTCP’s
default minRTT scheduler frequently schedules tail packets
to Path B because Path A is busy (congestion window being
full). However, our algorithm usually rejects Path B because
the flow completion time will reduce if we wait for Path A to
become available and send tail packets over A. This results in
a large number of path rejection instances.
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Abstract – We present the design, implementation, and
evaluation of X-AR, an augmented reality (AR) system
with non-line-of-sight perception. X-AR augments AR
headsets with RF sensing to enable users to see things
that are otherwise invisible to the human eye or to state-
of-the-art AR systems. Our design introduces three main
innovations: the first is an AR-conformal antenna that
tightly matches the shape of the AR headset visor while
providing excellent radiation and bandwidth capabilities
for RF sensing. The second is an RF-visual synthetic
aperture localization algorithm that leverages natural hu-
man mobility to localize RF-tagged objects in line-of-
sight and non-line-of-sight settings. Finally, the third
is an RF-visual verification primitive that fuses RF and
vision to deliver actionable tasks to end users such as
picking verification. We built an end-to-end prototype of
our design by integrating it into a Microsoft Hololens 2
AR headset and evaluated it in line-of-sight and non-
line-of-sight environments. Our results demonstrate that
X-AR achieves decimeter-level RF localization (median
of 9.8 cm) of fully-occluded items and can perform RF-
visual picking verification with over 95% accuracy (F-
Score) when extracting RFID-tagged items. These re-
sults show that X-AR is successful in extending AR
systems to non-line-of-sight perception, with important
implications to manufacturing, warehousing, and smart
home applications. Demo video: y2u.be/bdUN21ft7G0

1 Introduction
The past few years have witnessed an increasing interest
in augmented reality (AR) systems. Major tech compa-
nies - including Microsoft, Meta, Apple, and Google -
have invested billions of dollars in developing AR tech-
nologies [7, 25, 52, 51]. A significant driver for these
investments is the role that AR systems are expected to
play in boosting efficiency across Industry 4.0 sectors in-
cluding manufacturing, warehousing, logistics, and re-
tail. For example, in e-commerce warehouses, AR head-
sets can boost labor efficiency by guiding workers in
picking, sorting, and packing orders and returns [26].
Similarly, in manufacturing settings, AR headsets can
guide employees by visualizing assembly tasks, auto-
matically labeling tools in the environment, and helping
users find parts they need [28]. More generally, AR head-
sets are expected to make workers more efficient by an-
notating their environments, visualizing their next tasks,
and guiding them in executing these tasks [27, 30].

To realize their full potential, AR headsets need to de-
liver the above capabilities in real-world industrial en-

Figure 1: X-AR. X-AR fuses RF measurements with visual informa-
tion and leverages natural human motion to localize RFID tagged items
in the environment. The system uses a custom-designed, conformal,
light-weight antenna mounted on an augmented reality headset and dis-
plays information to the user.

vironments, which are typically dense and highly clut-
tered. For example, a typical warehouse or dark store is
dense with packages, and a standard manufacturing plant
is dense with materials and compartments. In these en-
vironments, the majority of items are occluded due to
being inside a box, under a pile, or behind other pack-
ages. Such occlusions make it difficult for existing head-
sets to perceive these items, which in turn prevents them
from identifying and locating the items or guiding work-
ers towards them. This limitation stems from the fact that
today’s AR headsets perceive their environment through
cameras or other vision-based sensing systems which are
inherently limited to line-of-sight (LOS) [6, 38]. Such
line-of-sight restriction hinders AR systems from boost-
ing worker efficiency where it is most needed, namely in
cluttered and dense industrial environments.

In this paper, we ask the following question: Can we
design and build an augmented reality system that can
sense fully-occluded objects and expand the perception
of humans beyond the line of sight? With this capability,
augmented reality would go beyond any natural human
ability and truly augment the way we interact with the
world, enabling significant advances in warehouse lo-
gistics, manufacturing, retail, and more. For example,
AR headsets with non-line-of-sight (NLOS) perception
could identify and localize specific items (e.g., customer
orders, tools, materials) even when they are fully oc-
cluded, helping workers avoid a lengthy search process.
Additionally, such AR headsets could be used to auto-
mate inventory control of items in warehouses or retail
stores without needing to see all objects, and can alert
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workers to misplaced items hidden behind occlusions.
To realize this vision, our approach is to leverage

Radio Frequency (RF) signals, which, unlike visible
light, can traverse everyday occlusions such as cardboard
boxes, plastic containers, wooden dividers, and cloth-
ing fabric. Indeed, recent advances in RF sensing have
demonstrated the potential to use RF signals to sense and
accurately localize items in non-line-of-sight and highly
cluttered environments [17, 40, 39]. Among existing RF
sensing technologies, we are particularly interested in
leveraging UHF RFID (Radio Frequency IDentification)
tags due to their widespread adoption in supply chain
industries (for example, over 93% of US retailers have
adopted UHF RFIDs [5]). Our vision is to bring RFID
sensing and localization to AR headsets to provide them
with non-line-of-sight perception and augment human
visual abilities for applications in warehouse automation,
e-commerce fulfillment, and manufacturing.

We would like to build a system that realizes the above
vision while satisfying the following requirements:
1. AR-compatibility: The system must seamlessly inte-
grate with an AR headset without impacting the perfor-
mance of its existing sensors and displays (i.e., without
obstructing the headset cameras or the user field of view).
2. Seamless Mobility: The system must operate cor-
rectly with natural human mobility. Specifically, it must
be able to accurately localize RFIDs (in LOS and NLOS
settings) without requiring the user to perform unnatural
movement patterns, which may hinder their productivity.
3. Actionability: The system should provide users with
actionable tasks (e.g., guide the user where to search) and
inform users of task success (e.g., verify to a warehouse
picker whether or not they picked the right order).
4. User-friendliness: The system needs to be compact
and lightweight, so that the user can easily wear the AR
headset and move around to complete their tasks.

Satisfying the above requirements is challenging and
cannot be realized by simply integrating a state-of-the-
art RFID localization system with an AR headset. In
particular, the majority of accurate RFID localization so-
lutions require multiple antennas that are separated by
meter-scale distances [39, 40], making them too bulky to
mount onto an AR headset. Solutions that don’t require
such antenna arrays typically rely on robot-mounted an-
tennas that need to be moved on predefined trajecto-
ries [58, 17, 15], making them incompatible with natural
human mobility. In addition to these challenges, deliver-
ing AR-actionable tasks goes beyond simple RF localiza-
tion and requires new mechanisms to fuse RF and vision
perception under natural mobility and display the output
on the headset.

In this paper, we present X-AR, an augmented reality
headset with a built-in RF sensing system. A user wear-
ing X-AR can freely walk in their environment (e.g., a

warehouse or manufacturing plant), and the headset au-
tomatically identifies and localizes items in the environ-
ment, even when they are not the in line-of-sight. Using
this information, X-AR guides the worker towards items
of interest (tools, packages, etc.) and verifies whether
or not they have picked up the correct item. Our system
introduces multiple innovations that together allow it to
satisfy the above requirements:
1. AR-Conformal Wideband Antenna: X-AR intro-
duces the design of an ultra-lightweight and wideband
antenna that is conformal to the headset (described
in §3). Our unique antenna design matches the shape of
the AR glasses visor, as depicted in Fig. 1, and does not
block the user’s view or any sensors. The antenna also
achieves the radiation, bandwidth (BW), and gain prop-
erties required to perform accurate RFID localization.
2. RF-Visual Synthetic Aperture Radar: X-AR does
not make restrictive assumptions about the user’s mo-
tion pattern when localizing the RFID tags in the envi-
ronment, and opportunistically leverages natural human
mobility. To do this, X-AR first uses the visual informa-
tion from the AR headset camera to self-localize in the
environment. It then uses the RFID measurements col-
lected during the user’s motion to create a synthetic aper-
ture radar (SAR) and localize RFID tagged items with
high accuracy. In addition, X-AR introduces a number
of techniques to handle localization artifacts and con-
straints that arise from natural human motions such as
natural head tilts and RFID backscatter radiation proper-
ties. We describe this localization method in detail in §4
and show how the system guides the user to the item’s
location and displays it on the AR headset.
3. RF-Visual Verification: The final component of
X-AR’s design is a mechanism that verifies when the
user has picked up their desired RFID-tagged item. Such
verification is important to avoid costly errors such as
picking and shipping the wrong order to a customer in
e-commerce warehouses. One might assume that such a
capability can be simply realized by localizing the RFID-
tagged target item to within a user’s hand once they’ve
picked it up (i.e., using the same localization mecha-
nism described up). In practice, doing so is challeng-
ing because, unlike the above scenario where the user’s
walking emulates a synthetic aperture, a user picking an
item stays in a relatively fixed location. To address this
challenge, X-AR leverages the RFID tag’s mobility in-
stead. Specifically, it performs a reverse SAR to localize
the headset with respect to the picked item’s trajectory.
In §5, we describe this technique in detail and show how
X-AR fuses the AR-headset’s hand-tracking capability
with reverse SAR to perform the verification with high
accuracy.

We implemented an end-to-end prototype of X-AR.
We mounted a custom-designed conformal antenna on
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Microsoft Hololens 2 headset [9]. The antenna is con-
nected to bladeRF software defined radios [47] that com-
municate with the AR headset through an edge server.
Our algorithms are written in the C driver and operate in
real-time, and we program the Hololens through Unity
to display item locations and labels, guide the user to the
target items, and show the verification results.

We evaluated X-AR’s performance over 230 experi-
mental trials. Our evaluation demonstrated that:
1. X-AR’s conformal antenna achieves all desired speci-
fications in terms of weight (<1g), size (conformal), BW
(200 MHz), and gain (around 0 dB).
2. X-AR accurately localizes RFID tagged objects in
line of sight and non line of sight scenarios with a me-
dian accuracy of 9.8 cm. Even the 90th percentile accu-
racy remains within a foot and a half (45 cm). In contrast,
a standard SAR-based baseline has more than double the
error, achieving a median accuracy of 24.8 cm and a 90th

percentile accuracy of 99.1 cm.
3. X-AR tracks the movement of the RFID tag and the
user’s hand to automatically verify what object has been
picked up with over 95% accuracy (F-Score). Even if the
user picks up a box with the RFID-tagged item inside it
(rather than picking up the item itself), the F-Score re-
mains over 91%.
Contributions: X-AR is the first augmented reality
headset that can sense through occlusions and perceive
fully occluded objects. This system introduces three key
innovations: 1) A custom-designed, conformal, wide-
band, and light-weight antenna that can be integrated
with a commercial AR headset, enabling RFID local-
ization without obstructing the user’s or cameras’ view,
2) An RFID localization system that opportunistically
leverages natural user motion to create a non uniform
RF-Visual synthetic aperture radar and to localize and vi-
sualize the RFID tagged objects in 3D, 3) A verification
mechanism that performs reverse RF-Visual localization
to verify whether the user has picked the target item, in
line-of-sight, non-line-of-sight, or occluded settings.

Although X-AR enables non-line-of-sight perception
for augmented reality headsets, our current implemen-
tation still has a few limitations. First, X-AR is cur-
rently designed to operate on a single headset, and still
has no mechanisms to extend to multiple coordinated
headsets. Second, the range of the RF measurements are
limited to 3m; however, future antenna design iterations
can achieve an even longer range. Finally, X-AR only
demonstrates two actionable tasks: guiding the user to-
ward a target item, and verifying the target item is in the
user’s hand. As research evolves, it would be interesting
to extend this system to other tasks. Despite these lim-
itations, X-AR marks an important step in bringing RF
sensing to AR and opens the door to future works bridg-
ing these fields.

2 System Overview
X-AR is a next-generation augmented reality system ca-
pable of perceiving objects in both LOS and NLOS con-
ditions. The system can identify, locate, and label RFID-
tagged items in the environment. It leverages an RF sens-
ing module to read passive, off-the-shelf UHF RFID tags
attached to items of interest. By combining this informa-
tion with visual data from the AR headset’s camera sen-
sors, it locates RFID-tagged items with high accuracy.

X-AR is designed to be used in practical environ-
ments, such as warehouses, manufacturing plants, and
retail stores. It opportunistically leverages human motion
(i.e., as the user walks around and picks up items) in or-
der to localize tagged items in the environment, guide the
user towards them, and verify when the user has picked
them up. For simplicity, the remainder of this paper dis-
cusses the system in a single tag scenario. sHowever,
X-AR can easily extend to multiple RFID tags in the en-
vironment. Using the EPC Gen 2 protocol, X-AR can
read each RFID tag separately, and perform the same lo-
calization and verification algorithms for each tag.

3 AR-Conformal Antenna
X-AR introduces a conformal antenna that can be
mounted on the headset to identify, locate, and verify
UHF RFID tags, without interfering with the headset’s
operation or constraining the user. Here, we describe our
AR-conformal antenna design, its requirements, chal-
lenges, and the path describing its evolution from a con-
ventional antenna structure to one satisfying all the de-
sired needs. To perform RFID localization from the
headset in the field of view of the user, the antenna needs
to satisfy the following requirements:
• Wideband operation around 900 MHz: The antenna
needs to maintain a matched operation and a good gain
over a BW of at least 200 MHz to match the bandwidth
requirements of state-of-the-art RFID localization sys-
tems [39, 40].
• Conformal and unobstructive: The antenna must be
designed on a flexible substrate to easily conform to the
Hololens’ visor without obstructing a user’s field of view
or the cameras mounted on the front of the headset.
• Lightweight and small form-factor: The antenna
must maintain an ultra-light weight (< 1g) and be simple
and easy to mount on the AR’s visor.

Existing solutions in state-of-the-art wideband
RFID localization systems do not satisfy these proper-
ties [16, 17, 40, 39, 14]. In particular, they rely on rigid,
relatively-large, and often bulky antennas. For example,
the majority of these systems leverage large patch
antennas that are 26 cm × 26 cm × 3.3 cm and weigh
approximately 1.04 kg, while others rely on log-periodic
antennas that measure 15 cm× 13 cm× 0.01 cm. These
solutions are too bulky and would obstruct the field of
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(a) Single loop antenna. (b) AR-conformal Antenna (c) Measured Gain vs Frequency.

Figure 2: Conformal Antenna Design. (a) Fabricated single-loop antenna mounted on the headset (dimensions 122×51mm). (b) Fabricated
conformal antenna (dimensions 165×64mm). (c) These plots show the measured gains of the single loop (blue) and AR conformal (red) antennas
vs frequency while mounted on the headset and worn by the user. The horizontal green line is used to highlight the 3-dB bandwidth.

view of the AR headset, thus are ill-suited for our use
case. While some RFID localization systems utilize
compact and lightweight antennas [58, 57, 59], these
antennas have a narrow band of operation, which makes
them unsuitable for our use case.1

Below, we describe our investigation in designing the
AR-conformal antenna to satisfy the above requirements.

3.1 Investigating a Single Loop Design
We first investigated whether we could achieve the above
properties using a single loop antenna design. Our choice
of a single loop was motivated by the fact that a loop can
wrap around the outline of the visor, delivering a small
form factor not obstructing the field of view. Also, the
loop is a simple antenna that does not require a ground
plane, making it easy to mount on an AR headset.

Fig. 2a shows the picture of our initial design of a
loop antenna, fabricated on a 100 µm thin polyimide sub-
strate, and mounted on the Hololens. Notice how our
antenna (almost) follows the perimeter of the visor, thus
not obstructing its view. In order to identify the appro-
priate dimensions corresponding to an operation around
900 MHz, we performed our antenna simulations in An-
sys High Frequency Simulation Software (HFSS). In de-
signing these antennas, we leveraged polyimide films
because of their good electromagnetic properties, their
common use for applications requiring flexible electron-
ics, and their wide availability at low-cost. This antenna
also weighs less than 1g, thus it satisfies our requirements
of a small form factor while maintaining a light weight.

To investigate the bandwidth requirement, we
mounted the antenna on the headset, worn by the user,
and measured its gain over the frequency of interest. This
was done by illuminating it with a transmitter antenna of
a known gain and using a vector network analyzer (VNA)
to extract the S parameters of the loop antenna (specifi-
cally the S21 parameter).

Fig. 2c plots the gain of the loop with respect to fre-
quency, showing 3 dB BW of approximately 100 MHz
around 780 MHz. This shows the loop antenna design

1As mentioned in §1, past systems that leverage these antennas re-
quire either bulky arrays or a robot to move the antenna on a pre-defined
trajectory, neither of which are suitable for an AR localization system.

would not allow us to achieve the desired 200 MHz of
BW. It should be noted the loop antenna delivers a res-
onant frequency of 900 MHz and a gain of 3.8 dB when
tested in air. However, its gain degraded by 3 dB and fre-
quency detuned by 120 MHz when placed on the headset
visor and worn by the user. This behavior is often ob-
served with wearable antennas [32, 41], where the fre-
quency of operation and antenna radiation properties de-
grade when mounted on a new material. Thus, while the
loop antenna is conformal, unobstructive, lightweight,
and small, it did not satisfy the BW requirements.

3.2 Wideband AR-Conformal Antenna
Motivated by a desire to increase the bandwidth of
the single-loop conformal antenna, we investigated how
strategies such as tapering (i.e., gradually changing the
width of the loop) and slotting (i.e., adding slotted gaps
in the loop) can help us achieve the desired bandwidth.
Through an iterative design and simulation processing
(whereby the simulation was performed using Ansys
HFSS), we reached the design shown in Fig. 2b. Notice
how we carefully chose the dimensions of the antenna to
perfectly match the shape of the visor, without blocking
any of the cameras. We also added tapers to the outline
of the antenna and integrated slots on the top and bottom
lines around the nose to achieve a wideband operation.

Similar to the loop antenna, we conducted gain mea-
surements to assess the 3-dB bandwidth of our conformal
antenna while mounted on the headset and worn by the
user. The red plot in Fig. 2c shows the gain of our new
antenna as a function of frequency. Notice how the 3 dB
bandwidth of the gain is now 200 MHz - from 775 MHz
to 975 MHz. This shows that the antenna achieves the
desired gain pattern in the frequency range of interest.
Note that the negative gain realized by these wearable
antennas is normal with ultra-thin substrates due to close
proximity with lossy material such as the headset and
human tissues [48, 19]. In principle, it is possible to fur-
ther optimize the gain of the antenna, however, the neg-
ative gain could be easily overcome by transmitting at a
higher power, thus maintaining a constant effective ra-
diation pattern (typically referred to as EIRP). It should
be also noted that the detuned frequency observed with
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the measured loop due to placement on headset was ac-
counted for in the HFSS simulations for the new antenna,
by simulating the structure on plexiglass that mimics the
headset’s visor, and thus resulted in the proper resonant
frequency during measurements. Finally, we also simu-
lated the radiation pattern of the conformal AR antenna
on the headset as well as measured its gains across fre-
quencies and elevation angles (see appendix).

It should be noted that while this antenna was designed
to match this headset, the design could be adapted for
different visor shapes, depending on the location of the
cameras and other components that cannot be blocked.

4 RF-Visual Synthetic Aperture Radar
In the previous section, we described the custom, con-
formal, and lightweight antenna that X-AR uses to sense
RFID tags in the environment. In this section, we de-
scribe how X-AR uses these RFID measurements, along
with visual information from the AR headset’s camera to
locate RFID tags with high accuracy through RF-Visual
Synthetic Aperture Radar (SAR). For ease of exposition,
we discuss localizing a single tag, but the same approach
generalizes to any number of tags in the environment.

4.1 Background on SAR
X-AR’s localization builds on a technique called Syn-
thetic Aperture Radar (SAR). At a high level, SAR lever-
ages the same localization principle as antenna arrays,
where measurements from multiple antenna locations are
combined to localize a wireless device in 2D or 3D space.
SAR differs from standard antenna arrays in that it moves
a single antenna, collecting measurements from different
physical locations to emulate an antenna array. Formally,
we can estimate the power P received from every point
in space using the following equation:

P(x,y,z) =
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∣∣∣∣∣
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where M is the number of frequencies used, hi, j is the
channel measurement of the ith location with the jth fre-
quency, di is the distance from (x,y,z) to the ith location,
and λ j is the wavelength of jth frequency.

To localize the tag, we find the (x,y,z) location with
the highest power. Formally, the location of the tag, ptag:

ptag = argmax(x,y,z)(P(x,y,z)) (2)

For more details on SAR please refer to the Appendix.

4.2 AR-Based SAR
Since it is infeasible to mount an antenna array on an
AR headset, X-AR builds on SAR-based RFID local-
ization. Specifically, X-AR opportunistically leverages
natural human motion to collect wideband measurements
from different locations and uses them to construct a syn-
thetic aperture radar to localize RFID tagged items.

However, bringing SAR to an AR headset faces a num-
ber of challenges. Unlike prior systems that leverage
SAR (e.g., robots or airplanes), X-AR cannot rely on a
constant velocity or predictable trajectory. For example,
humans naturally accelerate and decelerate and move
slightly side-to-side as they walk, making it difficult to
predict the exact antenna location. Moreover, recall that
X-AR aims to opportunistically leverage human motion
as opposed to controlling the user’s trajectory, making it
even more challenging to control the antenna’s location.

Self-Tracking. To address these challenges and local-
ize the antenna over time, X-AR leverages the AR head-
set’s built-in self-tracking capability. Existing AR head-
sets can self localize by extracting feature points from
their cameras’ visual data and performing visual-inertial
odometry (VIO). They then track these points over time
to build a map of the environment and derive their 6D
pose (i.e., location and rotation) within this map [38, 42].

To leverage this built-in localization, X-AR requires
an additional transformation. Specifically, the headset
tracks its location as the center of the user’s head, but
the antenna is mounted on the front of the visor. This
transform is essential since SAR relies on small changes
in the RFID channel and therefore requires precise loca-
tions. This transform can be formulated as [55]:

WPA = WRH × HPA + WPH (3)
WRA = WRH

where WPA and WRA are the position (x,y,z) and quater-
nion rotation of the antenna in the world frame W ;
WPH , WRH are the position and quaternion rotation of
the Hololens in the world frame. The x,y,z translation
from the Hololens H to the antenna A is defined as HPA.
The position and rotation of the Hololens are obtained
from the vision-based AR self-tracking. We empirically
measure the translation from the Hololens’s center to an-
tenna ( HPA) since this translation is fixed and results
from mounting the antenna on the headset.

After applying the transformation, X-AR uses them as
the antenna array locations. This allows it to then exploit
wideband measurements as per Eq. 1 to opportunistically
apply SAR along the user’s trajectory.
RFID Localization. Fig. 3 shows an example of X-AR’s
RFID localization (shown in 2D for simplicity). Fig. 3a
shows an overhead view of a user walking through the
environment. RFID measurements are taken during the
user’s trajectory, resulting in the measurement locations
shown by the red stars. These measurements are then
used to compute the power at each point in the workspace
using Eq. 1 to estimate the tag’s location. Fig. 3b shows
this power as a heatmap with yellow indicating areas of
higher power and blue indicating areas of lower power.
The tag’s location (red dot) overlaps with the area of
highest power, showing that the localization was success-
ful. While the above description focused on 2D localiza-
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(a) 2D SAR (b) 2D SAR result (c) User view of AR display
Figure 3: AR-Based SAR. (a) As the user moves naturally, X-AR collects RF measurements. (b) Using RF-Visual SAR, X-AR creates a heatmap
of the RFID tag’s possible location. The target RFID location overlaps with the area of highest power (yellow), indicating a successful localization.
(c) The user’s view from the Hololens application. The sphere shows the estimated tag location and the arrow points to it.

tion, the same method extends to 3D as per Eq. 2, en-
abling X-AR to localize items in 3D space.
Holographic Visualization. Once the item has been lo-
calized, X-AR leverages holographic visualization to dis-
play its location to the user and guide them towards it.
To do this, X-AR leverages the transforms described in
Eq.3 to compute the tag’s location in the world frame.
Fig. 3c shows an example from the user’s perspective as
displayed on the AR headset. In this example, X-AR
places a spherical hologram around the estimated loca-
tion, and a floating arrow appears in order to guide the
user towards the localized tag for object retrieval. The ar-
row is programmed to float slightly above the user’s eye
level at a fixed distance in front of them. For every frame
update, the application queries the location and rotation
of the user in the world space. It then computes their di-
rectionality to update the pointing vector of the arrow to
properly guide the user towards the target object.

4.3 Practical Considerations
Standard wideband SAR systems typically design their
antennas to have uniform gain across the entire fre-
quency band. However, off-the-shelf UHF RFID tags are
not designed to be wideband and therefore have signifi-
cant variability in their antenna gain across frequency.
In general, measurements with frequencies further from
the tag’s resonant frequency (typically 900MHz) will be
weaker and therefore more susceptible to noise. These
weak measurements can introduce significant error in
the location estimate. To overcome this, we introduce a
weighted SAR formulation that biases the estimation to-
wards confident measurements to improve the accuracy.

To do this, X-AR starts by quantifying its confidence
in each of its measurements using the signal-to-noise ra-
tio (SNR). For any wideband measurement with an av-
erage SNR below a certain threshold, X-AR is unlikely
to be able to accurately estimate the RFID channel and
it therefore removes the measurement from the SAR for-
mulation entirely. The remaining measurements all con-
tain useful information, however, as described above,
certain frequencies in each wideband measurement may
have weaker responses due to the tag’s frequency depen-
dent response. To prioritize frequencies with stronger
responses, X-AR applies an SNR-based weighting func-

tion to each frequency in a measurement.
This is formalized in the following equation:

P(x,y,z) =
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wi, j =
SNRi, j

maxk∈[1,M](SNRi,k)
(5)

where wi, j is the weight for the ith location and jth fre-
quency, and τ is the SNR threshold for removing poor
measurements. SNRi, j is the SNR of the ith location with
the jth frequency, and SNRi is the average SNR across all
frequencies for the ith location. 2

A few additional points are worth noting:
• In practice, the self-localization frame rate is different
from that of the RFID channel measurements. To over-
come this, X-AR linearly interpolates between Hololens
self-tracked locations to find the corresponding location
of the mounted antenna for any given measurement.
• X-AR continues to collect measurements until it has
become confident in the tag’s location. To determine its
confidence, it finds all (x,y,z) locations whose power is
within 0.75dB of the peak power.3 It then computes a
bounding box around these locations. When this bound-
ing box’s size falls below a threshold, X-AR declares the
localization complete and visualizes the location.
5 RF-Visual Verification
So far, we explained how X-AR opportunistically lever-
ages human motion to localize RFID-tagged target items
and visualize them on the AR headset for retrieval. In
principle, this visualization should be sufficient to indi-
cate to the user to pick up the item within the holographic
sphere shown in Fig. 3c. In practice, however, the user
may still pick up an incorrect item. For example, mul-
tiple items may lie within the glowing sphere.4 Even if
the user knows what they’re looking for (e.g., red shirt),
there might be several items that are visually similar to
each other or in similar packaging in the region. More
generally, the picked item may be incorrect because the

2When computing wi, j in our implementation, we offset all of the
SNR values and clip them at 0 to avoid negative weights.

3In practice, other thresholds are possible, but a looser threshold
would reduce the confidence and hence the localization accuracy.

4The size of the sphere is determined by the confidence interval
from RFID localization accuracy which is around 10-20 cm.
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picker is prone to human error.
To ensure that the user has picked up the correct item,

X-AR incorporates a mechanism for picking verification.
We describe RF-Visual Verification, which enables an ac-
curate and seamless verification of grasped items.

5.1 RF-Visual R-SAR
At the most basic level, the goal of X-AR’s RF-Visual
verification primitive is to verify whether the correct item
is in the user’s hand after they have picked up an object.
Said differently, it aims to localize the RFID-tagged tar-
get item to within the user’s palm. At first blush, one
might assume that such a capability is trivial given that
X-AR already has a mechanism to localize RFIDs, as de-
scribed in the previous section on RF-Visual SAR. How-
ever, the two localization problems are fundamentally
different. Unlike the earlier scenario where the user’s
walking emulates synthetic aperture, a user picking an
item is in a relatively fixed location. Hence, one cannot
leverage the user’s movements to localize the item.

To localize the item despite the user’s stationary po-
sition, X-AR leverages the RFID tag’s mobility instead.
Fig. 4a shows a sample scenario, demonstrating how the
tag itself traces an antenna array. X-AR leverages this
emulated array in order to localize the AR-headset (more
specifically, the antenna on the headset) with respect to
the array. This formulation is the reverse of the SAR de-
scribed in §4, where the RFID tag was stationary, and
the AR conformal antenna on the headset was moving
with the user. Notably, in §4, we could leverage the AR
headset’s self-tracking capability to track the antenna lo-
cations. Here, we still need a mechanism to track the
RFID locations in order to properly apply the antenna ar-
ray equations.5 To track the RFID’s location as it moves,
our idea is to leverage the hand-tracking capability of
the AR headset. Specifically, AR headsets like the Mi-
crosoft Hololens 2 can detect and track multiple feature
points on a user’s hand, including their palm [8]. Thus,
if the user picks up the correct RFID-tagged item, then
the RFID traces a similar trajectory to the user’s palm as
shown in Fig. 4a.

X-AR leverages the above observation and applies the
antenna array equations on the hand’s trajectory in or-
der to localize the headset. If the headset’s estimated
location using this method coincides with the headset’s
visual-inertial odometry-based location, that indicates
that the target RFID tagged item was accurately retrieved
and is indeed in the user’s hand. On the other hand, if
the headset localization fails, the failure indicates that the
target RFID tag is not in the user’s hand. Below, we for-
malize the above intuition by describing scenarios where
the user picks the correct item and compare it to a sce-
nario where the user picks an incorrect item.

5In principle, one could use ISAR [11]. It is less desirable than SAR
because the former suffers from a larger direction location ambiguity.

(a) Scenario where the User Picks the Correct Item.
Fig. 4a shows an example where the target item is in the
user’s hand. Here, the palm location (Ppalm) and the tag
location (Ptag) are similar. As the user’s hand moves,
Ppalm and Ptag change similarly together. As a result, the
target tag’s location can be accurately approximated with
the palm location over time for applying SAR and esti-
mating the AR conformal antenna’s location according
to the following equation:

P(x,y,z) = ||
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where Nv is the number of measurements, ti is the time
of ith measurement, d(ti) represents the distance at time
ti from the (x,y,z) position to the user’s palm location,
Ppalm(ti). X-AR obtains Ppalm(ti) through vision based
hand tracking. The SAR estimated headset location,
(xh,yh,zh), is the position that emanated the maximum
power. Remember that when the user has the target item
in their hand, Ppalm(ti) is similar to the target RFID loca-
tion at time ti.

Fig. 4c shows the result of applying SAR to localize
the headset in the form of a 2D heatmap from a side view.
For simplicity, the result of antenna array projections
is sliced in the plane that coincides with the real-world
plane containing the user’s body and the RFID-tagged
item. In this heatmap, yellow indicates higher probabil-
ity of the headset location, while navy blue indicates low
probability. As the figure shows, the location of highest
power (the pink dot) is very close to the actual location
of the headset antenna (the white star), indicating that the
headset has been accurately localized.

(b) Scenario where the User Picks an Incorrect Item.
Next, consider a scenario where the user picks up an in-
correct item, as shown in Fig. 4b. Here, the user’s palm
location (Ppalm) changes as the user’s hand moves, but
the target RFID tag location (Ptag) does not change. In
this case, when X-AR uses the user’s palm location to
estimate the tag location for the SAR, it will fail to accu-
rately locate the AR conformal antenna location.

Figure 4d shows the result of applying SAR in this
scenario. Notice how the heatmap displays multiple high
probability regions that are far from the actual headset lo-
cation. In this case, the highest probability location (de-
picted by the pink dot) which corresponds to the SAR-
based estimate of AR conformal antenna’s location is
far from the actual location of the headset antenna (de-
picted by the white star). Thus, the SAR based headset
localization fails because of large error. Since the head-
set knows its actual location (using the self-tracking via
visual-inertial odometry as described in §4), it can deter-
mine that the reverse localization has failed, and use this
information to determine that the target RFID tag is not
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(a) Target is in hand (b) Target is not in hand (c) In-hand heatmap (d) Not in-hand heatmap (e) Without compensation

Figure 4: RF-Visual In-Hand Verification.(a) The RFID trajectory (blue dashed line) is similar to the palm trajectory (red dashed line) when it
is in-hand. (b) The RFID’s location (blue rectangle) differs significantly from palms trajectory(red line) when not in-hand. (c) When the tag is in
hand, RF-Visual R-SAR accurately estimates the headset location (pink dot) relative to the actual headset location (white star). (d) The R-SAR
estimation of the headset location (pink dot) is not accurate when the tag is not in hand. (e) Without compensating for natural head movement,
RF-Visual R-SAR cannot locate the headset accurately even when the target RFID is in the user’s hand.

in the user’s hand.
The criteria for declaring that the target tag is in the

user’s hand is that the headset localization error should
be within an acceptable range and can be formulated as
follows: ||(xh,yh,zh)− (xG,yG,zG)||< τ (9)

where (xG,yG,zG) is the headset’s location based on built-
in odometry, and τ is threshold for localization error.6

5.2 Compensating for Natural Tilts
Our above description assumes that the user’s head is
perfectly still as they are picking an item. In practice, a
user’s head naturally tilts during picking, and its impor-
tant to compensate for these tilts in the reverse SAR lo-
calization.7As a result of head movement throughout the
retrieval process, the distance of user’s palm to headset’s
initial location can be different from the actual distance
from the user’s palm to the headset’s antenna location.

In Fig. 4a, we had shown the result of SAR after com-
pensation. For comparison, Fig. 4e shows the result of
applying SAR without compensating for the user’s natu-
ral head movements. Multiple high probability regions
are visible in the heatmap showing that if the natural
head movements are not accounted for, the SAR esti-
mated head location may have a large error and the item
in the user’s hand may be incorrectly classified.

To address this issue, X-AR tracks these natural head
movements through the visual-inertial odometry and
compensates for them in the RF-Visual SAR formula-
tion. Specifically, X-AR translates the palm position
from current headset coordinate to the initial headset co-
ordinate. This can be formulated by replacing d(ti) in
Eq. 6 with d̂(ti) as follows:

d̂(ti) = |(x,y,z)− (Ppalm(ti)− [Phead(0)−Phead(ti)])|
6In our implementation, τ is 0.3m. Note that the length of the AR-

conformal antenna is 0.165m. We experimented with different τ’s and
found this achieves a good balance between precision and recall.

7Note that these tilts remain too subtle to perform SAR on the head
movement itself, but are sufficiently large to make reverse SAR inac-
curate if they are not accounted for.

where Phead(ti) is the visual-inertial odometry-based
head location at time ti. In this new formulation, d̂(ti)
represents the compensated distance from head’s ini-
tial position to the palm location at time ti. The head-
set’s estimated initial location, Phead(0) , is the same as
(xG,yG,zG) in Eq. 9. X-AR uses the same criteria as Eq.9
for the headset’s initial location to determine if the tar-
get item is accurately retrieved by the user. In the system
evaluation, we demonstrate how much this compensation
is critical for RF-Visual Verification. We also note:
• X-AR can also use the camera visual data to determine
if and when the user grasps an item by tracking her hands
and fingers. It can use this information to trigger the RF-
Visual verification module.
• The retrieval process often includes grasping and re-
moving items to declutter the surroundings of the target
item before the user actually grasp the target item. As a
result, X-AR uses the latest received Nv RFID measure-
ments8 at each point of time for the RF-Visual verifica-
tion. When the latest Nv satisfy the Eq.9’s criteria, X-AR
notifies the user that the target item is in her hand by
showing text stating that target item is retrieved.

6 Implementation & Evaluation
Physical Setup: We implemented X-AR on a Microsoft
Hololens 2. We mounted our custom conformal antenna
on the front visor of the AR headset and connected it
to two Nuand BladeRF 2.0 Micrsoftware radios [47].
Our device was tested using standard off-the-shelf UHF
RFID tags [4](3-5 cent each). We tagged common items
such as office supplies or clothes and placed them in
boxes of different arrangements.
RFID Reader: To obtain wideband RFID channel mea-
surements for localization, we implemented the EPC
Gen 2 protocol [31] on a wideband RFID reader design
similar to [17]. In order to transmit and receive signals
from a single antenna, we introduced a CS-0.900 circu-
lator to the reader. To cancel self-interference and extend

8In our implementation, Nv is 35.
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the range, we implemented over-the-wire nulling through
the BladeRF’s MIMO capability[47] and a ZAPD-2-21-
3W-S+ 2-Way Pass DC Splitter. We connected the reader
to a Raspberry Pi to collect and process RFID measure-
ments from the software defined radios.
Software: We implemented the processing described in
§4 and §5 on an edge server running Ubuntu 20.04 on
an Intel(R) Core(TM) i9-10900X CPU @ 3.70GHz. The
code is developed in Python and C++ and uses ROS [50]
to enable multicore processing. We developed our own
application for the Hololens to stream device transforms
and tracked hand locations to the edge server via TCP
protocol and present the designed UI to the user. The
application was developed in C# in Unity3D [56] and
Visual Studio IDE [43]. On the Rasberry Pi, we im-
plemented code in Python to stream the processed RFID
channel estimates to the edge server.
Evaluation Environment: We evaluated X-AR in
multipath-rich indoor settings that mimic warehouses,
retail stockrooms, and dark stores, which are cluttered
with boxes. Fig. 3c shows a sample evaluation environ-
ment. Across experimental trials, we changed the ar-
rangement of stacked boxes, moving them near metal
shelving and/or wooden bench tops. Since our evalu-
ation setups were created in a lab, they were also sur-
rounded by furniture including chairs, desks, and com-
puters. These environments also had typical wireless in-
terference from various technologies, as well as multi-
path interference from building occupants who walked
around the environment while going about their daily
activities. Across our experimental trials, a user wears
the X-AR headset and walks around to find and pick
up an RFID-tagged target item. To evaluate localiza-
tion with various human trajectories, we asked users to
walk in several different patterns. These patterns in-
cluded walking towards the target object, in a diagonal
path approaching the target, and in 2D “L” or “V” shaped
trajectories with respect to the target. We tested objects
of different sizes/shapes across both LOS and NLOS set-
tings. In LOS, the tagged object was not occluded from
the AR headset’s field of view. For NLOS settings, the
RFID-tagged target was hidden inside a box or behind
clutter. Across trials, we varied the target RFID-tagged
object’s location to cover various potential scenarios.
Baselines. We implemented 2 state-of-the-art baselines:
SAR baseline: Our first baseline is SAR-based localiza-
tion algorithm (similar to [58, 65]). In this baseline, we
used the AR-based VIO similar to X-AR to obtain an-
tenna locations. However, we limited the localization
to only frequencies within the UHF ISM band (around
22 MHz), and did not implement X-AR’s weighting op-
timizations as described in §4.3.
Time-of-Flight baseline: Our second baseline imple-
ments state-of-the-art time-of-flight(ToF) estimation us-
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Figure 5: 3D Localization Accuracy. CDF plots of X-AR’s RF-visual
SAR localization accuracy in the x/y/z dimensions for LOS and NLOS.

ing wideband RFID measurements (similar to [40, 17]).
For this baseline, we selected 6 measurements from the
user’s trajectory (similar to [17], spaced evenly in time),
computed the ToF-based distance estimates (using the al-
gorithm from [40]), then performed robust trilateration to
compute the final 3D location (as in [17]).

For fairness of comparison, in both baselines, we ap-
plied the same initial SNR filter as X-AR to remove low-
confidence measurements.
Ground Truth: To measure the localization accuracy
of our system, we used the AR headset’s built-in spatial
awareness to determine the origin of the coordinate sys-
tem in each trial. In each experimental trial, we aligned
the tag’s location with the Hololens’s origin. This was
done by manually moving the RFID tag to the origin (dis-
played as a hologram by the AR advice) so that it aligns
with the Hololens origin at the beginning of each trial.
Subsequently, the localization accuracy was computed as
the difference between X-AR’s RFID tag estimated loca-
tion and the Hololens’ origin. This was repeated for each
experimental trial.

7 Results
We ran 234 trials to evaluate the performance of X-AR.

7.1 3D Localization Accuracy
We first evaluated the accuracy of our system in local-
izing target RFID-tagged items in the environment. We
define the localization error to be the euclidean distance
between the system’s estimated location and the ground-
truth location. We ran 54 experimental trials to measure
the performance of RFID localization. In each trial, the
user walked in a different motion pattern and X-AR au-
tomatically localized the target item via RF-visual SAR
as described in §4.

Fig. 5 plots the CDF of the localization error across the
experimental trials in both line-of-sight and non-line-of-
sight scenarios. We plot the localization error along the
x(orange), y(pink), and z(purple) dimensions. We note:

• In LOS settings, the median errors are 2.1 cm, 2.1 cm,
and 8.4 cm along the x, y, and z dimensions, respectively.
In NLOS settings, the median errors are 1.9 cm, 6 cm,
and 7.7 cm along the x, y, and z dimensions, respec-
tively. These results demonstrate that X-AR can achieve
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Figure 6: Comparison to Baseline Localization Accuracy. CDF plots
of L2-norm error for X-AR(orange), SAR(pink), and ToF(purple).

centimeter-level localization accuracy in each dimension
while opportunistically leveraging human motion that is
not known a priori or directed in a particular way.
• The median L2 norm of localization error for the LOS
and NLOS scenario are 9.6 cm and 10.6 cm. Therefore,
there is no significant difference between localization er-
ror for NLOS and LOS, showing that X-AR’s is able to
augment the AR device with perception capabilities for
both LOS and NLOS conditions.
• The localization accuracy along the x-axis is generally
better than along y and z (especially in the NLOS sce-
nario). This is because in our experimental setup, the ob-
ject is located on a shelf against a wall. The user walks
toward the shelf but not past it, meaning the RFID mea-
surements are only on one side of the RFID in the y di-
rection. On the other hand, the user walks parallel to the
shelf and measurements are taken on both sides of the
RFID along the x-axis leading to a better accuracy in the
x direction than in the y direction. Note that the aperture
in z direction (vertical direction) is very small since the
user’s head does not move vertically.
Baseline Comparison: We compare the performance of
our system to the two baselines described in §6. We used
the same experimental trials for X-AR and the baselines.

Fig. 6 plots the CDF of the total localization error for
X-AR (orange), SAR Baseline (pink), and Time-of-Flight
Baseline (purple). For simplicity, we show the L2-norm
distance error (rather than the error along each of the
x/y/z dimensions). We make the following remarks:

• For X-AR, the median and 90th percentile localization
errors are 9.8 cm and 45 cm, respectively. These results
are in-line with those reported above (as L2-norm in 3D).
• For SAR Baseline, the median and 90th percentile lo-
calization errors are 24.8 cm and 99.1 cm, respectively.
This shows that by leveraging our system’s custom wide-
band antenna and wideband RF-visual SAR techniques,
X-AR can achieve over 2× performance improvement in
both the median, and 90th percentile over a system that
is limited to the UHF ISM band, thus demonstrating the
value of our customized wideband conformal antenna de-
sign and RF-visual SAR localization scheme.
• The Time-of-Flight baseline has a median and 90th per-
centile localization errors of 34.9 cm and 78.8 cm. This
shows that X-AR has an improvement of over 3× in the
median and almost 2× in the 90th percentile. We note

that the baseline’s performance is worse than that re-
ported in prior work [40, 17]. This is because that prior
work had control over the aperture of measurements
(i.e., through physical antenna placement or controlling
robotic motion). In contrast, when applying these tech-
niques to an AR system with natural human motion, the
aperture cannot be optimized and the resulting accuracy
is poor. This demonstrates the benefit of our AR-based
SAR techniques when utilizing natural human motion.

Impact of Walking Pattern: Next, we investigated
the impact of different walking patterns on X-AR’s
localization accuracy. Recall that we asked users to
walk in different patterns: vertically toward the tag’s
plane, diagonally toward the tag, as well as L-shaped
and V-shaped trajectories. To understand the impact of
different motion patterns on localization accuracy, we
measured the 10th, median and 90th percentile for each
of these patterns and reported them in Table 1.We note:

Vertical Diagonal L-shape V-shape

10th percentile 5.7 cm 3.8 cm 7.9 cm 6.3 cm
50th percentile 10.8 cm 12.5 cm 9.8 cm 8.4 cm
90th percentile 47.7 cm 51.0 cm 14.9 cm 13.3 cm

Table 1: Trajectory Impact. Location error for different trajectories.

• All walking patterns have a similar median localization
error, between 8.4 to 12.5 cm. This shows that X-AR
works well in different motion patterns and is generally
robust to different trajectories. It also suggests that X-AR
does not need to constrain the user to a pre-defined 2D
trajectory to achieve good localization performance.
• Interestingly, we noticed that 90th percentile accuracy
is markedly different across these motion patterns. In
particular, while the L-shaped and V-shaped patterns
have a 90th percentile around 15 cm, this error increases
to around 50 cm for linear motion patterns (diagonal &
vertical). This is likely due to the differences in spatial
diversity and aperture variability across these motion pat-
terns. In particular, L-shaped and-V-shaped trajectories
involve independent mobility in two dimensions, while
the diagonal and vertical trajectories involve mostly lin-
ear motion patterns, giving less overall aperture.

Impact of Aperture. We investigated the impact of
the trajectory’s aperture size on localization accuracy
through a micro-benchmark evaluation. To do this, rather
than providing the RF-visual SAR algorithm with the en-
tire trajectory for localization, we trimmed the trajectory
of each trial to a certain maximum aperture. For exam-
ple, to evaluate an aperture of 0.6 m, we only provided
the first 0.6 m of the user’s trajectory to the localization
algorithm.9 We repeated the same process for apertures
of different lengths, and computed the localization accu-
racy for each of them across all the experimental trials.

9The aperture of a trajectory is defined by the diagonal of the bound-
ing box encompassing the measurements in that trajectory.
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Figure 7: Impact of Aperture. Localization error vs the aperture of the
user’s trajectory. The plots show the 10th, 50th, and 90th percentiles.

Fig. 7 plots the L2-norm localization error as a func-
tion of the aperture. The plot shows the 10th (orange),
50th (pink), and 90th (purple) percentile errors across all
experimental trials. We make the following remarks:
• When limiting the aperture to 0.1 m, the 50th and 90th

percentile errors are 0.5 m and 1.5 m respectively. As the
aperture increases to 0.8 m, these errors drop to 0.11 m
and 0.96 m. This shows that for small apertures, X-AR’s
performance greatly improves as the user walks further.
• After the aperture reaches 0.8 m, the median errors be-
come relatively constant. For example, expanding the
aperture to 1.2 m only decreases the median error by
2 cm. This shows that increasing aperture after 0.8 m
does not improve the median localization accuracy.
• The 90th percentile continues to improve as the aper-
ture is increased from 0.8 m to 1.2 m, dropping by 0.43m.
This shows that larger apertures improve reliability.
• X-AR visualizes the RFID tag on the AR device
once the user’s walking trajectory allows for adequate
RF measurement aperture, such that X-AR is confident
about the RFID tag’s location, as described in §4.3. As a
result, the time it takes X-AR to find the requested item
is dependent on the user’s walking speed and trajectory.
Impact of SNR-based Weighting Function. We inves-
tigated how weighting measurements based on the re-
ceived SNR impacts the localization accuracy of X-AR.
We processed the experiments with SNR-based weight-
ing (Eq.4) and with uniform weighting (Eq.1) and cal-
culated the L2 norm of RFID localization error. Our
results showed that the SNR-based weighting improves
the robustness of the system, specifically in the 90th per-
centile localization accuracy. While the uniform weight-
ing and SNR-based weighting have a similar median er-
rors (around 10 cm), the 90th percentile in our SNR-
based weighting approach is 45 cm, while the uniform
weighting approach has 71 cm error.

7.2 In-Hand Verification
Next, we evaluated X-AR’s ability to successfully deter-
mine if the correct RFID tagged object was retrieved by
the user. We conducted 180 trials in total. In each trial,
the user grasped a tagged or non-tagged item and moved
their hand in a pick and place motion. In each trial, X-AR
predicted whether the RFID tag was in the user’s hand or
not, (i.e., the correct item being picked or not). We de-
fine a successful trial as one in which X-AR correctly

Precision Recall F-score

Extracting RFID-tagged 98% 100% 98.9%
item (LOS)

(without compensation) 98% 98% 98%

Picking boxed RFID-tagged 100% 85.1% 91.9%
item (NLOS)

(without compensation) 100% 74.3% 85%

Large Object (LOS+NLOS) 100% 87.5% 93%

Small Object (LOS+NLOS) 98% 93% 95.4%

Table 2: In-hand Verification Accuracy. The table reports the results
for in-hand verification across different evaluation scenarios. The re-
sults are reported as percentages for precision, recall, and F-measure.

determines whether or not the tag was in the user’s hand.
Table 2 reports the results for X-AR’s in-hand verifi-

cation algorithm. Here, Precision indicates the number
of trials where the target item was correctly classified in-
hand divided by the overall number of trials that systems
classified the target item as in-hand. Recall indicates the
number of trials where target item was correctly classi-
fied in-hand divided by the overall number of trials where
the target RFID tagged item was actually in the user’s
hand. We make the following remarks:
• X-AR achieves a 98% precision rate, and 100% recall
rate. These values demonstrate that when the user re-
trieves an item, X-AR can reliably and correctly predict
whether the target item has been picked up.
• The system has 98% precision rate, which indicates
2% of the trials when the system registered it as a poten-
tial retrieval, the user has picked up an incorrect item
(e.g., non-tagged item, or potentially an item that is
tagged with a different RFID). We suspect the reason for
some trials being mistakenly registered as positive arises
from multipath. Specifically, even though the user did
not pick up the target RFID-tagged item in these trials,
the wireless signal reflecting off the user’s hand during
motion creates an array of the multipath reflections. Such
multipath arrays may have inadvertently allowed localiz-
ing the headset, resulting in false positives.
Picking Boxed RFID-tagged items (NLOS): We also
evaluated whether X-AR can accurately verify when a
user picks up an RFID-tagged item that remains inside
a box during the picking process. While such scenarios
are less likely in practice (e.g., in warehousing or retail),
they may arise and serve to test the limit of our system in
performing RF-visual verification of RFIDs in NLOS.

The results for this experiment are shown in the third
row in Table 2. The results show that even though the re-
call rate drops, X-AR remains largely successful in per-
forming the verification, achieving a precision and recall
rate of 100% and 85.1%. This change in performance
can be attributed to the fact that when target tags are not
in line-of-sight (and are inside a box) their distance to
the user’s palm is markedly higher. This offset between
the tag location and visually extracted palm location im-
pacts the reverse SAR calculation. In the future, this may
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Figure 8: CDF of Reverse SAR. CDF plots of the headset’s localiza-
tion accuracy by applying R-SAR on the trajectory of the target item.

be compensated for by estimating the potential location
of the RFID inside the box and/or investigating different
features from the AR headset’s built-in hand-tracking.
Impact of Motion Compensation: Recall from §5 that
X-AR’s RF-visual verification primitive compensates for
head tilts in the reverse SAR localization process. To in-
vestigate the impact of such compensation, we processed
the same experimental trials as above (for both LOS and
NLOS scenarios) without performing motion compensa-
tion and reported the results in Table 2. The table shows
that the recall rate drops for both LOS (from 100% to
98%) and NLOS scenarios (from 85.1% to 74.3%). This
demonstrates that by accounting for head tilts, X-AR’s
accuracy in prediction markedly improves.
Impact of Target Object Size: Next, we investigated the
impact of target object size on the verification accuracy.
Specifically, we divided our experimental trials between
objects of smaller and larger sizes. The object size was
determined by their longest dimension, using 10 cm as a
divider between objects that we referred to as small and
large - i.e, objects with largest dimension < 10 cm clas-
sified as small, and those with a dimension >10 cm clas-
sified as large. In practice, choosing a different threshold
does not make a significant difference, as the primary
goal of this experiment was to micro-benchmark the im-
pact of object size on verification accuracy.

The last two rows of Table 2 show the results com-
paring the accuracy for different object sizes, covering
both LOS and NLOS scenarios. The table shows that
smaller items have higher recall rate (93%) than larger
items (87.5%). This can be attributed to the fact that for
larger items, there is a larger offset between the tag lo-
cation and palm location. Specifically, recall from §5
that X-AR approximates an RFID’s location as the user’s
palm location (extracted from the AR-headset’s hand-
tracking module). As a result, the smaller the object
is, the more accurate this approximation is, leading to
higher accuracy for smaller objects. In the future, it
would be interesting to explore mechanisms that adapt
the threshold to the object size, or alternatively leverage
the RFID location inside the box and apply a transfor-
mation to the user’s palm to compensate for these differ-
ences and achieve higher accuracy for larger objects.
Reverse SAR Localization Accuracy. Our final result
looks into the reverse SAR localization accuracy. Re-

call from §5 that X-AR’s verification component relies
on the ability to correctly localize the headset (specif-
ically the AR-conformal antenna) by applying SAR on
the mobile tag. To investigate this primitive, we evalu-
ated the method’s ability to correctly locate the position
of the user’s head. Here, we defined the ground truth of
the location of the user’s head to be the visual-inertial
odometry-based location and estimated the error by cal-
culating the euclidean distance between the ground truth
and X-AR’s predicted location. We computed the local-
ization error for all scenarios where the user picks up an
RFID tagged item.10 Here, we included experimental tri-
als from LOS scenarios described above.

The CDF of the localization error is plotted in Fig. 8.
The figure shows that the method allows localizing the
headset using SAR with a median accuracy of 11 cm
and a 90th percentile accuracy of 19.6 cm. These results
show that even with simple pick and place movements,
X-AR can accurately locate a user’s head using reverse
SAR techniques, while compensating for head move-
ments. This high localization accuracy is why the system
can accurately verify picking RFID-tagged items.

8 Related Work
RFID Localization. RFID localization is a well-studied
problem in the networking community with researchers
exploring various techniques including received signal
strength (RSS) [20, 46], angle of arrival (AOA) [13, 36,
71], and wide-band sensing [40, 16, 39]. The closest to
X-AR is past work that leverages motion for RFID lo-
calization, which falls in two main categories. The first
places an antenna on robots that move along predefined
trajectories and leverage these trajectories to localize the
tags [57, 29, 45, 53, 17, 16, 44, 70, 14]. Our system
does not require users to move along specific (unnatu-
ral/robotic) trajectories, yet can still localize accurately
by leveraging natural movement. The second category
tracks RFIDs that are already in motion, e.g., for gesture
recognition [59, 65, 21, 66]. Our work differs from these
in that it can also localize stationary tags by using an AR
mounted antenna. Thus, our work is the first to bring
fine-grained RFID localization to AR headsets, address-
ing challenges that span antenna design, natural human
mobility, and various localization artifacts.
Augmented Reality. Augmented Reality (AR) refers
to systems that overlay a virtual world on top of the
physical world to enable new experiences and interac-
tions [12, 35]. Most prior work that leverages RF in
AR systems does not involve headsets altogether and
simply visualizes tagged items on a screen or a smart-
phone [49, 37, 62, 63]. This includes past work that

10Note that the error for non-tagged items is much higher since the
formulation does not hold. Empirically, the median localization error
for those scenarios is over a meter.
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deploys an RFID localization infrastructure in the envi-
ronment and uses it to localize tags and visualize their
locations on a screen [49, 37]. It also includes robotic
systems mounted with RFID readers and cameras to scan
the environment and send the result for visualization on
a screen[62, 63]. X-AR builds on this area and brings
RFID localization to AR headsets, addressing the associ-
ated challenges in antenna design, human mobility, and
headset-based localization. X-AR is also related to past
work that involves users wearing RFID readers on their
hands or in their backpacks to detect objects in the envi-
ronment [69, 54] or self-localize [64, 37]. X-AR differs
from these systems in directly integrating the localiza-
tion and sensor fusion into the headset itself, resulting in
a more natural and seamless AR experience.
Conformal Antennas. Antenna design is a mature
field that targets satisfying multiple requirements such
as compactness, robustness to flexing, radiation pattern,
and weight. The closest to our work are Bluetooth head-
set antennas desired to radiate outwards while close to
a human head, and designed to be mounted around the
ear or on glasses handles [23, 22, 34, 33]. These past
designs differ from our work in their bandwidth require-
ments, desired radiation pattern, and form factor. Other
wearable antennas were designed for safety helmets [24]
or smart glasses [60], but were either too bulky and ob-
structive or lacking the wideband operation desired for
wideband RFID localization. Loop antennas are simple,
and do not require a ground plane, but are inherently nar-
rowband. Past techniques such as tapering and slots help
improve their bandwidth, but none of the existing wide-
band loop antenna designs can simultaneously operate
at the desired frequency range while matching the di-
mensions of the visor [68, 61, 67]. Our proposed design
takes advantage of wideband antenna techniques to de-
liver a broadband, compact, and conformal loop antenna
that perfectly fits on the headset’s visor without covering
the cameras or blocking the user’s view.

9 Discussion and Limitations
Antenna Placement: In principle, one could design al-
ternate versions of our X-AR system by placing the an-
tenna on top of the headset, on the user’s shoulder, or
even in the user’s hand. However, these alternative ap-
proaches are suboptimal in most scenarios compared to
X-AR’s design. For example, in warehouses, pickers are
more efficient when they can use both hands (rather than
carring an antenna with one hand all the time). Similarly,
mounting large and heavy antennas on their shoulders or
heads would create undesirable additional weight which
may impact their balance. That said, it is possible that
such alternate implementations may be useful in certain
use-cases and can be explored as the research evolves.
Transmission Power: X-AR’s transmit power is lower

than that of existing wrist-worn RFID readers [10]
since bladeRF software-defined radios transmit less than
8dBm. This is also lower than the power transmitted
by Apple AirMax headphones, which use Bluetooth 5.0
technology and have a maximum transmission power
of 20 dBm [1, 2]. In production systems, X-AR could
leverage a deployed RFID reader infrastructure to power
RFID tags in the environment, and an X-AR headset for
wideband measurements for localization, UI, etc.
RFID reliability: Our implementation of X-AR inherits
the typical limitations of RF/RFID signals. For example,
it cannot detect or localize items inside closed metallic
boxes. However, it can still read RFIDs on metal or liq-
uid bottles if proper tags are used. Moreover, due to its
wideband sensing capabilities, it can work in multipath-
rich environments, including those with metal shelving,
as demonstrated in our evaluation.
Form factor: As X-AR moves closer to commercial de-
ployments, we envision that the entire RF sensing hard-
ware can be integrated into the headset. In particular,
while our proof-of-concept prototype was implemented
using software radios and a Raspberry Pi, future ver-
sions may be designed in form factors similar to existing
RFID reader chips (e.g., Lepton3 [18] that are around
1”x1”x0.1”), thus small enough to fit into AR headsets.
Range: The operation range of X-AR is approximately
3-4 meters which is similar to mobile (portable) hand-
held RFID readers on the market [3]. While this range
is lower than stationary readers (which can reach around
10 m), that is primarily because stationary ones typically
transmit much higher power. In contrast, handheld read-
ers usually transmit lower power to conserve their battery
life, and we envision the same would be desired for fu-
ture readers integrated in headsets like X-AR.

10 Conclusion
The past few years have witnessed remarkable advances
in augmented reality and its metaverse applications. Mo-
tivated by these advances, this paper brings a new sens-
ing modality to AR systems through networked RF sens-
ing, giving them the ability to perceive what used to be
invisible to the human eye and to existing AR headsets.
In doing so, the paper opens the door to more exciting ca-
pabilites and applications at the intersection of RF sens-
ing and AR systems. As the research evolves it would
be interesting to explore how various networked wireless
sensing modalities and sensor fusion techniques - span-
ning RFID, WiFi, mmWave, and THz - can further aug-
ment augmented reality and open new possibilities in vi-
sualization and interaction.
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Appendix

Simulated and Measured Antenna Perfor-
mance

Fig. 9 shows the simulated radiation pattern of the an-
tenna mounted in this figure on the Hololens for visu-
alization, demonstrating that the pattern is almost omni-
directional (with a directivity of 4 dB), allowing the RF
sensing module to localize items in the surrounding 3D
environment. The fabricated conformal antenna was then
placed on the headset and worn by the user to measure
the gain across frequencies and elevation angles. The
user was tilting their head up and down to mimic a sce-
nario where they are looking for an item in the environ-
ment. The measured gains demonstrate the ability of the
antenna to operate efficiently across a wide range of fre-
quencies and elevation angles.

Figure 9: Conformal antenna 3D radiation pattern. Simulated radi-
ation pattern of AR-conformal antenna visualized on the AR headset.

Figure 10: Conformal antenna measured gains. Measured gains
across different elevations of AR-conformal antenna when mounted on
the headset and worn by the user. The user was tilting their head up and
down to cover the elevation plane.

Background on SAR

Performing RFID localization using SAR involves 3
steps:

1. The first step is to compute the RFID’s channel at
each measurement location. As an RFID reader queries
different tags in the environment, it can compute the
wireless channel h for each of these tags by leverag-
ing the received signal s(t) and the tag’s known packet
preamble p(t) using the following equation [40]:

h = ∑
t

s(t)p∗(t) (10)

where p∗(t) is the conjugate of p(t).

2. Given the wireless channel from different antenna lo-
cations, the second step is to estimate the power arriving
from each (x,y,z) location within the workspace. This
can be done with the following equations:

P(x,y,z) =

∣∣∣∣∣
∣∣∣∣∣ 1
N

N

∑
i=1

hie
4πdi(x,y,z)

λ

∣∣∣∣∣
∣∣∣∣∣ (11)

di(x,y,z) =
√
(x− xi)2 +(y− yi)2 +(z− zi)2 (12)
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where P(x,y,z) is the estimated received power, N is
the number of measurements taken, hi is the ith channel
estimate, and λ is the wavelength of the used signal.11

(xi,yi,zi) is the location of the ith measurement, and di is
the distance from (xi,yi,zi) to (x,y,z).

3. The third step is to localize the tag by assigning its
location to the (x,y,z) location with the highest power.
Formally, the location of the tag, ptag, is:

ptag = argmax(x,y,z)(P(x,y,z)) (13)

Finally, past work has shown that including frequency
diversity (i.e., wideband measurements) in addition to
SAR’s spatial diversity can improve the localization ac-
curacy. To do this, wideband SAR takes measurement
across a wide range of distinct frequencies and coher-
ently combines the measurements for each frequency and
each location. Formally:

P(x,y,z) =

∣∣∣∣∣
∣∣∣∣∣ 1
M

1
N

M

∑
j=1

N

∑
i=1

hi, je
4πdi(x,y,z)

λ j

∣∣∣∣∣
∣∣∣∣∣ (14)

where M is the number of frequencies used, hi, j is the
channel measurement of the ith location with the jth fre-
quency, and λ j is the wavelength of jth frequency.

Impact of Headset Self-Tracking Error

As mentioned before, X-AR uses the headset’s built-
in self-tracking to enable AR-based SAR and localize
RFID tags in the environment. One important question
is whether the accuracy of the Microsoft Hololens’ self-
tracking is sufficient to support SAR and accurate RFID
localization, especially over a random human walking
trajectory. Prior reports have evaluated the accuracy of
Hololens self-tracking [38] showing an average error of
0.56 cm.

To investigate the impact of self-tracking error, we
simulated X-AR’s SAR-based RFID localization and
added an average of 0.56cm self-tracking error into our
simulation. We compared this to a simulation of SAR
with an ideal self-tracking system (i.e., 0 cm self tracking
error). Fig. 11 plots a CDF of the L2 norm of the simu-
lated localization error for a headset with ideal tracking
(orange) and for a headset with simulated self-tracking
error (purple). We make the following remarks:

• When simulating the Hololens with self-tracking error,
X-AR is able to achieve a median of 8.1 cm. This high
accuracy demonstrates that the self-tracking accuracy of
the Hololens is sufficient for SAR-based localization.
• The simulated localization accuracy is close to the em-
pirical evaluation (9.8 cm in §7.1).

11Note that the exponent contains an extra multiple of 2, since the
signal travels 2di from the antenna to the tag and back to the antenna.

• When simulating an ideal headset (with no tracking
error), the median localization error is 2.7 cm. This
implies that as the AR headset self-tracking technology
evolves, the performance of X-AR in localizing RFID
tagged target items will further improve (albeit, it’s not
clear whether 2.7cm would yield meaningful UI/UX im-
provements for our use-cases on top of the 8.1cm accu-
racy).

Figure 11: Impact of Headset Self-Tracking Error. CDF of simu-
lated L2 norm of RFID localization error for a headset with an ideal
self tracking module (orange) and for a headset with simulated self-
tracking error (purple)
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Abstract
Acoustic sensing is increasingly popular owing to widely

available devices that support them. Yet the sensing resolution
and range are still limited due to limited bandwidth and sharp
decay in the signal at inaudible frequencies. Inspired by recent
development in acoustic metasurfaces, in this paper, we first
perform an in-depth study of acoustic metasurface (AMS)
and compare it with the phased array speaker. Our results
show that AMS is attractive as it achieves a significant SNR
increase while maintaining a compact size. A major limitation
of existing AMS is its static configuration. Since our target
may be at any possible location, it is important to support
scanning in different directions. We develop a novel acoustic
system that leverages a metasurface and a small number of
speakers. We jointly optimize the configuration of metasur-
face and transmission signals from the speakers to achieve
low-cost dynamic steering. Using a prototype implementation
and extensive evaluation, we demonstrate its effectiveness
in improving SNR, acoustic sensing accuracy, and acoustic
communication reliability over a wide range of scenarios.

1 Introduction

Motivation: Acoustic sensing and communication are be-
coming increasingly popular due to widely available devices
that support it, including smartphones, smart speakers, and
many IoT devices. Many interesting sensing systems have
been proposed using acoustic signals (e.g., [15, 25, 35–39,
42, 51, 57, 65]). For example, [35, 36, 42, 51, 57, 65] develop
smartphone based approaches that transmit inaudible acous-
tic signals to track a target’s distance, position, and move-
ment. [38, 52] enables more accurate sensing by exploiting
a microphone array on a smart speaker. [11] develops acous-
tic communication systems as an NFC alternative, [9] de-
signs an underwater messaging system using acoustic signals

Yongzhao Zhang, Yezhou Wang, Lanqing Yang, Yihong Liu did this
work as interns at Microsoft Research Asia and Yi-Chao Chen did this work
as a visiting researcher at Microsoft Research Asia.

since acoustic signals attenuate slower than RF signals. Re-
fer to [5, 12] for more comprehensive surveys on the under-
water acoustic communication systems. Despite significant
advances in acoustic sensing, there is a fundamental limit
on its sensing range and resolution as shown in the Cramer-
Rao bound, which indicates the sensing resolution is limited
by SNR and the number of transmitters and receivers. Simi-
larly, acoustic communication also faces similar challenges
according to the Shannon capacity.

In order to further improve the performance, one could
increase the number of transceivers. However, increasing the
number of transceivers increases the cost, size, and energy
consumption. In addition, existing sound cards cannot support
more than 8 channels. All of these factors significantly limit
their applicability in a real-world deployment.

Another option is to adopt an acoustic lens (or acoustic
metasurface, AMS). Like optical lenses, acoustic lenses can
steer the direction of acoustic wave propagation and focus in
a certain region. However, an acoustic metasurface is usually
bulky due to the large wavelength of acoustic waves. Recently
there emerged some metasurface quantization designs (e.g.,
[40, 41]). They comprise many sub-wavelength cells, where
each cell can act like a mini-antenna and modify the phase
and/or intensity of the incident wave so that collectively the
AMS can manipulate the wave in an interesting way (e.g.,
steer the outgoing wave towards a certain direction).

Our approach: Inspired by the potential benefit of AMS,
we first compare a passive AMS with beamforming using mul-
tiple speakers. We find beamforming using 3 and 6 speakers
increases SNR by 4.7dB and 7.9dB, respectively. In compar-
ison, an acoustic metasurface of size 16× 16 cells under 1
speaker increases SNR by 15.5dB. The results suggest AMS
is attractive since it can significantly increase the SNR using
a compact design without consuming power. To achieve a
similar SNR increase, we need 36 speakers spanning 30cm,
which is bulky and challenging to deploy.

While passive AMS is attractive, the existing AMS can sup-
port only static configuration (e.g., always beamform towards
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Figure 1: Dynamic beam steering with speaker array and
acoustic metasurface (AMS).

a fixed angle). Since the target can be at any location, dy-
namic beam steering is necessary. One option is through the
mechanical movement of the AMS, which not only increases
the cost but also limits the speed of adaptation. In this paper,
we propose combining beamforming using a small number of
speakers with AMS, as shown in Figure 1, to achieve the best
of both worlds: the use of AMS allows us to keep the number
of speakers low while still achieving sharp beam, large SNR
gain, and high resolution; the use of beamforming even using
very few speakers can enable dynamic steering without move-
ment. A small number of speakers with a passive AMS can
achieve similar beamforming resolution as a large number of
speakers. For example, our evaluation shows using an AMS
with 16x16 cells and a 6-speaker phased array is comparable
to a 9x16=144 phased array in terms of beam width.

To this end, we develop a novel algorithm to jointly opti-
mize the AMS configuration and beamforming weights for
the phase array. Specifically, the joint AMS and beamform-
ing design can be formulated as an optimization problem
whose objective is to maximize the signal strength along each
of the desired angles (e.g., sampled from a range of angles)
and minimize the performance variance across these angles
and energy in the side lobes. We use the gradient projection
method to solve the optimization problem. In addition, we
augment our optimization framework to further optimize the
speakers’ placement and improve the performance.

Based on our designed algorithm, we implement an acous-
tic system that comprises a 3D-printed AMS, 6 speakers, and
a microphone. We apply our algorithm to steer the outgoing
beam in real time. We evaluate our design using (i) SNR of the
received signal, (ii) sensing performance (i.e., distance estima-
tion using Frequency Modulated continuous Waves (FMCW)
and angle estimation using the MUltiple SIgnal Classification
(MUSIC) algorithm), and (iii) the communication error.

Our contributions can be summarized as follow:

• Using extensive evaluation and analysis, we shed light
on the benefits of phased array versus AMS.

• We jointly optimize AMS and phased array configura-
tions to enable dynamic beam steering and high SNR.

• We further improve the performance by optimizing the
speaker placement.

• We develop an acoustic system based on our joint de-
sign of AMS and beamforming and apply it to acoustic
sensing and communication. Our evaluation shows our
system yields a significant improvement in SNR, dis-
tance estimation, angle estimation, and communication
reliability. In particular, leveraging AMS and phased
array allows us to dynamically steer the beam to the de-
sired direction and boost SNR by 18.4dB over a single
speaker without AMS. The improved SNR in turn in-
creases the acoustic sensing and communication ranges.
Our approach increases the sensing range from 1.5m in a
single speaker without AMS to 4m using 6-speaker with
AMS; similarly, it increases the communication range
from 0.8m to 3.9m.

Paper outline: We review existing work in Section 2, and
introduce acoustic metasurface in Section 3. We describe
our algorithm to jointly optimize AMS and speaker array
system in Section 4. We present our simulation and testbed
experiment results in Section 5. We discuss the limitation and
future work in Section 6. We conclude in Section 7.

2 Related Work

Our work is closely related to wireless sensing, acoustic com-
munication, acoustic metasurface, and phased array.

Wireless sensing: Wireless sensing has become increas-
ingly popular due to many important applications. Many
algorithms and systems have been developed recently us-
ing acoustic [15, 25, 30, 35, 42, 45, 51, 57, 64, 65, 67], WiFi
(e.g., [21, 47, 50]), mmWave (e.g., [20, 58, 61]), and RFID
signals (e.g., [17, 34, 53–55]).

Among them, acoustic sensing is appealing due to its high
accuracy and widely available commodity devices that sup-
port it. They use time of flight (e.g., BeepBeep [45]), Doppler
shift (e.g., AAMouse [64]), FMCW (e.g., [35,42]), phase (e.g.,
[57]), correlation (e.g., [43]), channel impulse response (e.g.,
Strata [65]), and Angle of Arrival (AoA) (e.g., [38, 49, 56])
for sensing. Some works also leverage machine learning for
acoustic sensing (e.g., by applying neural networks to either
post-processed signals or raw signals) and show ML based
sensing is promising.

There are also significant works on sensing using RF sig-
nals. Some leverage similar algorithms as in acoustic sensing,
while others explore new features and algorithms. For exam-
ple, [33] use Channel State Information (CSI). Tagyro [59]
tracks rotation using an array of passive RFID tags and two
orthogonal RFID reader antennas. [46] further exploits po-
larization to track rotation and translation movement. [22]
pushes the tracking accuracy to sub-centimeter level using a
large phased array and large bandwidth.
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Acoustic Communication: Sound has been a popular way
of communicating information. Interestingly, we can also en-
code and transmit digital data over the acoustic channel. At
a high level, it is essentially the same as RF communication
but uses a different frequency. A number of interesting sys-
tems have been developed for acoustic digital communication
(e.g., [11, 23, 66]) as an alternative to Near Field Commu-
nication (NFC) owing to the wide availability of speakers
and microphones that support acoustic communication. Many
of them leverage OFDM due to its robustness to multipath
fading. Therefore, we also adopt the OFDM based acoustic
communication in our work.

Acoustic metasurface: Ultimately, the accuracy of acous-
tic sensing depends on the SNR and numbers of speakers
and microphones. Acoustic metasurface can boost SNR us-
ing a passive 2D structure, which can help improve sensing
performance. A metasurface has many unit cells, and each
cell can be potentially treated as a mini sound source. In
this way, AMS effectively increases the number of speak-
ers, thereby improving sensing resolution. By controlling the
phase and/or amplitude of acoustic wave propagation through
each unit cell, AMS can manipulate the wave fields. Many
designs of acoustic metasurface have been proposed in the lit-
erature [6, 32]. Coiling-up space structure [27–29, 40, 41, 60]
achieves phase manipulation by forcing acoustic waves to
propagate along a coiled path. Helmholtz-resonator-like struc-
ture [13, 26] produces a tunable phase velocity and a high
transmission efficiency with multiple Helmholtz resonators.
Membrane-type structure [14, 19, 44, 62, 63] eliminates reflec-
tion with carefully designed membrane resonators. The above
designs are not reconfigurable. There are active acoustic meta-
surfaces [10, 18, 24], as well. They use mechanical structure
or emerging materials that can be deformed under the control
of a magnetic field or electric current. However, these designs
are expensive and bulky to implement.

Our work is inspired by [40, 41]. [40] develops a power-
ful methodology that assembles many sub-wavelength pre-
manufactured 3D units into an acoustic metasurface. Each
unit encodes a specific phase offset. By re-arranging these
units, one can produce many different metasurfaces. Since
acoustic sensing/communication usually use inaudible sounds
with much smaller wavelength to avoid disturbance, the
coiling-up metasurface is more compact than Helmholtz-
resonator and membrane-type structure. [41] discusses sev-
eral applications of these metasurfaces, including generating
acoustic collimator, acoustic magnifying glasses, and acous-
tic telescopes. Our work goes beyond [40, 41] by enabling
dynamic steering through combining multiple speakers with
AMS and applying it to acoustic sensing and digital commu-
nication.

[16] proposes using 3D-printed metamaterial to cover the
microphone and embed the direction-based signature. During
the calibration stage, recordings from all possible angles are

collected. During the online usage, the current recording is
compared with all recordings collected in the calibration to
find the best match, which is used for AoA estimation. [7]
develops an acoustic sensing system that uses 3D printed
smart surface to embed direction information into the sig-
nals for generating a depth map. Our work is related to the
above work but goes beyond them by (i) eliminating labor-
intensive calibration and (ii) directly increasing SNR and
sensing resolution, which can benefit any sensing or commu-
nication approaches instead of tailing to one specific sensing
scheme. Therefore our design is more general and support
more applications. Moreover, our optimization framework
for configuring AMS and a speaker array is flexible and can
support a range of important what-if analyses. Our adoption
of a regular shaped AMS also makes it easier to analyze and
optimize its impact on the overall system performance.

Phased array: Multiple transmitters and/or multiple re-
ceivers can be used to strengthen the received signals. At
the transmitter end, beamforming can be used to generate
transmissions that arrive in phase at the receiver so that the
multipath signals are added up constructively. At the receiver
end, the receiver can compensate for the phase difference
of the received signals across different antennas to ensure
constructive combining. As mentioned earlier, in order to
achieve a comparable gain of AMS, a large phased array is
necessary, which increases the size, cost, computation, and
power. This motivates our design of AMS based sensing and
communication system.

3 Acoustic Metasurface

In this section, We provide background on acoustic metasur-
face and its properties.

3.1 Background of Acoustic Metasurface
The ability to shape acoustic fields has diverse applications,
such as high-quality sound production, particle manipulation,
non-invasive therapies, and increasing sensing and communi-
cation range and resolution. One way to shape the acoustic
fields is to use phased arrays by controlling the phase and
amplitude of the transmission signals emitted from each of the
speakers. The cost, power consumption, and size of a phased
array rapidly increase with the number of speakers.

A few recent research papers show that acoustic metasur-
faces could be a promising solution. An acoustic metasur-
face is a 2D structure that consists of many sub-wavelength
cells [40, 41]. By carefully designing each of its cells, we
can manipulate acoustic waves in an interesting way. Each
unit cell can be viewed as a mini sound source. To perform
beamforming in a certain direction, we can ensure the paths
going through different cells in the metasurface add up con-
structively in the desired direction. This can be achieved by
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Figure 2: The structure of a unit cell is mainly determined by
the parameters d1 and d2. Different lengths of the propagation
paths induce different phase delay at the output.
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Figure 3: A metasurface consists of multiple unit cells and
beamforms towards a focal point by properly configuring the
unit cells.

letting each unit cell compensate for the phase difference. For
example, without special design, in the desired direction, the
path going through cell 1 differs from cell 2 by φ1,2. To ensure
the signals from these two paths add up constructively, we
can design the unit cell 1 and cell 2 to compensate phase
difference φ1,2. One way to achieve this is to impose different
geometric structure so that the path going through cell 2 is
φ1,2
2π

λ longer than cell 1.
Figure 2 shows an example structure of unit cells used

in [40]. Assume the sound waves pass through the unit cell
from the left. The curved propagation path will increase the
time it takes to penetrate the unit cell, which essentially in-
troduces a phase shift to the outgoing wave. The structures
of different unit cells are determined by two dominant param-
eters: d1 and d2 [40], which result in different propagation
path lengths and hence different phase delay. One way to de-
termine d1 and d2 is through enumeration in a simulator (e.g.,
COMSOL [2], which is a widely used finite-element-based
multiphysics simulator).

We arrange the unit cells in a straight line to form a 1D
metasurface, or in a rectangle to form a 2D metasurface. By
introducing an appropriate phase shift at each cell, we can
achieve beamforming. Figure 3 shows an example. To make
it easy to assemble/re-assemble a metasurface, [40] quantizes
the types of unit cells into 16 choices, which covers the phase
shift from 0 to 2π. So for each unit cell, we can choose one
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Figure 4: (a) Sound field simulated in COMSOL with a 16×1
metasurface when we transmit 20kHz sound at the focal point
(100mm). Part of the energy is concentrated in a specific
direction. (b) and (c) show the sound field in the zoom-in area
when the speaker is placed at 100mm and 200mm, respectively.
When the speaker is at the focal point, the signal coming out
of the metasurface is a parallel wave.

whose phase shift is the closest to our desired shift.

3.2 Properties of Acoustic Metasurface
High transmission efficiency: As shown in Figure 2, the
unit cells have intricate maze-like internal structures, with
four parallel bars positioned orthogonal to the direction of
incoming sound waves. Interestingly, the transmission effi-
ciency is high and reaches 98% on average across all unit
cells [40]. This is due to the following two major reasons: i)
The sub-wavelength cells produce diffraction and cause the
energy of sound to bypass the parallel bars instead of being re-
flected back; and ii) The bars inside each unit cell are curved
instead of sharp angles to reduce acoustic impedance and
maintain high transmission efficiency. Overall, the acoustic
metasurface has negligible power loss, so we do not consider
the power loss when developing AMS.

Focusing behavior: Figure 3 shows that an incident plane
wave is focused at a focal point after passing through the
metasurface. Due to the reciprocity principle [8], when a
point source is placed at the focal point, the signal coming
out of the AMS should be a plane wave towards the direction
orthogonal to the metasurface. Figure 4(a) and 4(b) show
an example scenario, where the source is placed at 100mm,
which is the focal point. We observe the outgoing wave is
nearly parallel in one direction. Second, when the source is
not at a focal point, the wave is no longer parallel, as shown
in Figure 4(c), and the energy of the signal will be dispersed
to nearby directions, making signal strength attenuates faster.
Since we want to concentrate the energy in one direction
and make the sound wave propagate in a longer range, plane
waves are preferred.
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Figure 5: Beam patterns under a varying number of speakers
m. The received sound is normalized by dividing it by the
maximum power and then converted to decibels.

Adaptation: Once a metasurface is printed, the mapping
from the incoming wave to the outgoing wave is fixed. Since
the target can be in any direction, it is important to change
the direction of the outgoing wave. Given the fixed metasur-
face, one way to change the direction of the outgoing wave
is to move the AMS either through translation movement
or through rotation. While movement is feasible, mechani-
cal movement is slow, consumes significant power, causes
wear and tear, and may even require operator intervention.
Therefore, in this paper we seek a software-based approach
to realize fast dynamic adaptation.

4 Phased Array with Metasurface

The passive acoustic metasurface is a fixed 2D structure. Once
designed, it converts from the incident wave to the outgoing
wave in a fixed manner. For practical use, it is desirable to
dynamically adjust the direction of the wave coming out of
the metasurface. We can achieve this using either mechanical
movement or beamforming using a phased array. We take the
latter approach due to its software control and eliminating the
need of movement. An important question is how to config-
ure the metasurface and phased array to realize our desired
beamforming. Below we first introduce phased array and then
describe how to use phased array with metasurface to achieve
dynamic control at a low cost.

4.1 Phased Array

Phased arrays use beamforming to combine signals from
multiple speakers constructively. Beamforming can be applied
to either senders or receivers or both. There are a number
of beamforming algorithms. They vary in the optimization
objectives: some maximize the signal, while others minimize
interference.

In analog beamforming, beamforming is performed on ana-
log signals at the transmitter before sending to the air or at
the receiver before the analog to digital conversion. In digital
beamforming, beamforming is performed on digital signals
at the transmitter before digital to analog conversion or at the
receiver after analog to digital conversion.

The beamforming capability depends significantly on the
number of speakers and their separation. As Figure 5 shows,
the beam width in the desired direction is relatively large and
the sidelobes are significant when the number of speakers
is within 8. The half power beam width (HPBW) at 0◦ (i.e.,
perpendicular to the speaker array) can be approximated as
follows [48]: θ0.5 ≈ 0.886λ

md where λ is the wave length, m is the
number of speakers, and d represents the speaker separation,
which is usually recommended to be λ

2 . For example, the
HPBW will be 59.6◦, 25.5◦, 16.9◦, and 6.3◦ when the number
of speakers is 2, 4, 6, and 16, respectively. The beam width
for a general angle can be derived as follows: θ0.5s =

θ0.5
cosθs

where θs is the steering angle and θ0.5s is the HPBW of the
steered beam. This indicates that the scanning range should
not be too large and usually we let θs ≤ 60◦. These results
show that the acoustic beamforming resolution using a small
phased array is limited.

4.2 Phased Array Coupled with Metasurface
Passive AMS is not reconfigurable on-the-fly once it is assem-
bled. To provide dynamic adaptation while achieving high
resolution and long range, we propose using a small number
of speakers along with an acoustic metasurface. We optimize
the speakers’ beamforming so that the outgoing wave from
the AMS is towards our desired angle.

More specifically, phased array can control the direction
of the output signal, which serves as the incoming signal
towards the AMS. By optimizing the transmission signals, we
can potentially generate any shaped waves coming out of the
AMS. The use of multiple speakers allows us to achieve fast
dynamic control without movement. In order to fully realize
this capability, we should carefully design the AMS to cover a
wide range of angles and control the transmission signals from
multiple speakers in order to dynamically generate the desired
signal coming out of the AMS. Below we first formulate the
problem and then present our solution.

4.2.1 Problem Formulation

As shown in Figure 1, there are M speakers. Let wi denote the
codeword for the i-th speaker, where wi is a complex number
whose magnitude and phase are the scaling factor and phase
shift for the i-th transmission signal, respectively. There are
N unit cells in AMS. The acoustic signal received by the j-
th AMS cell from the i-th speaker Si, j can be computed as
follow, where ti is the i-th speaker’s transmission signal and
Hi j denotes the channel between the i-th speaker and j-th cell.

Si, j = Hi jwiti (1)

Since the relative position between the AMS cell j and trans-
mitter i is pre-determined, we can derive Hi, j = F(di, j) =

a(di, j)e− j2π f
di, j

c , where c is speed of acoustic signal, di, j is
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the distance from the i-th transmitter to j-th cell, a(di, j) is the
amount of signal attenuation at the distance di, j, and F(·) is
a function that models how the channel attenuates with the
distance di, j.

We can take the placement of the phased array into account,
denoted as x, and re-write the above relationship in a matrix
form as follows:

Sin = H(x)w (2)

We omit the transmission signal ti before beamforming here-
after because it is the same at each speaker.

Each cell in AMS modifies the incident signal (e.g., by
adding a path delay and/or changing the amplitude). Such a
modification can be captured using a matrix, denoted as G,
and the design of G will be covered in Sec 4.2.3. Then the
signal coming out of the AMS becomes

Sout = GH(x)w (3)

Finally, let Rd denote the signal in a given steering direction
d from the AMS. Rd can be derived as follow, where Kd
denotes the steering vector corresponding to the direction d
between the AMS and target.

Rd = KdGH(x)w (4)

Our goal is to design the AMS and codeword of the speaker
array to maximize the signal strength along each angle of
interest. For example, if we want to support a scanning an-
gle from −60◦ to 60◦, for each angle within the range, we
want to maximize the signal strength. Note that the AMS has
a fixed configuration across all angles, while the codeword
can change for each beamforming angle as in typical beam-
forming scenarios. Therefore, the signal of interest R can be
derived as follow:

R = KGH(x)W (5)

where R is a matrix of size d × d (each row represents the
received signal from a given direction d and each column rep-
resents the steering direction), K is a d ×N matrix specifying
the steering vector from the N unit-cell AMS, G is an N ×N
matrix and its diagonal elements specify how the N-cell AMS
translates the incident signal into outgoing signal, H(x) is an
N ×M matrix specifying the channel from M transmitters
to N-cell AMS, and W is M × d codebook for M speakers
corresponding to d directions.

The channel H and steering vector K are fixed and can
be derived analytically. Given H and K, we want to find the
optimal static AMS configuration G and codebook W to per-
form beamforming across a wide range of angles. Since we
optimize the power of the beams in each direction, we use the
power P of the received signal R hereafter, which is denoted
by P = |R|2.

The structure of our received signals P can be visualized in
Figure 6, where we aim to have high signal strength along the
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Figure 6: The structure of the received signal at various angles.

diagonal elements, which indicates our signal is beamformed
towards the desired steering angle.

Our objective function comprises the following 3 terms:
Sum Power: Due to the use of a static metasurface design
and the need to accommodate a wide range of angles, our goal
is to maximize the sum of power across all d directions. This
can be derived as follow:

Lpower = tr(P) (6)

where tr(·) is the trace of a matrix (i.e., the sum of the diago-
nal elements in the trace). This is shown in Figure 6.
Minimum Variance Criterion: Solely maximizing the total
power may introduce some dead zones for certain directions.
To avoid that problem, we add the variance of P’s diagonal as
the penalty term Lvar to ensure all directions are covered:

Lvar = var(diag(P)). (7)

For generality, we introduce a weight matrix Q, which can put
different weights on different angles. As a result, we have:

Lvar = var(diag(PQ)) (8)

where Q = diag(q1,q2, . . . ,ql) is a set of weights to control.
If we have prior knowledge about the target’s (approximate)
location, we can increase the entries in Q that correspond to
the locations close to the target.
Minimum Sidelobe: Suppressing the side lobes is critical
for sensing and communication. In the signal processing lit-
erature, extensive works have been done to control sidelobe
level (SLL). Sidelobe nullification and minimization are two
common methods. Some methods require prior knowledge
about the sidelobe’s direction, while other methods minimize
the maximum sidelobe. We experiment different ways of sup-
pressing sidelobes and find minimizing the average SLL (i.e.,
minimize the sum of absolute values of all non-diagonal peaks
in P) is most effective in our context.

We observe that the non-diagonal peaks shown in Figure 6
are considered as sidelobes and can degrade the overall per-
formance. Therefore, we propose to minimize the sum of
non-diagonal peaks as follows:

Lsidelobe = ∑non-diagonal peaks (9)
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Figure 7: Beam pattern when steered to a specific angle dur-
ing optimization. Minimizing the non-diagonal peaks helps
reduce the side lobes and increase the directivity.

To derive Lsidelobe, we identify peaks in the P matrix (e.g.,
using findpeaks() function) and then sum up the peaks that
are in non-diagonal entries of the matrix. It not only reduces
the sidelobes, but also improves the quality of the main lobe.
As shown in Figure 7, if the highest peak is a non-diagonal
element, we also minimize it to revise the direction.

Putting together, we have the following optimization model:
min

W,Θ,x
−Lpower +µLvar + γLsidelobe

s.t.

{
|Gii|= 1, (i = 1,2, . . . ,N)

|Wi j| ≤ 1 (i = 1,2, . . . ,M, j = 1,2, . . . ,d).

where µ and γ are parameters controlling the importance of
the variance and sidelobe terms, respectively. We have two
constraints on the magnitude of the metasurface parameters
G and codebook W . Both G and W should be no more than 1.

The constraints on the magnitude of metasurface G are
called constant modulus constraints (CMC). It is well-
known that problems involving CMC are nonconvex and
NP-hard [31]. |Gii| = 1 refers to the points on the surface
of an N dimensional hypercube, which indicates each meta-
surface cell does not change the magnitude of the incoming
signal. These are non-convex constraints. |Wi j| ≤ 1 are con-
straints on the magnitude of the phased array. The set contains
the entire hypercube and includes the interior. Thus, it is a
convex set. Therefore, for the phased array codebook, we re-
strict the amplitude to be within 1 instead of exactly equal to
1 to make the problem easier to solve.

4.2.2 Optimization

Our problem is a non-linear constrained optimization problem.
Due to the presence of the constraints, we cannot directly
apply the gradient descent scheme. Therefore, we use the
gradient projection method, which ensures the solution after
each gradient descent update still falls within the feasible
set Ω. Specifically, if the k+1-th update (i.e., x(k+1) = x(k)+
αkd(k)) makes the solution fall outside the feasible region,
where αk is the learning rate and d(k) is the gradient, we
project it to a point inside the feasible set Ω as follows:

x(k+1) = Π[x(k)+αkd(k)] (10)
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Figure 8: The symmetry property of a 16×16 metasurface.

where Π is projection operator, and Π[x] is called the pro-
jection of x in Ω. To do that, we normalize the amplitude of
Gii after each update and normalize Wi j if it is larger than
1. As a result, we use Adam optimizer in Pytorch for opti-
mization. Adam is an extended version of stochastic gradient
descent that adapts the learning rate for each parameter. We
modify the output from the Adam during each iteration using
Equation 10 to ensure constraints are satisfied.

4.2.3 Additional Design Details

In this section, we describe how to get the input required for
optimization.

Symmetry Property of AMS As mentioned earlier, the
diagonal of variable G should represent the phase delay for
metasurface cells. Our metasurface is a 2D structure. We
observe that the configuration of the AMS should be left-right
symmetric and up-down symmetric, as shown in Figure 8,
since the scanning performance should be the same in left and
right in the azimuth direction and the beam pattern should
also be the same in top and bottom in the elevation direction.
By utilizing the left-right and up-down symmetry property,
we can reduce the search dimension for G by 75%.

Codebook Since the range of the steering angle is from
−60◦ to 60◦, the codebook is also symmetric between the
positive angles and negative angles. Therefore, we can opti-
mize half of the codebook (i.e., corresponding to the steering
angle in (−60◦,0)) and copy them to generate the codebook
for (0,60◦).

Channel From Phased Array to Metasurface The chan-
nel H(x) can be determined based on the speakers and meta-
surface cells’ positions. Let x = {x1,x2, . . . ,xM} denote the
speakers’ locations, and g = {g1,g2, . . . ,gN} denote the meta-
surface cells’ locations. We can derive the channel as follows:

H(x) =


F(∥x1 −g1∥) . . . F(∥xM −g1∥)
F(∥x1 −g2∥) . . . F(∥xM −g2∥)

...
. . .

...
F(∥x1 −gN∥) . . . F(∥xM −gN∥)

 (11)
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Figure 9: Derive channel matrix H with varying speaker dis-
tributions x. Consider 3 speakers and 4 metasurface cells as
an example. We can derive the distance between each speaker
and metasurface cell to get the channel H between the phased
array and metasurface.

where ∥ · ∥ denotes the distance between two points (i.e., a
speaker and a metasurface cell) and F() denotes the function
that maps the distance to the wireless channel, including the
amplitude and phase. Figure 9 shows an example.

We can either (i) take a given phased array setup (e.g., uni-
formly distributed linear array) as the input or (ii) optimize
the phased array setup. In the latter case, we treat xi as the
optimization variables along with the other variables. Note
that we do not impose any constraints on x because we al-
ready consider the symmetry property of metasurface G and
codebook W . Equation 11 assumes a single line-of-sight path
between the phased array and metasurface, which is realistic
since the metasurface is close to the phased array and there is
no blockage.

4.2.4 System Design

In this section, we provide further details of our system de-
sign, including the AMS design, codebook design, and array
placement.

We sample angles from −60◦ to 60◦ with 1◦ apart. There-
fore, for a 6-speaker system, the codebook W is a 121× 6
matrix, which contains 121 independent codewords for 121
directions and 6 speakers. Figure 10 shows the amplitude and
phase of the optimized codebook, where the first speaker is
set as the reference and is aligned to be zero phase. Since our
goal is to maximize the sum power of diagonal elements, the
amplitude of each element in the codebook is 1 to achieve the
maximum transmission power, while the phase is manipulated
to generate our desired sound field at the metasurface.

Next, we reconstruct the phase distribution of the metasur-
face by utilizing the diagonal elements of G and the symme-
try property. The results are given in Figure 11(a). This is
different from that of [40] due to the presence of a phased
array. As mentioned in Sec. 3, the phase shift of each AMS
cell is quantized to 16 levels for flexible design and assem-
bly/disassembly. Then the final AMS can be assembled by
choosing the unit cells with the closest phase shift, as shown
in Figure 11(b), where the color reflects the unit cell index
and a higher index indicates a larger phase shift.

We can either (i) place speakers in the phased array uni-
formly or arbitrarily and feed the placement to our optimiza-
tion algorithm or (ii) let our algorithm optimize the placement
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Figure 10: The optimized codebook design, where the first
speaker is set as the reference. The magnitudes of the code-
book are all close to 1, but some are slightly less than 1 since
their constraints are ≤ 1.
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Figure 11: Phase distribution and cell indices of the optimized
16× 16 metasurface design, where the cell index is the in-
dex to one of the 16 quantized phase shifts. The numbers in
the upper left corner denote the cell indices for the top left
metasurface and we omit the other parts for brevity due to the
left-right symmetry and top-bottom symmetry.

along with other configuration parameters. In evaluation, we
compare uniform placement and optimized placement.

5 Performance Evaluation

In this section, we first present our evaluation methodology
and then describe performance results.

5.1 Evaluation Methodology
We use the experiment setup shown in Figure 12 for our eval-
uation. The system can be divided into three parts: speakers,
microphones, and an acoustic metasurface (also referred to as
an acoustic lens or AMS). We use uniform placement as the
default configuration. In this case, we have 6 identical minia-
ture speakers (16Ω, 0.25W ) as the transmitter. Each speaker
is connected with an operational amplifier THS4001 [4] to
amplify the voltage and a power amplifier LM386 [3] to am-
plify the current. The distance between the centers of adja-
cent speakers is 8.6mm, which is a half wavelength of 20kHz
sound. We used 4 microphones to form a microphone array
as a receiver. The distances between the 4 microphones were
3.06cm, 2.04cm, and 3.06cm to reduce ambiguity and obtain
better performance [38]. All speakers and microphones are
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Figure 12: System setup.

connected to the same Bela board [1] for signal synchroniza-
tion. We also optimize speaker placement using the approach
described in Section 4.2.

We construct an acoustic lens according to our optimiza-
tion in Section 4.2.2. Our lens consists of 256 (16×16) unit
cells, spanning over 15cm × 15cm. Since the unit cells are
quantized into 16 choices, we 3D print 16 different types of
unit cells and assemble them to an acoustic lens according to
the evaluation scenario. For example, we assemble an acous-
tic lens for a 1-speaker setup, a different acoustic lens for
6 speakers with uniform separation, and another one for 6
speakers with non-uniform separation, as we jointly design
the metasurface with the speaker array. To ensure most signals
coming out of the speakers go through the acoustic lens, we
place our lens 2cm away from the speaker array. For a single
speaker, we follow the setup in [41] where the lens is placed
10cm away from the speaker array.

We evaluate our approach in terms of (i) SNR, (ii) sensing
accuracy, and (iii) communication performance. For acoustic
sensing, we use Kinect V3 to get the ground truth distance
and angle of arrival (AoA). We let the speakers transmit the
following FMCW signal: tx(t) = cos(2π fmint + πBt2

T ), where
fmin = 16kHz, B = 4kHz, and T = 0.1s. We quantify the sens-
ing accuracy using distance error and angle of arrival error.

1D MUSIC is a widely used AoA estimation algorithm. It
computes the auto-correlation matrix R of the received signals
x as R= xHx, where x is a 1×N vector and xH is the conjugate
transpose of x, and then performs eigenvalue decomposition
on R. Let RN represent the noise space matrix, which is the
space spanned by the N −M smallest eigenvectors, where M
is the number of signals. The peak in the pseudo spectrum
p(θ) = 1

a(θ)H RN RH
N a(θ)

corresponds to the AoA.

For acoustic communication, we encode the data using
OFDM. Each OFDM frame contains 180 BPSK symbols,
which are striped onto 12 subcarriers spanning over 18kHz-
20kHz. We use CDMA as FEC code to improve resilience

and the code rate is 50%. We quantify the communication
performance using bit error rate (BER) and frame error rate
(FER). While there are other coding schemes for acoustic
communication, the benefit of our approach (i.e., acoustic
lens with a speaker array) is likely similar across different
acoustic coding schemes.

Unless otherwise specified, all results are from testbed
experiments: we use a 6-speaker array with an equal separa-
tion of 9.4mm between the two adjacent speakers and 16×16
acoustic lens; in device-free acoustic sensing experiments,
the microphone array is 3cm above the acoustic lens to track
the distance and AoA of a person’s hand so that the signal
from the speaker to the target goes through the metasurface
and the signal reflected from the target and received by the
microphone array does not go through the metasurface; in
acoustic communication experiments, the receiver is at 1.5m
away from the speaker array. We also evaluate the impact of
various parameters by varying their values.

5.2 SNR Comparison

We first compare various schemes in terms of SNR.

5.2.1 Beam Pattern

We place a receiver at 1.5m away, 0° from the speaker(s) and
measure the sound field intensity. Figure 13(a)(c)(e) com-
pare the beam patterns of six schemes in COMSOL simula-
tion [2], and Figure 13(b)(d)(f) compare them in testbed. The
six schemes include: (i) a single speaker without lens (w/o
PA + w/o lens ), (ii) a single speaker with a lens (w/o PA + w/
lens ), (iii) a phased array without lens (w/ PA + w/o lens ),
(iv) a phased array with a lens (w/ PA + w/ lens ), (v) an
optimized phased array without lens (w/ opt-PA + w/o lens ),
and (vi) an optimized phased array with a lens (w/ opt-PA +
w/ lens ). Our goal is to focus the transmission signal in any
desired direction. As we can see, (vi) yields the highest peak
in the desired angle, which is 1.2, 2.9, 10.5, 10.5, and 18.4dB
higher than (iv), (ii), (v), (iii), and (i), respectively. Optimized
array placement yields 1.2dB gain over uniform placement.
Leveraging acoustic lens yields 15.5dB gain when applied to
a single lens, but its angle cannot be adapted and is always
fixed at 0°. Combining a phased array having a uniform sep-
aration with an acoustic lens allows us to focus the beam in
the desired direction while achieving 17.2dB gain over a sin-
gle speaker without lens and 9.3dB gain over a phased array
without lens.

We further evaluate the signal strength and vary the steering
angle, as shown in Figure 14. The improvement of (vi) over
(iv) shows the benefit of the optimized array placement, and
the improvement of (vi) over the other schemes shows the
benefit of combining lens and phased array in the optimized
placement. These results show that (vi) yields a high SNR
gain across a wide angle from −60° to 60°.
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(a) Simulation: 0°.
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(b) Testbed: 0°.
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(c) Simulation: −30°.
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(d) Testbed: −30°.
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(e) Simulation: −60°.
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(f) Testbed: −60°.

Figure 13: The amplitude of the acoustic signal at various
angles of steering. The amplitude is normalized by dividing
it by the maximum amplitude of the signal received at 0°.
(a)(c)(e) show the results from the simulation using COMSOL
and (b)(d)(f) show the results from the testbed.

5.2.2 Beam Width

The 2D structure of our lens design allows us to focus beams
in both the azimuth and elevation directions. To show the
impact of the beam width in both directions, we measure the
sound field in a far field plane, which is parallel to the surface
of the lens. Figure 15 plots the sound field of three different
beams steered to 30°, 60°, and 90°, respectively. As we can
see, the linear phased array can only focus beams in the az-
imuth direction. In comparison, the acoustic lens can focus
beams in both the azimuth and elevation directions. Accord-
ing to COMSOL simulation shown in Figure 16, the acoustic
lens with a 6-speaker phased array generates a comparable
beam pattern to a 16×1 array in the elevation direction and a
comparable beam pattern to a 9×1 array in the azimuth di-
rection. Therefore, the acoustic lens with a 6-speaker phased
array is comparable to a 9×16 = 144 phased array in terms
of beam width. This is a significant reduction in cost, size,
energy, and computation. Moreover, we also find that equip-
ping a 6-speaker phased array with acoustic lenses of sizes
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Figure 14: Power gain while steering at various angles. The
amplitude is normalized by dividing it by the maximum am-
plitude of scheme (vi). The testbed uses a 16×16 acoustic
lens and 6 speakers to form a phased array.
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Figure 15: In the COMSOL simulation, comparing the sound
signal strength using a phased array (6 speakers) with and
without the acoustic lens in the azimuth direction.

32×32, 48×48, and 64×64 yield similar beam patterns to
16×28, 20×40, and 30×48 phased arrays, respectively.

5.2.3 Frequency Response

Our acoustic metasurfaces are designed for 20kHz sound, but
we use 16-20kHz and 18-20kHz for acoustic sensing and com-
munication, respectively. To understand how the lens works
at a different frequency, we test the frequency response of
the lens. We first calibrate the speaker(s) and microphone(s)
and use compensation to generate close to a flat frequency
response in the received signal. We then transmit a sine wave
with a frequency varying from 10kHz to 22kHz and record
the received sound at 1m and 0° from the speaker. We test
all lens configurations, including a single-speaker lens, uni-
form phased-array lens, and non-uniform phased-array lens.
Fig. 17 shows the frequency response. As expected, the peak
of the lens frequency response is 20kHz. It drops rapidly after
20kHz. Fortunately, the frequency response remains stable
in 14kHz-20kHz, which means that we can use this band for
sensing and communication.
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Figure 16: Using a 16× 16 acoustic lens with a 6-speaker
phased array is comparable to a 9×16 phased array in terms
of beam width in the elevation and azimuth direction accord-
ing to COMSOL simulation.
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Figure 17: The frequency response of the acoustic lens.

5.2.4 Impact of Lens Size and Phased Array Size

Figure 18(a) plots the received power of (vi) in the desired
direction using different lens sizes. We only plot −60° to 0°
as the result from 0° to 60° is symmetric. We make several
observations. First, as we would expect, increasing the lens
sizes improves the normalized power (i.e., the received power
is normalized by dividing by the power of 32×32 lens at 0°
and 1.5m away). In particular, the normalized power increases
from 0.29 using 8×8 lens to 0.42 using 12×12 lens, to 0.62
using 16× 16 lens, to 0.76 using 24× 24 lens, and to 0.83
using 32×32 lens at −60°. Second, comparing the simulation
(solid curves) with the testbed results (dotted curves), we
observe high consistency, which validates the fidelity of our
simulation.

Figure 18(b) further plots the normalized power (i.e., the
received power is normalized by dividing by the power of
m = 16 phased array at 0° and 1.5m away) of (iv) as we vary
the number of speakers. As expected, increasing the number
of speakers from 2 to 4, 6, 8, and 16 increases the normalized
power to 1.3x, 1.6x, 1.8x and 2.1x, respectively.

5.3 Distance Estimation Performance

Next we evaluate the impact of our approach on distance
estimation accuracy. As described in Section 5.1, we evaluate
the benefit of acoustic lens and phased array on the well-
known distance estimation techniques: FMCW.

Figure 19(a) plots the errorbar of the distance estimation
error, where the center, lower bound, and upper bound of the
errorbar correspond to median, 25%, 75% of the distance
error, respectively. (vi) performs the best and out-performs
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(a) Lens size.
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Figure 18: The impact of lens size and phased array size on
the received power of (iv). Dotted curves represent results
from the testbed experiments while solid curves represent
results from COMSOL simulation.

(a) Distance estimation error. (b) SNR v.s. distance error.

Figure 19: The distance estimation performance using acous-
tic lens.

(i), (ii), (iii), (iv), and (v) by 93%, 25%, 76%, 12%, and 72%,
respectively. To better understand where the improvement
comes from, we plot the distance estimation error of each
FMCW chirp and its corresponding SNR in Figure 19(b).
We can see that, as expected, the FMCW chirp with a higher
SNR leads to a lower error. The optimized phased array with
acoustic lens has the highest SNR, so it yields the lowest
distance estimation error.

5.3.1 Impact of Measurement Distance

We evaluate the impact of distance on the distance estimation
error as shown in Figure 20. As we can see in Figure 20(a),
(vi) performs the best and out-performs (i), (ii), (iii), (iv),
and (v) by 94%, 45%, 79%, 18%, and 81%, respectively. (vi)
increases the operation distance from 0.5m in (i) to 3.5m.
Note that 3.5m operation distance is very good considering
the total power of our 6 speakers is only 0.1W . In comparison,
[38] achieves 4.5m operation distance using a 2.5W speaker.

5.3.2 Impact of Measurement Angle

Next we further show the impact of measurement angle on
the distance estimation performance. From Figure 20(b)-(e),
we can see that (vi) still performs the best in all directions and
out-performs (i), (ii), (iii), (iv), and (v) by 93%, 99%, 77%,
21%, and 76%, respectively. However, when we increase the
measurement angle from 0° to 15°, 30°, 45°, and 60°, the
distance error of (vi) also increases from 1.28cm to 1.30cm,
1.32cm, 1.86cm, and 2.47cm, respectively.
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Figure 20: The impact of distance on the distance estimation
error while steering in various directions.
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Figure 21: The impact of lens size and phased array size on
the distance estimation error of (iv).

5.3.3 Impact of Lens Size and Phased Array Size

We evaluate the impact of lens size on distance estimation
performance. We experiment with 4×4, 8×8, 12×12 and
16×16 lenses in our testbed. As shown in Figure 21(a), in-
creasing the lens size improves the distance estimation errors.
A 16 × 16 lens reduces the error over a 4 × 4, 8 × 8, and
12×12 lens by 73%, 62%, and 36%, respectively.

We also evaluate the impact of phased array size. As shown
in Figure 21(b), increasing the array size improves the dis-
tance estimation due to the enhanced SNR. For example, a
6-speaker phased array with AMS reduces the distance esti-
mation error over 1-, 2-, and 4-speaker phased array by 95%,
91%, and 80%, respectively.

5.4 AoA Estimation Performance
In this section, we compare the AoA estimation using 1D
MUSIC as introduced in Section 5.1.

5.4.1 Impact of Measurement Distance

Figure 22(a) plots the AoA error versus the measurement
distance. In all schemes, the distance estimation errors in-
crease with an increasing distance. (vi) performs the best and
reduces the AoA error of (i), (ii), (iii), (iv), and (v) by 92%,
44%, 76%, 16%, and 77%, respectively. The result shows that

(i) w/o PA+w/o lens (ii) w/o PA+w/ lens (iii) w/ PA+w/o lens

(iv) w/ PA+w/ lens (v) w/ opt-PA+w/o lens (vi) w/ opt-PA+w/ lens
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Figure 22: The impact of distance on AoA estimation error
while steering in various directions.
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Figure 23: The impact of lens size and phased array size on
the AoA estimation error of (iv).

our approach effectively improves AoA sensing accuracy by
increasing the SNR.

5.4.2 Impact of Measurement Angle

We further show the impact of measurement angle on AoA
estimation. Figure 22(b)-(e) plots AoA estimation error for
other directions. When the distance is small, the AoA esti-
mation error remains low across all measurement angles of
interest; when the distance is large, the AoA error increases
more rapidly with the increasing angle. This is expected be-
cause when SNR is sufficiently high, the measurement angle
has less impact; but when SNR is low, the measurement angle
matters. (vi) out-performs (i), (ii), (iii), (iv), and (v) by 90%,
96%, 81%, 26%, and 82%, respectively.

5.4.3 Impact of Lens Size and Phased Array Size

As shown in Figure 23(a), increasing the lens size effectively
reduces the AoA estimation error. For example, increasing
the lens size from 4×4 to 8×8 improves AoA estimation by
32%, increasing from 8×8 to 12×12 improves by 53%, and
increasing from 12×12 to 16×16 further improves by 46%.

Figure 23(b) further plots the AoA estimation as we vary
the array size. Increasing the array size improves SNR and
reduces the AoA estimation error. Using a 6-speaker phased
array reduces the AoA error by 96%, 74%, and 52% over
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(a) BER: (i) w/o PA w/o lens.
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(b) FER: (i) w/o PA w/o lens.
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(c) BER: (ii) w/o PA w/ lens.

-60 -30 0 30 60

AoA (°)

100

300

500

D
is

ta
n

c
e

 (
c
m

)

0

0.2

0.4

0.6

0.8

1

F
E

R

(d) FER: (ii) w/o PA w/ lens.
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(e) BER: (iii) w/ PA w/o lens.
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(f) FER: (iii) w/ PA w/o lens.
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(g) BER: (iv) w/ PA w/ lens.
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(h) FER: (iv) w/ PA w/ lens.
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(i) BER: (v) w/ opt-PA w/o lens.
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(j) FER: (v) w/ opt-PA w/o lens.
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(k) BER: (vi) w/ opt-PA w/ lens.
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(l) FER: (vi) w/ opt-PA w/ lens.

Figure 24: The impact of distance and AoA on the communi-
cation performance.

using 1-, 2-, and 4-speaker phased array, respectively.

5.5 Acoustic Communication Performance

Finally, we evaluate the impact of our approach on acoustic
communication performance.

5.5.1 Impact of Distance

We put the speakers at a fixed location and gradually increase
the distance between the microphone and the speakers. We
tested the above six scenarios for communication. Figure 24
shows the bit error rate (BER) and frame error rate (FER)
across different AoAs at different distances. We can see that
both BER and FER increase with the distance. Due to the
use of fixed modulation and FEC, the FER rapidly increases
after the distance goes beyond a certain point. If we define
the communication range as the range corresponding to 50%
FER, we observe that (vi) has 3.9m communication range as
shown in Figure 24(l). In comparison, (i), (ii), (iii), (iv), and
(v) have communication ranges of 0.8m, 3.0m, 1.5m, 3.5m,
and 1.5m, respectively.

5.5.2 Impact of AoA

Figure 24 also shows the impact of AoA on BER and FER
in our testbed. (vi) achieves low error rates within 60° and
2.8m. This is good coverage considering the total power of
our 6 speakers is only 20mW . In comparison, for the same
60° coverage, the other schemes’ range is much smaller.

6 Discussion

Acoustic metasurfaces can effectively boost the signal qual-
ity, and improve sensing and communication performance.
Compared with a large phased array, our approach of using
a small phased array and metasurface is more compact, cost
effective, and energy efficient. To fully realize the potential of
AMS, several challenges remain to be addressed in the future:
(i) further reducing the AMS size so that it can be applied
to more applications (e.g., mobile devices), (ii) supporting a
wider band, and (iii) further simplifying fabrication process.
Figure 17 shows that our AMS can support 16-20KHz within
20% amplitude loss. This is sufficient for our purpose but may
need further improvement if a wider band is required.

7 Conclusion

In this paper, we develop a novel acoustic system that uses
AMS and multiple speakers together to achieve dynamic steer-
ing and high SNR. The increase in SNR can be translated
into higher accuracy in distance and AoA estimation and
larger communication range in acoustic communication. En-
couraged by the promising results, we plan to explore more
applications that can benefit from our design.
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Abstract
Cloud applications are increasingly distributing data across
multiple regions and cloud providers. Unfortunately, wide-
area bulk data transfers are often slow, bottlenecking appli-
cations. We demonstrate that it is possible to significantly
improve inter-region cloud bulk transfer throughput by adapt-
ing network overlays to the cloud setting—that is, by routing
data through indirect paths at the application layer. However,
directly applying network overlays in this setting can result
in unacceptable increases in cloud egress prices. We present
Skyplane, a system for bulk data transfer between cloud object
stores that uses cloud-aware network overlays to optimally
navigate the trade-off between price and performance. Sky-
plane’s planner uses mixed-integer linear programming to
determine the optimal overlay path and resource allocation
for data transfer, subject to user-provided constraints on price
or performance. Skyplane outperforms public cloud transfer
services by up to 4.6× for transfers within one cloud and by
up to 5.0× across clouds.

1 Introduction

Increasingly, cloud applications transfer data across datacen-
ter boundaries, both across multiple regions within a cloud
provider (multi-region) and across multiple cloud providers
(multi-cloud). This is in part due to privacy regulations, the
availability of specialized hardware, and the desire to prevent
vendor lock-in. In a recent survey [26], more than 86% of 727
respondents had adopted a multi-cloud strategy across diverse
workloads. Thus, support for fast, cross-cloud bulk transfers
is increasingly important.

Applications transfer data between datacenters for batch
processing (e.g. ETL [9], Geo-Distributed Analytics [54]),
and production serving (e.g. search indices [34]). Extensive
prior work optimizes the throughput of bulk data transfers
between datacenters within application-defined minimum per-
formance constraints [34, 36, 38, 64]. All major clouds offer
services for bulk transfers such as AWS DataSync [5], Azure
AzCopy [22], and GCP Storage Transfer Service [31].

From the perspective of a cloud customer, transfer through-
put and cost (price) are the two important metrics of transfers
in the cloud. Thus we ask how can we optimize network cost
and throughput for cloud bulk transfers? We study this ques-
tion in the context of designing and implementing Skyplane,
an open-source cloud object transfer system.

A seemingly natural approach is to optimize the routing
protocols in cloud providers internal networks to support
higher-throughput data transfers. Unfortunately, this is not
feasible for two reasons. First, rearchitecting the IP layer rout-
ing protocol to optimize for high-throughput bulk transfer
could be negatively impact other applications that are sensi-
tive to network latency. Second, cloud providers lack a strong
incentive to optimize data transfer to other clouds. Indeed,
AWS DataSync [5], AzCopy [22], GCP Storage Transfer [31],
AWS Snowball [62], and Azure Data Box Disk [12], all sup-
port data transfer into, but not out of, their respective clouds.
Improvements to cross-cloud peering must be achieved with
the cooperation of both the source and destination providers.

Skyplane’s key observation is that we can instead identify
overlay paths—paths that send data via intermediate regions—
that are faster than the direct path. The throughput of the
direct path from Azure’s Central Canada region to GCP’s
asia-northeast1 region is 6.2 Gbps. Instead, Skyplane can
route the transfer via an intermediate stop at Azure’s US
West 2 with a throughput of 12.4 Gbps for a 2.0× speedup
(Fig. 1). Crucially, this can be implemented on top of the
cloud providers’ services without their explicit buy-in.

We are not the first to propose the use of overlay networks
on the public Internet [8]. However, these techniques ignore
two key considerations of public clouds: price and elasticity.

First, the highest-bandwidth overlay path may have an un-
acceptably high price. Cloud providers charge for data egress
separately for each hop along the overlay path. To reduce
the cost of the overlay, it is essential to transfer data along
cheap paths to trade off price and performance. For example,
in Fig. 1, one can achieve 13.9 Gbps by instead using Azure’s
East Japan region as the relay, but the cost would be 1.9×
that of transferring data directly. In contrast, using Azure’s
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Planner
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Overlay paths

Data
Plane

Direct: 6.17 Gb/s for $0.0875/GB

Indirect via Azure East Japan: 13.87 Gb/s for $0.170/GB

Indirect via Azure West US 2: 
12.38 Gb/s for $0.1075/GB

Desired
price

Figure 1: Cloud-aware overlays: Skyplane optimally trans-
fers across cloud regions and providers subject to the user’s
cost and throughput requirements. Skyplane finds the visual-
ized overlay path from Azure’s Central Canada region to
GCP’s asia-northeast1, which is 2.0× faster but just 1.2×
higher in price than the direct path.

West US 2 region has only a 1.2× cost overhead with simi-
lar performance. Thus, Skyplane operates in a richer problem
space than traditional application-level routing—one where
cloud instance and cloud egress fees are significant.

Second, whereas the bandwidth between two nodes in a
traditional network overlay [8] is considered “fixed,” in Sky-
plane’s setting it depends on elasticity—the ability to allocate
more resources at each cloud region. For example, one can
increase the capacity of any overlay path by simply allocating
more VM instances in each cloud region. There are a limited
number of physical machines at each cloud region, which
cloud providers pass on to users in the form of instance limits.
An overlay enables improved throughput beyond this limit.
Thus, Skyplane operates in a richer solution space than tradi-
tional application-level routing—one where we must choose
the number of VMs to use as relays due to cloud elasticity.

Skyplane addresses both price and elasticity, empowering
users to navigate the trade-off between price and performance
while leveraging the elasticity of cloud resources. Users can
ask Skyplane to maximize bandwidth subject to a cost ceiling,
or minimize cost subject to a bandwidth floor.

At the heart of Skyplane is a planner that computes a data
transfer plan, subject to the user’s constraints, that specifies the
overlay path to use and amount of cloud resources to allocate
along that path. Price and elasticity make it challenging to
compute the plan. Our insight is that, with some care, planning
can be formulated as linear constraints. Thus, Skyplane’s
planner can discover the optimal plan by solving a mixed-
integer linear program (MILP), or closely approximate the
optimal plan by solving a relaxed linear program (LP). Both
can be accomplished using a fast, off-the-shelf solver.

Our Skyplane prototype1outperforms AWS DataSync by
up to 4.6× and GCP Storage Transfer by up to 5.0×. Skyplane
also outperforms academic baselines such as RON by 34%
while reducing cost by 62%.

1https://github.com/skyplane-project/skyplane

2 Background

Network overlays In the early 2000s, network overlays
emerged as a technique for application-level routing with-
out the participation of underlying network providers. These
network overlays can be designed to improve performance
or reliability. Notable network overlays include Chord [60],
Resilient Overlay Networks (RON) [8], Bullet [41], Baidu
BDS [65] and Akamai’s backbone [52, 58].

Although ISPs may have broad visibility into their net-
works, the metrics that ISPs use to select routes may not align
with user preferences. Wide-area networks today do not allow
specification of alternative routing preferences while network
overlays provide applications a mechanism to control routing
decisions. For example, Akamai uses a network overlay to
reduce the latency of CDN misses while RON routes around
network outages via an unaffected intermediate host.

RON is implemented by periodically measuring network
performance via probes embedded in a fixed set of routers.
When path outages occur, RON selects an intermediate relay
router to circumvent the outage. This intermediate router
is selected to have low packet loss or latency to/from the
client and server. Optionally, RON can use a model of TCP
Reno’s throughput [53] to select intermediate routers. RON
will generally select only a single intermediate node.

Wide-area networking in the cloud From the perspective
of cloud customers, the cloud is elastic—additional resources
can be allocated on demand. For example, an overloaded
cloud application can leverage the cloud’s elasticity by allo-
cating additional VM instances. However, the physical reality
of the cloud is that there are only finite resources at each
region. Therefore, cloud providers impose service limits on
their customers for resources such as VMs.

Each VM’s network bandwidth is throttled according to its
instance type. For example, an AWS m5.8xlarge instance
can use at most 10 Gbps of network bandwidth, and an Azure
Standard_D32_v5 instance can use at most 16 Gbps of net-
work bandwidth. Furthermore, only some of the available
bandwidth can be used for egress traffic to another cloud
provider. The policies differ by cloud provider. AWS limits
VM egress bandwidth to the larger of 5 Gbps or 50% of to-
tal bandwidth [4], GCP limits VM egress bandwidth to any
public IP address to 7 Gbps [30], and Microsoft Azure has
no egress limit beyond the total bandwidth limit for a VM.
Of course, the actual achievable TCP network bandwidth is
subject to congestion control which may be less than the limit.

Cloud egress pricing Cloud providers charge egress prices
for network traffic leaving a cloud region. Importantly, egress
prices are assessed based on the volume of data transferred,
not the rate at which it is transferred. Transferring a file at
10 Mbps or at 10 Gbps will result in the same egress charge.
Egress charges introduce asymmetry in billing—there is no
corresponding ingress charge for transfers into a cloud.
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For intra-cloud transfers (i.e., transfers between two regions
or zones in the same cloud), transfers between geographi-
cally distant endpoints are priced more than transfers between
nearby endpoints. In contrast, inter-cloud transfers (i.e., trans-
fers between two cloud providers) are billed at the same rate
regardless of the transfer’s geographic distance. For example,
the egress price from a single Azure region is billed at the
same rate for any destination outside of Azure, including any
region in AWS or GCP [6, 29, 51].

Egress prices typically dominate the cost of a bulk transfers.
For example, if a VM sends data at a rate of 1 Gbps for an
hour on AWS with an Internet egress price of $0.09/GB, the
total egress charge will total $40.50, which far exceeds the
VM price of $1.50 (for m5.8xlarge) [6].

Cloud object storage AWS, Azure, and GCP provide object
storage APIs that allow customers to save data attached to a
string key. Data is stored immutably and therefore any updates
require writing a new version. Unlike POSIX file systems,
object stores do not provide atomic metadata operations (e.g.,
rename). Consistency models vary across providers. Cloud
object stores store copies of a blob on multiple machines to
improve availability and durability. Large objects support con-
current writes via sharding. Read throughput of a single shard
may be limited by the provider (e.g. 60 MB/s for Azure [13]).

3 Overview of Skyplane

Skyplane allows applications to efficiently transfer large ob-
jects from an object store in one region to an object store in
another cloud region or provider. To use Skyplane, the user
installs the Skyplane client locally and configures it with ac-
cess to cloud provider-supplied credentials. Then, the user
submits a job, together with a constraint on price or band-
width. The job specifies which objects to transfer, the source
cloud provider and region, and the destination cloud provider
and region. The constraint can have one of two forms: it can
ask Skyplane to optimize either bandwidth subject to a price
ceiling, or price subject to a bandwidth floor.

Skyplane itself comprises a planner (Fig. 1, bottom) and a
data plane (Fig. 2). Given the user’s job and constraint, the
planner produces an optimal data transfer plan to complete the
job subject to the constraint. The planner relies on a profile
of the network throughput between different cloud regions.
The data plane is responsible for executing the data transfer
plan: allocating cloud resources (e.g., VMs), transferring data
between them, and interacting with object stores.

3.1 Overlay formulation in Skyplane’s planner
Suppose the user needs to transfer an object from a source
cloud region, A, to a destination cloud region, B. A naïve ob-
ject transfer system might spawn VMs in regions A and B,
and transfer data via a TCP connection between the two VMs.

VMs in Src.
Region

VMs in
Dest.
Region

VMs in Relay
Region B

VMs in Relay
Region A

Cloud #1 (e.g., AWS) Cloud #2 (e.g., Azure)

Skyplane
Client

Object
Store

Object
Store

Data
Transfer
Plan

Figure 2: Skyplane splits an example data transfer over three
paths: the direct path, and two indirect paths. Dashed lines
indicate control orchestration (e.g., for spawning VMs) and
solid lines depict the flow of object data.

Skyplane improves performance compared to this baseline by
applying principles from overlay networks [8]. For example,
Skyplane may identify a third cloud region, C, and transfer
data from A to B via C. This is accomplished at the appli-
cation layer; Skyplane will spawn a VM in region C, set up
TCP connections from A to C and from C to B. We refer to
intermediate regions like C as relay regions.

The baseline approach (A → B) routes data along the “di-
rect path,” since it uses the default path provided by the Inter-
net. However, Skyplane (A →C → B) routes data along the an
“indirect path,” that may not be on the Internet-provided de-
fault path. An indirect path may use multiple relays although
a single relay is usually sufficient.

A key difference between Skyplane and classical over-
lay networks is that Skyplane takes price into account when
choosing the overlay path to use for a job. Concretely, Sky-
plane’s planner uses a price grid and a throughput grid to
determine which indirect path to use. The price grid specifies
the price of transferring data between each pair of cloud re-
gions, in each direction. We computed the price grid based
on information on the cloud providers’ websites and from
querying the cloud APIs. The throughput grid is collected by
measuring the network, as we explain in the next subsection.

Note that throughput grid measurements are made using
TCP connections, subject to TCP congestion control. Thus,
the throughput grid measures the bandwidth available to a
single user for transferring data, accounting for cross-traffic
from other users’ flows. We assume a high degree of statistical
multiplexing in wide-area network traffic—in other words,
that the bandwidth consumed by a single user’s bulk transfer
is negligible compared to the total available inter-region band-
width. This allows a Skyplane user to compute a data transfer
plan without regard to other users’ bulk transfers using Sky-
plane or other bulk transfer tools—all cross traffic from other
users is assumed to be accounted for in the throughput grid.
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Figure 3: Intra-cloud vs. inter-cloud links: Inter-cloud links are consistently slower than intra-cloud links for network routes
from Azure and GCP. Service limits are shown with a dashed line; GCP throttles inter-cloud egress to 7 Gbps while AWS
throttles all egress traffic to 5 Gbps.
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Figure 4: Stability of egress flows over 18 hour period: Continuous probes of cloud networks over one day reveal that routes
from AWS have stable throughput over time. Paths between GCP regions are noisy but have a consistent mean.

As we show in the next subsection, the bandwidth of inter-
region TCP connections is relatively stable in the short term,
validating our assumption of high statistical multiplexing.

3.2 Profiling cloud networks
The planner relies on a profile of the network throughput
between pairs of cloud regions. We collected a throughput
grid by measuring the TCP goodput between each region pair
using iperf3. In total, computing this profile cost approxi-
mately $4000 in egress charges.

Fig. 3 displays the relationship between network latency
and throughput for profiling routes originating from GCP
and Azure for our measured throughput grid. For GCP, we
leverage internal IPs which improve intra-cloud bandwidth.
For both GCP and Azure, intra-cloud routes had lower tail
RTTs than inter-cloud routes. We observe that in both GCP
and Azure, inter-cloud links are slower than intra-cloud links.
As Azure has no service limit for egress bandwidth, we see
the fastest intra-cloud links achieve up to the NIC capacity
of 16 Gbps. However, both GCP and AWS encounter egress
throttling at 7 Gbps and 5 Gbps respectively.

A natural question is how frequently the throughput grid
must be re-measured. Fig. 4 visualizes achieved throughput
from AWS us-west-2 and GCP us-east1-b taken every 30
minutes over an 18 hour timespan. Throughput is very stable

over time for both inter-cloud and intra-cloud routes from
AWS us-west-2. Routes from GCP us-east1-b to AWS
destinations is similarly very stable but intra-cloud routes
to GCP destinations are less stable. Regardless, the overall
rank order of regions by throughput remains mostly consistent
over medium-term timescales. Thus, it should be sufficient to
profile networks relatively infrequently (i.e. every few days).
In practice, this information could be collected by third-party
service, or measured via active probing along live transfers.

3.3 Skyplane’s data plane
Skyplane’s data plane executes data transfers using the plan
computed by Skyplane’s planner. Ephemeral VMs for a sin-
gle transfer, called “gateways,” are provisioned in the source
region, destination region, and overlay regions for a transfer
plan. Each source gateway reads a small shard of data from
the object store and transfers data via intermediate gateways
to the destination where the shard is written.

Skyplane reads data from an object store in the source
cloud region and writes data to an object store in the destina-
tion cloud region. We focus on the object stores provided as a
service by AWS S3, Azure Blob Storage, and Google Storage.
Unlike a traditional overlay network, there is no central Sky-
plane service that allocates resources to each user from a pool
of “Skyplane resources.” Instead, Skyplane can be understood
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as a local service run by each user that is invoked when an
application needs to transfer data. Skyplane directly allocates
cloud resources on the user’s behalf when processing a job,
and manages those resources to transfer the user’s data across
cloud regions. This allows Skyplane to allocate and manage
each user’s resources according to their cost and performance
objectives, independently from the cloud providers’ existing
data transfer services, while relying on clouds to offer a large
pool of resources and manage isolation between users.

4 Principles of Skyplane’s planner

Skyplane’s planner2 is responsible for developing a plan for
transferring data across the wide area to complete an object
transfer job submitted by a user or their application (Fig. 5).
This plan describes the overlay path and the amount of cloud
resources to allocate along that path to facilitate the transfer.

Skyplane’s planner supports two modes:
Cost minimizing: The planner will minimize cost subject to
an application-specified throughput constraint.
Throughput maximizing: The planner will maximize
throughput subject to an application-specified cost constraint.

As we will describe in §5, Skyplane finds the optimal plan
by formulating it as an Mixed-Integer Linear Program (MILP)
and using a fast but exponential-time solver. This section de-
scribes the degrees of freedom available to the optimizer to
navigate the price-performance trade-off for the user’s speci-
fied constraint. Our goal is to describe what aspects of the plan
are at the planner’s disposal, justify why it is reasonable to
vary those aspects of the plan, and describe certain techniques
available to the planner to manage the price-performance
trade-off. Note that the planner is not directly programmed to
use these techniques; they are merely patterns that it discovers
in the course of finding the optimal MILP solution.

4.1 Achieving low instance and egress costs
That bandwidth costs dominate the cost of data transfer (§2)
is both a challenge and an opportunity for Skyplane. It is
an opportunity because it allows Skyplane to be competitive
with the price of using data transfer tools provided directly
by the cloud providers (e.g. AWS DataSync, AzCopy, GCP
Cloud Transfer Service), as those tools incur bandwidth costs
but not instance costs. It is a challenge for Skyplane because
it implies that, used naïvely, indirect paths are much more
expensive than direct paths. This is because egress bandwidth
is charged for each hop along the path. For example, for a path
A →C → B, the bandwidth cost must be paid for both A →C
and C → B, which could be double the cost of transferring
over the direct path. As a result, it is crucial for Skyplane’s
optimizer carefully manage egress transfer costs.

2Explore Skyplane’s planner at https://optimizer.skyplane.org
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Figure 5: Skyplane’s planner considers throughput and cost
constraints from the user along with per-cloud price informa-
tion and an inter-region throughput profile grid to determine
the optimal data transfer plan.

4.1.1 Choosing the relay region

One way for Skyplane to manage the additional cost associ-
ated with indirect paths is to carefully choose the relay region
C to minimize this cost. For example, suppose that a user
needs to transfer an object from AWS us-west-2 (region
A) to Azure UK South (region B). The direct path A → B
would require the user to pay $0.09 per GB, the cost of band-
width leaving AWS’ network. If the relay region C is chosen
in us-central-1 or us-east-1, then the overall bandwidth
price will only increase slightly; while the C → B transfer
still incurs $0.09 per GB, as data is leaving AWS’ network,
the A → C bandwidth only costs $0.02 per GB, as it is an
intra-continental transfer within the cloud provider’s network.
Skyplane’s planner can use the throughput and price grids to
identify relay regions that improve the performance of the
transfer while minimizing additional bandwidth costs.

4.1.2 Combining multiple paths

Another way to manage the cost of indirect paths is to split the
data transfer over multiple paths, in order to make fine-grained
trade-offs between price and performance. For example, sup-
pose that Skyplane identifies a high-bandwidth indirect path,
but that the path is more expensive than the user’s price ceil-
ing. Skyplane can still benefit partially from that indirect
path by sending part of the data over that path, at higher cost,
and the remaining data over the direct path A → B, at lower
cost. Thus, Skyplane may average the price and performance
of multiple paths, when doing so allows Skyplane to more
optimally satisfy the user’s constraints.

4.2 Parallel TCP for high bandwidth

Skyplane uses parallel TCP connections—that is, bundles of
TCP connections—to achieve high goodput over a chosen
path. This is a well-known technique for achieving good per-
formance, particularly for wide-area transfers [1, 59]. Our
Skyplane implementation uses up to 64 outgoing connections
for each VM instance, as we empirically measured that using
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additional connections typically resulted in diminishing ben-
efits in aggregate goodput. When collecting measurements
for the throughput grid, we make sure to use 64 parallel con-
nections to measure the achievable TCP goodput for each
ordered pair of regions.

It is known that using multiple TCP streams in parallel may
cause an application to obtain more than its “fair share” of
bandwidth [25, §A.1], particularly in contexts where networks
are running at nearly 100% utilization [36]. Our view is that,
despite this, it is acceptable to use multiple TCP connections
in parallel in the context of Skyplane. There are three reasons
for this. First, it is common for applications to use parallel
TCP, including for workloads like bulk data transfer [1, 44].
It is important for Skyplane to appropriately compete with
such applications for limited bandwidth. Second, the user
pays the cloud provider for bandwidth, both in the form of the
bandwidth price (total amount transferred) and the instance
price (rate at which data can be transferred), and it is natural
for users to be able to make use of the bandwidth that they
pay for. Third, cloud providers control the datacenter network,
and can shape traffic in the presence of congestion to ensure
that each customer gets a fair share of bandwidth.

4.3 Multiple VMs for high bandwidth
For a given overlay path, Skyplane must allocate sufficient
resources along the path to achieve high bandwidth. However,
the achievable outgoing bandwidth from a VM instance is
limited, as described in §2.

Therefore, Skyplane may allocate multiple VM instances
at certain regions along the path, to increase aggregate data
transfer rate of the VMs at each region. Although simply us-
ing larger VMs may seem like a viable alternative, it is less
effective than using multiple instances due to per-instance
bandwidth limits. Skyplane uses a fixed VM size, and its plan-
ner chooses how many instances to allocate in each region,
under the assumption that TCP goodput scales linearly with
the number of allocated VM sizes.

It may seem that Skyplane can achieve an arbitrarily high
bandwidth by spawning many instances in each region. Un-
fortunately, this simple strategy does not work because cloud
resources are not perfectly elastic. The finite capacity for VMs
in a datacenter is passed down to cloud customers in the form
of service limits, which limit the number of VM instances,
and therefore the amount of network bandwidth, that users
can allocate in each region. While users can request limit
increases, these are ultimately subject to resource availability.
To model this, Skyplane’s planner takes into account a limit
on the number of instances that a user can allocate per region.

5 Finding optimal transfer plans

Skyplane’s planner searches for cost-efficient high-throughput
transfer plans that jointly specify the overlay path, TCP con-

Variables
F ∈ R|V |×|V |

+ Throughput grid
N ∈ Z|V |

+ VMs per region
M ∈ Z|V |×|V |

+ TCP conn. per region
Constraint: goal throughput

TPUT GOAL ∈ R|V |×|V |
+ User’s desired throughput

Constants: provider limit
LIMITlink ∈ R|V |×|V |

+ Throughput grid limit
LIMITconn ∈ Z|V |×|V |

+ TCP connection limit
LIMITingress ∈ Z|V |

+ VM limit
LIMITegress ∈ Z|V |

+ Egress bandwidth limit
Constants: provider cost

COSTegress ∈ R|V |
+ Egress cost ($/Gbit)

COSTVM ∈ R|V |
+ VM cost ($/s)

Table 1: Symbol table for Skyplane’s ILP formulation.

nections between regions and VMs to provision per region.
At the core of Skyplane’s planner is an optimizer that finds

the optimal plan using off-the-shelf Linear Programming (LP)
solvers. We formalize the constraints of our problem as Mixed
Integer LP (MILP) which can quickly be solved in under 5
seconds with an open-source solver. The problem can be
further relaxed into a continuous LP which is solvable in
worst-case polynomial time via interior point methods [39].

Independently optimizing for each variable then combining
partial solutions would not guarantee a globally optimal solu-
tion. It is therefore important that Skyplane’s planner models
all variables in an integrated search space to obtain provably
optimal data transfer plans.

5.1 Cost minimizing overlay paths

Flow networks can naturally represent overlay networking
topologies like those used by Akamai [58]. We start with a
min-cost flow problem. The following primal LP finds the
optimal flow matrix F ∈R|V |×|V |

+ for a network topology graph
G = (V,E) where nodes represent regions and edges are links:

arg min
F

⟨C,F⟩

subject to ∑(c,v)∈E Fc,v ≥ TPUT GOAL

∑(u,v)∈E Fu,v = ∑v,w Fv,w ∀v ∈V −{s, t}

0 ≤ F ≤ LIMITlink

(1)

where s and t are the source and destination regions,
LIMITlink ∈ R|V |×|V |

+ is the maximum capacity for each link
and C ∈ R|V |×|V |

+ is the cost per unit of bandwidth between
regions. We use the same notation for matrix and vector inner
products: ⟨C,F⟩= ∑u,v Cu,vFu,v.
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5.1.1 Objective: Minimize cost from egress and VMs

Min-cost flows do not accurately reflect the cost of transfers
in the cloud. The total cost of a transfer in Skyplane includes
egress cost and VM cost. Note that this objective is not linear;
we present a linear reformulation in Sec. 5.1.1. We present
the full objective is in the in Equation 4a.

Modeling egress cost Unlike physical networks, virtual
networks in the cloud will charge the same amount if 1GB
of data is sent at 1 Mbps or 10 Gbps. Transfers are priced
according to egress volume ($ per GB, COSTegress) rather than
bandwidth ($ per Gbps). We can update the cost function to
instead model the transfer cost by first computing how much
the overlay path costs to run per unit time and then scale that
by the runtime for a transfer. We denote the total volume of
the transfer as VOLUME. Total egress cost is then:

⟨F,COSTegress⟩︸ ︷︷ ︸
Egress cost per s

∗VOLUME÷∑v∈V Fs,v︸ ︷︷ ︸
Transfer time

(2)

Modeling VM cost Multiple VMs can increase aggregate
bandwidth as discussed in Sec. 4.3. To optimally trade-off
parallel VMs with the overlay, we introduce a new decision
variable N ∈ Z|V |

+ that models the number of instances use
to transfer data per region. VM count per region may vary
due to asymmetric egress and ingress limits. To accurately
consider transfer costs from VMs, we add the the following
instance cost expression to Equation 2 where COSTVM is a
vector containing the cost per second per VM in each region:

⟨N,COSTVM⟩︸ ︷︷ ︸
VM cost per s

∗VOLUME÷∑v∈V Fs,v︸ ︷︷ ︸
Transfer time

(3)

Linear reformulation of the objective As written, the ob-
jective in Equation 4a is not linear due to a product of vari-
ables between F and N. By reformulating the problem to in-
stead consider finding a plan that provides exactly TPUT GOAL
(instead at least), the runtime for the transfer can be reduced
to a constant VOLUME÷ TPUT GOAL.

5.1.2 Constraints: Cloud provider service limits

Resources are not infinite at cloud regions; providers limit the
number of VMs that a user may provision and in some cases,
providers may throttle the performance of ingress and egress.

Per VM ingress and egress limits AWS and GCP each
throttle egress from their clouds via SDN policies. For AWS,
instances with 32 cores or less are limited to 5 Gbps. For
GCP, individual flows are limited to 3 Gbps and total egress is
service limited to 7 Gbps. Ingress is bottlenecked by VM NIC
bandwidth. We constrain the maximum ingress bandwidth
per VM to LIMITingress via Constraint 4f and the maximum
egress bandwidth per VM to LIMITegress via Constraint 4g.

Constraining TCP connections Using parallel TCP con-
nections is a well known approach to improve WAN perfor-
mance as discussed in Section 4.2. Yet, bandwidth does not
scale linearly with connections (Figure 9a). We introduce a
decision variable M ∈ Z|V |×|V |

+ representing the number of
connections between a pair of regions (not per VM pair).
Constraint 4b ensures M is constrained by N and LIMITconn

(typically 64 per VM). We then limit the total incoming and
outgoing connections with Constraints 4i and 4h.

Per-region VM limits We introduce the variable N ∈ Z|V |
+

to denote the number of VMs per region. N must be under the
global instance cap in Constraint 4j. The optimizer linearly
scales the maximum number of egress TCP connections per
region by the number of VMs provisioned in each region.

5.1.3 Continuous relaxation of MILP

To improve solve times, N and M are relaxed into real valued
variables N ∈ R|V |

+ and M ∈ R|V |×|V |
+ . Rounding variables

down performs comparably to randomized rounding with
solutions ≤ 1% from optimal. The relaxed problem has worst
case polynomial time complexity [39].

5.1.4 Full formulation of the cost optimal solver

All variables and constants are listed in Table 1. The full
formulation of Skyplane’s optimizer is:

arg min
F, N
M

VOLUME

TPUT GOAL

(
⟨F,COSTegress⟩ + ⟨N,COSTVM⟩

)
(4a)

subject to

F ≤(LIMITlink ⊙M)÷LIMITconn (4b)

∑v∈V Fs,v ≥ TPUT GOAL (4c)

∑u∈V Fu,t ≥ TPUT GOAL (4d)

∑u∈V Fu,v = ∑u∈V Fv,u ∀v ∈V −{s, t} (4e)

∑u∈V Fu,v ≤ LIMITingress
v ∗Nv ∀v ∈V (4f)

∑v∈V Fu,v ≤ LIMITegress
u ∗Nu ∀u ∈V (4g)

∑v∈V Mu,v ≤ LIMITconn ∗Nv ∀u ∈V (4h)

∑u∈V Mu,v ≤ LIMITconn ∗Nu ∀v ∈V (4i)

Nv ≤ LIMITV M ∀v ∈V (4j)

5.2 Throughput maximizing overlay paths
Directly solving for a throughput maximizing path under a
cost ceiling is non-trivial as we cannot use the linear reformu-
lation of the cost objective. We can approximate a solution by
solving for the minimum cost transfer plan at a range of many
throughput goals. The result of this procedure is a Pareto
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frontier curve (as shown in Fig. 9c). A throughput maximiz-
ing solution can be extracted from this curve. The quality of
approximate solution will depend on how many samples are
used. A single AWS c5.9xlarge instance can evaluate 100
samples in under 20 seconds.

6 Implementation of Skyplane

We implemented Skyplane in Python 3. Skyplane’s planner
uses the proprietary Gurobi library to solve MILP instances
(used in our evaluation), but the Coin-OR library can be used
instead to avoid this dependency. Our implementation cur-
rently supports the three major cloud providers: Amazon Web
Services, Microsoft Azure, and Google Cloud Platform.

We use m5.8xlarge instances on AWS, as smaller VM
sizes were subject to burstable networking performance,
which we wished to avoid [4, 7]. For consistency, we
used Standard_D32_v5 instances on Microsoft Azure and
n2-standard-32 instances on Google Cloud.

A user initiates a transfer from their application with the
Skyplane client. The client provisions VMs in each region
according to the transfer plan and runs the Skyplane gateway
program on each VM. The gateway is responsible for actu-
ally reading from source object stores, relaying data through
overlay regions and writing to destination object stores.

While transfer time is dominated by network throughput,
the time to spawn gateway VMs contributes to the transfer
latency. To minimize unnecessary bloat in VM images, we
use compact OSes such as Bottlerocket [3] and package de-
pendencies via Docker.

Skyplane assumes that objects are broken up into small
chunks of approximately equal size. Applications can often do
this without significant burden; for example, machine learning
applications store data as TFRecords, which are easy to split
into small chunks. This allows Skyplane to read and write
data quickly from and to cloud object stores, by issuing many
read/write operations in parallel to different chunks.

To mitigate the impact of straggler connections, Skyplane
dynamically partitions data across TCP connections as they
become ready to accept more data. This is in contrast to tools
like GridFTP [1], which assign data blocks to connections
in a round-robin fashion. The downside is that, for plans
that use multiple overlay paths, the amount of data sent on
each path may deviate from the targets computed at planning
time, which could cause the actual cost of transferring data to
deviate from the cost predicted by Skyplane’s planner.

To avoid overflowing buffers at relay regions, Skyplane
uses hop-by-hop flow control to stop reading data from incom-
ing TCP connections when a VM’s queue of chunks reaches
capacity. Bufferbloat-type problems [28] are not a concern
for Skyplane, with regard to queued chunks, as we pipeline
transfers to optimize for throughput instead of latency.

7 Evaluation

To evaluate Skyplane, we investigate transfer time and price.
We will sometimes use transfer throughput as a proxy for
transfer time. In our price calculations, we include both in-
stance cost and egress cost.

7.1 Experimental setup

We evaluate Skyplane with 20 AWS regions, 24 Azure regions
and 27 GCP regions. For all experiments, we use public IP
addresses attached to the VMs for transferring data. In some
cases, one can achieve better performance for intra-cloud
overlay hops by using private IP addresses assigned to each
VM. For GCP this yields higher performance; for AWS and
Azure it may yield higher performance, but requires peering
virtual networks which incurs additional fees.

Furthermore, Azure and GCP allow one to select network
tiers to control whether data is transferred via the cloud
provider’s network or via the public Internet. The Skyplane
prototype utilizes external IPs over standard network tiers.
That said, Skyplane is not incompatible with optimizations
like VPC peering or hot-potato routing tiers to reduce cost
and improve performance which we leave to future work. We
use the CUBIC congestion control protocol in experiments.

7.2 How much faster is Skyplane than existing
data transfer solutions?

Existing cloud providers offer data transfer tools such as AWS
DataSync, GCP Storage Transfer, and Azure AzCopy for low-
cost transfers of bulk data into their respective clouds. These
tools do not disclose what mechanisms they use to transfer
data—for example, the number of VMs and TCP connections
(if any) used for a transfer, or the QoS (if any) associated with
the network traffic. When evaluating Skyplane, we restrict
Skyplane to use at most 8 VMs in each region. This is con-
servative; for example, on equalizing $/GB for some routes,
Skyplane could provision up to 262 VMs per region within
DataSync’s service fee. Moreover, while these services only
support data transfer into their respective clouds, Skyplane
supports data transfer between every region pair.

We consider transferring the training and validation set
for ImageNet [23]. We specifically use the TFRecords as
generated by Google as part of the Cloud TPU benchmark
example [23]. We evaluate flows between regions within a sin-
gle cloud (intra-provider) and between clouds (inter-provider).
We expected that data transfer within each cloud provider (e.g.,
between AWS’s us-east-1 and AWS’s us-west-1) to per-
form well as they have full visibility into their networks and
can utilize private interfaces with higher performance than
over public API. For example, Azure Blob Storage throttles
per-object reads for third-party VMs [50]. Our experiments
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Figure 6: Comparison to cloud transfer systems: The thatch pattern in each bar represents the storage I/O overhead.

did observe this behavior. However, Skyplane benefits from
parallelizing the transfers.

We compare against AWS DataSync, GCP Storage Trans-
fer and Azure AzCopy in Fig. 6. We evaluated Skyplane
with a cost budget cap that is lower than the service fee for
cloud transfer services in all our experiments. For each source-
destination pair, we additionally measured the time to transfer
procedurally-generated data using Skyplane; this allows us
to break out the overhead of reading and writing to cloud
storage as a “thatched” region in each bar. Skyplane signifi-
cantly outperforms AWS DataSync and GCP Cloud Transfer
in all configurations. In certain cases, Azure AzCopy performs
about as well as Skyplane. We chose the koreacentral re-
gion because we expected the greatest improvements from
the overlay in that region; however, storage overheads (the
“thatched” regions of the bars), not networking overheads,
dominated the runtime. It is possible that AzCopy avoids the
Azure Blob Storage I/O overhead that dominates Skyplane’s
transfer time by leveraging Azure’s Copy Blob From URL
API call to download data directly into the servers running
Azure Blob Storage [11].

7.3 How much faster are the overlay paths?
The planner optimally explores the trade-off between im-
proved throughput and cost for cloud data transfers. We ex-
plore solving for the optimal transfer path between all pairs
of clouds regions between all cloud providers. We evaluated
22 AWS regions, 23 unrestricted Azure regions and 27 GCP
regions which leads to 5,184 possible replication routes. It
would be too expensive to transfer a large amount of data
along each path in order to measure the empirical achieved
throughput; therefore we use the planner to generate a plan
and compare the resulting plan with the direct path, both in
terms of expected throughput and cost. We compute predicted
costs for transferring a 50 GB dataset between each possible

source and destination. We report the speedup relative to Sky-
plane with a direct connection between each set of instances.
Notice that the baseline is itself an ablation of Skyplane and
it generally outperforms existing cloud transfer services to
begin with (see §7.2).

The results are shown in Fig. 7. For each pair of source
and destination clouds, we show distribution of predicted
throughputs across region pairs, both with Skyplane’s planner
restricted to the direct path and allowing Skyplane’s plan-
ner to use overlay paths. The results show that Skyplane’s
overlay routing meaningfully improves achievable throughput
between cloud regions. Note that transfers out of AWS cannot
exceed 5 Gbps and transfers leaving GCP cannot exceed 7
Gbps due to these cloud providers’ caps on egress bandwidth.

7.4 Where are transfer bottlenecks?

To understand how the overlay improves throughput, we char-
acterize the fraction of transfers that are bottlenecked at each
location. In Fig. 8, we visualize the percentage of transfers
from §7.3 that were bottlecked at a VM in the source region,
the network link leaving the source region, a VMs in optional
overlay regions, a network links leaving an overlay region,
and a VM in the destination region. We consider a particular
location to be a bottleneck if utilization is over 99%. Multiple
locations may simultaneously be a bottleneck for one transfer.

For Skyplane with overlay routing disabled, the network
link from the source to the destination region is the most
common bottleneck for transfers. In a small set of cases, the
source VM is a bottleneck for the transfer. Generally, the
direct path is not fast enough to saturate the maximum egress
bandwidth limit for a VM. The overlay shifts source link
bottlenecks by reducing the number of transfers bottlenecked
by the source link by 32%. The bottleneck shifts to the source
VM or in some cases a network link leaving an overlay region.
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Figure 7: Ablation of predicted overlays: Overlay routes improve throughput per VM instance. We visualize the distribution of
predicted throughput by the planner with all optimizations enabled (Skyplane) and with all optimizations except for overlay
routing (Skyplane without overlay). The AWS and GCP egress limits are displayed with a dashed line.

Figure 8: Transfers bottlenecked at each location: For trans-
fers in Fig. 7, we visualize what percentage of transfers were
bottlenecked at various locations. Enabling the overlay shifts
bottlenecks from the network to the VM.

7.5 Skyplane microbenchmarks

Impact of parallel TCP connections Fig. 9a shows the im-
pact of varying the number of parallel TCP connections used
to transfer data between VMs. For this experiment, the source
VM was located in AWS ap-northeast-1 and the destina-
tion VM was located in AWS eu-central-1. Skyplane trans-
fers 32 GB of synthetic, procedurally-generated data in these
experiments to avoid incurring object store I/O overheads
and thereby isolate network performance. The black dashed
line shows the expected throughput, assuming that bandwidth
scales linearly with the number of parallel TCP connections
up to AWS’ 5 Gbps egress cap. The blue line shows Sky-
plane’s achieved throughput, and the green line uses Sky-
plane’s achieved throughput using the BBR congestion con-

trol algorithm (used only this experiment). For this experi-
ment, the source VM was located in AWS ap-northeast-1
and the destination VM was located in AWS eu-central-1.
Skyplane’s achieved throughput plateaus below the 5 Gbps
egress cap, and 64 connections is enough to come close.

Impact of parallel VMs Fig. 9b shows the impact of us-
ing multiple VMs in each region to achieve higher aggre-
gate throughput. The black dashed line shows the expected
throughput, assuming that bandwidth scales linearly with the
number of VMs. Although Skyplane’s performance is signifi-
cantly less than the expected throughput for a large number
of gateways, the graph shows that using parallel VMs is an
effective way for Skyplane to scale its aggregate bandwidth.
Additionally, using parallel VMs is a particularly valuable
tool in the context of inter-cloud transfers, as Skyplane can
use multiple VMs in one cloud provider to circumvent the
egress limit. For example, for an overlay hop from an AWS
region to an Azure region, one may allocate many instances
in AWS but few in Azure, to account for AWS’ egress cap.

Trade-off between cost and throughput Fig. 9c shows
the impact on overlay path throughput as the price bud-
get is varied. We adjusted the cost budget afforded to
the planner (x-axis), and plot the throughput predicted by
the planner for the output plan (y-axis). We show three
routes where the overlay benefits are considerable (Azure
westus to AWS eu-west-1), good (GCP asia-east1-a to
AWS sa-east-1) and minimal (AWS af-south-1 to AWS
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Figure 9: Skyplane ablations: We evaluate the impact of parallel TCP connections, parallel gateway VMs and overlay cost.

Figure 10: Scaling VMs versus overlay: In situations where
the direct path is slow, the overlay is faster than simply scaling
the number of VMs used alone.

ap-southeast-2). As the cost budget increases, Skyplane
uses increasingly complex overlay topologies, adding new
overlay paths as the instance limit (1 VM, in this case) is
saturated in each region. Each elbow in the plot (e.g. 1.2× for
the Azure to AWS route) represents a point where Skyplane
adds a new overlay route via a faster but more costly region.
At some point, the planner cannot increase throughput further
as the overlay network is saturated.

Is it better to use VMs to form overlay paths or parallelize
the direct path? Given a limited number of VMs (§4.3),
a natural question is whether it is better to use those VMs
to form overlay paths or to parallelize the direct path. In
Fig. 10, we evaluate Skyplane with and without the overlay
enabled for various numbers of VMs in the context of an
inter-continental transfer and an intra-continental transfer. For
the inter-continental transfer, using the VMs with overlays
enabled provides a 2.08× geomean speedup compared to
using those VMs to parallelize the direct path. However, for
the intra-continental transfer, there is little benefit to using
VMs in overlay paths (1.03× geomean speedup).

Table 2: Comparison with academic baselines: Skyplane
outperforms RON’s path selection heuristic implemented in
Skyplane [8].

Method Time Throughput Cost

GCT GridFTP [1, 10] (1 VM) 133s 1.03 Gbps $1.40
Skyplane (1 VM, direct) 73s 1.71 Gbps $1.40

Skyplane w/ RON routes (4 VMs) [8] 21s 6.02 Gbps $2.27
Skyplane (cost optimized, 4 VMs) 32s 3.88 Gbps $1.56
Skyplane (throughput optimized, 4 VMs) 16s 8.07 Gbps $1.59

7.6 Comparison against academic baselines

In Table 2, we compare Skyplane with RON [8] and the
community-maintained fork [10] of GridFTP [1] for a 16 GB
data transfer from Azure East US to AWS ap-northeast-1.
To isolate network throughput from I/O overheads, we bench-
mark the transfers without object stores (VM to VM only).

We use the open-source GCT fork of GridFTP [10]. Al-
though GCT GridFTP theoretically supports striped transfers
across multiple machines, we were unable to find a supported
non-commercial implementation. To make a fair comparison,
we run both GCT GridFTP and Skyplane with a single VM
per region. Skyplane is 1.6× faster than GCT GridFTP.

We implement RON’s path selection heuristic in Skyplane
to compare overlays between RON and Skyplane. Our results
show that Skyplane has better cost and throughput than RON.
Skyplane with routes from RON’s path selection heuristic
achieves 3.5× higher throughput than Skyplane with a single
VM but at 62% cost overhead. Skyplane’s planner instead
finds overlay paths with up to 4.7× higher throughput than
the direct path within a 14% cost overhead.

8 Related Work

Skyplane builds on the overlay network literature [8, 16, 58].
As discussed in §1, Skyplane adapts classical overlays to the
cloud setting, accounting for the price of network bandwidth
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and leveraging the elasticity of cloud resources. CRONets [16]
briefly discusses cost, but focuses on comparing cloud-based
options to private leased lines. Unlike Skyplane, it does not
discuss how to manage the cost of cloud resources. Lai et
al. [46] find relay regions improve throughput in AWS when
utilizing a single TCP connection but find the 2 Gbps instance
NIC limit from their chosen instance class limits the benefit
of overlay paths. CloudCast [56] examines the use of trian-
gle overlays in the cloud to reduce network latency while
Skyplane examines throughput.

Several existing efforts [27, 49, 55] aim to optimize bulk
data transfers by reducing the amount of data transferred.
Such techniques are complementary to Skyplane; one can
first apply these techniques to reduce the amount of data to
transfer, and then apply Skyplane’s techniques to transfer that
reduced data efficiently. Unlike Skyplane, these works do not
use cost when selecting the network path to use for a transfer.

Another line of research aims to improve bulk data transfers
by improving resource management. GridFTP [1] is a tool for
wide-area transfers that techniques such as using multiple ma-
chines and TCP connections. GridFTP sends all data over the
direct path and does not utilize overlays. Khanna et al. [40]
explore application of network overlays to GridFTP but do
not consider elasticity and egress price in the cloud. Other
solutions, like PSockets [59], also use parallel TCP connec-
tions for high bandwidth. Pied Piper [14] also explored how
cloud resource elasticity could be used to improve cloud data
transfers, but utilize a different mechanism than Skyplane.

There have been decades of improvements and optimiza-
tions at the transport layer to make TCP perform better in
large-BDP settings within TCP itself [2, 15, 17, 33], while
others concern operating system support for TCP [20, 24, 48].
Improvements to TCP are complementary to Skyplane. Cod-
edBulk [61] uses network coding to complete bulk-transfer
multicast jobs quickly [61]. Another set of research [18,63,64]
investigates how to schedule urgent and non-urgent bulk trans-
fers to meet a transfer’s deadline. None of these techniques
consider the cost of transferring data in the cloud.

Traffic engineering (TE) systems, like Google’s B4 [35,36]
and BwE [43] and Microsoft’s SWAN [34], Cascara [57], and
BlastShield [42], are used internally by cloud providers to
navigate the cost-performance trade-off in their wide-area
networks. The precise nature of the trade-off differs from
Skyplane in two ways. First, TE systems consider costs in
terms of the bandwidth provisioned (e.g., the cost of installing
long-distance cables [36], or the 95th percentile bandwidth for
peering links [57]). In contrast, Skyplane considers cost from
the perspective of a cloud customer, where the cost depends on
the volume and not bandwidth of data transferred. Second, TE
systems like Cascara [57] assume a static topology and aim
to reallocate bandwidth to save cost, with a global view of a
single provider’s network. Skyplane optimizes a single user’s
transfer, with the ability to use overlay regions in multiple
cloud providers’ networks.

Skyplane has similarities to Content Delivery Networks
(CDNs) [58], most notably in that both make use of overlay
networks. However, Skyplane’s focus is different from CDNs.
CDNs focus on caching objects near users, in order to provide
low network latency. In contrast, Skyplane focuses on transfer-
ring large amounts of data quickly, with a focus on achieving
high bandwidth rather than low network latency such as in
workloads like ML training and database replication. CDNs
are more suitable for workloads where popular objects need
to be replicated to many regions so that geo-distributed users
can access them with low network latency.

One application of bulk transfers is VM migration [19, 32,
37, 45] that balance VM downtime and bandwidth consumed
when transferring VMs. Supercloud [37] uses a network of
vSwitches in an overlay that maintains TCP connections upon
migration, not to provide high bandwidth at low cost.

Some existing research efforts and commercial products
focus on bulk transfer jobs that are not time-critical. For ex-
ample, Laoutaris et al. [47] propose techniques to reduce the
cost of transferring data for delay tolerant applications.

Cloud providers provide services for bulk transfer, such as
AWS Snowball [62], Azure Data Box [12], and GCP Transfer
Appliance [21], that have users ship their data via physical
drives via the postal service. For sufficiently large transfers,
these services may allow data to be transferred into the cloud
datacenter more quickly than using the Internet.

9 Conclusion

This paper explores how to efficiently transfer data between
cloud regions using cloud-aware overlay networks. Our key
observation is that principles from overlay networks can be
applied to the cloud setting to identify high-quality network
paths that lead to fast transfer times. However, adapting prin-
ciples from overlay networks to the cloud setting requires
consideration of cloud resource pricing, most notably the
egress fees associated with network bandwidth. Skyplane
manages the trade-off between performance and cost when
performing bulk data transfer. It works by accepting a user- or
application-provided constraint on performance and solving
a mixed integer linear program (MILP) to obtain the optimal
data transfer plan. Skyplane can reduce the time to transfer
data by up to 5.0× at minimal additional cost.
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Abstract
Implementing distributed protocols under a standard Linux
kernel networking stack enjoys the benefits of load-aware
CPU scaling, high compatibility, and robust security and iso-
lation. However, it suffers from low performance because of
excessive user-kernel crossings and kernel networking stack
traversing. We present Electrode with a set of eBPF-based
performance optimizations designed for distributed protocols.
These optimizations get executed in the kernel before the
networking stack but achieve similar functionalities as were
implemented in user space (e.g., message broadcasting, col-
lecting quorum of acknowledgments), thus avoiding the over-
heads incurred by user-kernel crossings and kernel network-
ing stack traversing. We show that when applied to a classic
Multi-Paxos state machine replication protocol, Electrode im-
proves its throughput by up to 128.4% and latency by up to
41.7%.

1 Introduction
Distributed protocols such as Paxos [37] for state machine
replication are important building blocks for highly-available
distributed applications. For example, Google’s Chubby [6]
uses a variant of classic Paxos [37] and Multi-Paxos [36] to
implement a highly-available lock service, powering their
business-critical GFS [16] and Bigdata [7] applications.
Google’s globally-distributed database Spanner [8] and Mi-
crosoft’s data center management tool Autopilot [22] also run
Paxos protocols to maintain their high availability.

Existing high-performance implementation of distributed
protocols tends to be radical and not readily-deployable.
DPDK-based kernel-bypass approaches [27, 79] allow direct
access to the underlying NIC hardware, but require appli-
cation developers to build their own networking stack and
maintain compatibility with the evolving kernel networking
stack [75]. DPDK also dedicates CPU cores to busily poll
the network interface for I/O competition, sacrificing CPU
resources and wasting energy during low I/O loads. This
is especially a problem for embedded devices [51, 60, 70]
where CPU resources are rare. Other approaches co-design
specialized distributed systems with niche network hardware
including RDMA [11, 28, 76], FPGA [23], SmartNICs [66],
and programmable switches [25]. These advanced hardware
devices are not widely available in today’s cloud environ-
ments, and systems built on top of them tend to be difficult to
design, implement, and deploy [27].

∗Equal contribution

Instead, we would prefer the widely-deployed and well-
maintained standard kernel networking stack that also pro-
vides load-aware CPU scaling and strong security and iso-
lation among different applications [5, 59]. However, imple-
menting distributed protocols under the standard kernel net-
working stack often gives poor performance. The root causes
are the high packet processing overhead in the kernel network-
ing stack and heavy communications in distributed protocols.
Our measurement shows that over half of CPU time is spent
on the kernel networking stack in a typical Paxos deploy-
ment (§2); such overhead is mainly caused by user-kernel
crossings (and associated context switches) and traversing
the kernel networking stack. Moreover, when using a clas-
sic leader-based Multi-Paxos protocol [43, 54] to implement
state machine replication, e.g., with five replicas, processing
a single request would require the leader node to send/receive
fourteen messages in total (see Figure 1a), suffering from the
kernel stack overhead fourteen times1.

In this paper, we focus on accelerating Paxos protocols in-
side data centers by offloading protocol operations to the ker-
nel via eBPF (i.e., extended Berkeley Packet Filter) [46, 49].
eBPF allows safely executing customized yet constrained
functions inside the kernel at various locations. Similar to ker-
nel bypass, the offloaded operations get executed immediately
after the NIC driver receives the packet, without user-kernel
crossing and kernel networking stack traversing. Unlike ker-
nel bypass, eBPF is an OS-native mechanism such that eBPF-
offloaded operations do not sacrifice security and isolation
properties while amenable to load-aware CPU scaling without
busy-polling.

The key challenge is, given the constrained programming
model of eBPF, which parts of Paxos protocols to offload that
can greatly reduce kernel stack overhead while being imple-
mentable and efficient in eBPF. Note that the eBPF subsystem
requires every offloaded function to be statically verified to
guarantee kernel security, which only allows limited instruc-
tions, bounded loops, static memory allocation, etc.

Our insight is that common operations of Paxos protocols,
e.g., message broadcasting and waiting on quorums, incur
large kernel stack overhead, but are naturally offloadable by
existing eBPF programming capacity. For example, Paxos pro-
tocols require a leader node to broadcast preparation messages
to follower nodes; if implemented using multiple sendto()
syscalls conventionally, it would incur multiple user-kernel

1Linux io_uring [1] can reduce user-kernel crossings, but cannot reduce
kernel stack traversing (see §8 for details).
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Figure 1: Normal case execution of the leader-based Multi-Paxos/Viewstamped Replication protocol vs. Electrode-accelerated one with 5
replicas. Electrode offloads 1⃝: message broadcasting (§4.1), 2⃝: fast acknowledging (§4.2), and 3⃝: wait-on-quorums (§4.3) to eBPF to reduce
the kernel networking stack overhead.

crossings and kernel networking stack traversing. Instead,
eBPF has a bpf_clone_redirect() [45] function that en-
ables us to clone an in-kernel packet buffer multiple times and
send them to different destinations; this eBPF-based message
broadcasting only needs one user-kernel crossing and one
kernel networking stack traversing. Besides broadcasting, we
also utilize eBPF to reduce unnecessary wake-ups of user-
space applications when waiting on quorums, and optimize
how follower nodes handle preparation messages by early
acknowledging before entering the kernel networking stack.
The final result of these three eBPF-based optimizations is
Electrode2 (Figure 1b). When applying Electrode to a classic
leader-based Multi-Paxos protocol, it achieves up to 128.4%
higher throughput and 41.7% lower latency. This translates
into up to 112.9% higher throughput and 19.3% lower latency
for a Paxos-based transactional replicated key-value store.

Electrode has some limitations: it currently targets pro-
tocols implemented in UDP and relies on application-level
retransmission to handle packet loss. This works well for
Paxos protocols whose requests are usually small enough to
fit into a single packet, and data center environments where
packet loss is rare [28, 61].

2 Background

2.1 Consensus Protocols
Distributed protocols that coordinate and synchronize among
a collection of nodes have become an indispensable part of
the modern data center application stack. Storage systems in
data centers replicate data for fault tolerance and availability.
For instance, Berkeley-DB [55] uses a consensus protocol to
replicate its logs over a set of distributed replicas. Transac-
tional storage systems like H-Store [71] and Spanner commit
their updates to multiple replicas in order to be more failure
resilient. At the heart of most replication-based systems is a
consensus protocol [36,37,43,54] that ensures that operations
execute in a consistent manner across all replicas.

2Electrode is a Pokémon that has a high speed score.

Here, we consider a set of nodes either functioning as
clients or replicas. Clients are the users of a particular
application-level service hosted by a collection of replicas. It
should also be noted here that clients could often just be other
servers within the same data center. Clients submit requests
to one or more replicas, which triggers a round of agreement
to occur. Paxos is a common protocol that is used to obtain
an agreement in the presence of node and network failures.

Since applications often need to reach agreements on many
client requests, servers use agreement protocols like Paxos to
implement a state machine-based abstraction that requires all
the replicas to process the exact same set of client requests
in the same order. This log-based state machine abstraction
is often optimized by the use of a leader. In a leader-based
protocol, all the instances of agreement on client requests are
mediated through the leader and the leader also dictates the
order of the log.

In Figure 1a, we have an example of VR (Viewstamped
Replication), a leader-based Multi-Paxos protocol that uses
Paxos for running agreements on individual requests. The
leader here is responsible for ordering all client requests by
assigning sequence numbers to them, and the followers (non-
leader nodes) are responsible for responding to the leader
and applying all the updates in the order in which they’re
sequenced by the leader.

The leader is also responsible for initiating agreement by
sending out a preparation message to all the other replicas.
The leader then waits for a quorum of acknowledgments from
all the other replicas before broadcasting a commit message
to all the replicas. A successful iteration of this two-round
protocol ensures that all non-failed replicas have the client’s
request. And the sequence number assigned by the leader
determines the order in which all the replicas process this
client’s request. This pattern of broadcasting and waiting on
quorums is common in many distributed protocols [38,39,80].

To gain more insights into the performance of the Multi-
Paxos/VR protocol under the standard Linux kernel net-
working stack, we measure the CPU time breakdown of
the leader node, shown in Table 1. There is 44.7% +
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Function Name Description % CPU
__libc_sendto() User function to send packets. 44.7

|– sock_sendmsg() Kernel function to send packets. 32.2
| |– __alloc_skb() Allocate sk_buff for packets. 4.5
| |– dev_queue_xmit() Transmit sk_buff. 6.8
| |– bookkeeping For sock, IP, and UDP layers. 20.9
|– user-kernel crossing Interrupt, mode switching, etc. 12.5

__libc_recvfrom() User function to recv packets. 11.8
|– sock_recvmsg() Kernel function to recv packets. 5.7
|– user-kernel crossing Interrupt, mode switching, etc. 6.1

Table 1: CPU time breakdown for the leader node when running the
Multi-Paxos/Viewstamped Replication protocol with 5 replicas. See
§7 for measurement setup.

11.8% = 56.5% of time spent on the __libc_sendto()
and __libc_recvfrom() functions, while 20.9%+12.5%+
6.1% = 39.5% of time spent on user-kernel crossing and ker-
nel networking stack bookkeeping. These numbers concrete
our previous motivations that implementing distributed proto-
cols under kernel networking stack incurs significant overhead
on user-kernel crossings and kernel stack traversing (while
eBPF can potentially save them).

2.2 eBPF and Hooks
BPF (i.e., Berkeley Packet Filter) [49] enables user-space
applications to customize packet filtering in the kernel. A
BPF program, written in some predicates on packet fields,
is triggered by the kernel event that a packet arrives at a
NIC driver. Once triggered, the BPF program will run inside
a kernel virtual machine with limited registers and scratch
memory, and a reduced instruction set [49]. For example, the
well-known tcpdump [20] command-line packet analyzer is
based on BPF.
eBPF extends the BPF by increasing the number of regis-
ters and adding stack memory. The increased number of reg-
isters and stack memory enable the eBPF program to ex-
ecute more complex operations—the developers can use a
C-like language to express customized operations. This C-like
code is compiled into an eBPF bytecode by the Clang/LLVM
toolchain and runs inside the kernel virtual machine via just-
in-time compilation.

eBPF also introduces various powerful in-kernel data struc-
tures called eBPF maps, which, paired with various helper
functions, are used to store and maintain states across multiple
triggering of eBPF programs. Example eBPF maps include
array, per-CPU arrays, queues, stacks, and hashMaps [46].
These maps are also used to communicate among different
eBPF programs and between eBPF programs and user-space
processes. Each eBPF map can be identified by a map_path
through the file system, e.g., /sys/fs/bpf/<map_name>,
and user-space processes can access a map based on its path.

The kernel events that can trigger eBPF programs are called
eBPF hooks. There are many hooks existing in Linux kernels

Network Interface Card (NIC)

eXpress Data Path (XDP)

Traffic Control (TC)

Netfilter

UDP/TCP Stack

Socket Layer

RX TX

NIC Driver

Figure 2: Linux kernel networking stacks and eBPF XDP/TC hooks.

and various device drivers, such as hooks in NIC drivers
right after it receives a packet. User-space applications can
attach eBPF programs to these eBPF hooks to customize the
handling of corresponding kernel events.
Constrained programming model: An eBPF program needs
to go through strict verification by an in-kernel eBPF verifier
before attaching to an eBPF hook and running inside the ker-
nel. The verification process does a static sanity check to make
sure the eBPF program does not have out-of-bounds memory
access (i.e., safety) and will always terminate (i.e., liveness).
The verifier basically enumerates all possible cases of every
conditional branch and loop to make sure every execution
path meets the safety and liveness requirements. Because the
verification tends to be time-consuming, each eBPF program
can only contain up to 1 million instructions. For a larger
eBPF program, the developer needs to split it into multiple
smaller eBPF programs and uses tail calls to let one eBPF
program call another one in a continuation manner.

Because of the strict verification process, dynamical mem-
ory allocation is not supported in eBPF programs; instead,
eBPF programs can only rely on eBPF maps with capacity
specified statically to maintain in-kernel states.

Due to these limitations, eBPF is commonly used in kernel
tracing, profiling, and monitoring [3,63] and L2-L4 low-level
packet processing such as load balancing [14].
XDP (eXpress Data Path) [21, 64] technique implements an
in-kernel eBPF hook that enables attached eBPF programs
to process RX packets directly out of the NIC driver (Figure
2). Such processing gets triggered before any sk_buff [31]
allocation or entering software socket queues, thus bypassing
any higher-level networking stacks (e.g., UDP, TCP, Socket).
XDP-based packet processing normally achieves comparable
throughput and latency as DPDK-based kernel-bypass packet
processing [21].
TC (Traffic Control) [47] is another important layer/hook
which locates right after the XDP (Figure 2). In the TC layer,
the sk_buff data structure has already been allocated by the
kernel networking stack, thus the performance of TC-based
packet processing will be slightly worse than XDP. However,
the TC hook allows attached eBPF programs to process both
RX and TX packets and manipulate the packet sk_buff. For
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example, one can clone the sk_buff for a TX packet and
thus implements packet broadcasting in the TC layer.

3 Electrode Overview
Electrode is a framework for offloading Paxos protocols under
kernel networking stack to in-kernel eBPF programs to reduce
user-kernel crossings and kernel networking stack traversing.
Electrode has two goals in designing its eBPF offloads: 1)
largely reducing kernel stack overhead to improve perfor-
mance, and 2) carefully partitioning user- and kernel-space
functionalities to keep offloads implementable and efficient
inside the eBPF subsystem.

To achieve the first goal, Electrode carefully extracts
generic and performance-critical fast-path operations from
Paxos protocols to offload to the eBPF. As shown in Fig-
ure 1b, Electrode offloads message broadcasting (§4.1), fast
acknowledging (§4.2), and wait-on-quorums (§4.3). These
operations, if purely implemented in the user space, would
involve many user-kernel crossings and kernel stack travers-
ing, causing significant kernel stack overhead as shown in
§2. Once implemented in the eBPF, message broadcasting
allows the leader node to efficiently send preparation and
commit messages to multiple follower nodes, by cloning and
sending packets in the kernel; fast acknowledging enables
follower nodes to buffer preparation messages in the kernel,
and quickly respond to the leader node without involving user-
space processes; wait-on-quorums lets the leader node eBPF
program wait for a quorum number of acknowledgments from
follower nodes, and only notify user-space processes once.
Moreover, to simplify how user-space applications use these
eBPF-based accelerations, Electrode further designs a set of
user-space APIs (Table 2). Each API corresponds to one oper-
ation that Electrode offloads to the eBPF, and is used to invoke
the offloaded function or retrieve eBPF processing results.

To achieve the second goal, Electrode keeps complicated
slow-path operations of Paxos protocols in the user space.
Specifically, Electrode leaves the procedures of failure re-
covery and handling message loss/reordering (i.e., gap agree-
ment) to user-space applications, using similar mechanisms as
VR [43] and NOPaxos [40]. These procedures involve access-
ing dynamic ranges of memory, which is hard to implement
in eBPF under the static verification (see §8 for details).

Overall, Electrode has the following workflow: first, user-
space applications attach eBPF programs to various hook lo-
cations corresponding to a network interface; then, user-space
applications use Electrode APIs to invoke eBPF-offloaded
functions or retrieve eBPF processing results; finally, the
eBPF programs intercept and process target packets in the ker-
nel without going through the networking stack or user-space
applications (i.e., Paxos protocols in our case). Electrode tar-
gets accelerating the handling of messages that can fit into
one ethernet packet (i.e., up to 9KB for jumbo frames). This
is well-suited for locks, barriers, and configuration parame-
ters [25, 78] that Paxos protocols commonly maintain. Non-

target packets still go through the stack and reach user-space
applications, without impacting applications’ other operations
or protocol semantics.

Finally, we note that Electrode does not aim to offload
every operation of Paxos protocols to the eBPF, because of
eBPF’s constrained programming model vs. the diverse set
of operations that Paxos protocols and related services could
have. For example, currently, Electrode does not offload client-
facing request/response handling. There are two reasons: 1)
Paxos clients normally serialize/deserialize their requests us-
ing widely-used libraries such as protocol buffers [19]; how-
ever, parsing or constructing protocol buffers is difficult in
eBPF, because it involves complex pointer arithmetics and
conditional branches which cannot easily pass the eBPF ver-
ifier. 2) client-facing requests/responses are normally em-
bedded into application-level services like the Chubby lock
service [6], but it is hard and inefficient to implement them
in eBPF because of the strict eBPF verifier and the lack of
dynamic memory allocation. We discuss more on Electrode’s
offloading decisions in §8.

4 Electrode Designs

4.1 Message Broadcasting in TC
In Paxos protocols, one-to-all message broadcasting is widely
used. For example, 1) the leader node sends preparation mes-
sages to all follower nodes, and 2) (after receiving enough
acknowledgments from followers) the leader node sends com-
mit messages to all follower nodes.

To implement the above message broadcasting, the most
common way is sending the same message multiple times in
the user space to different destinations. However, the overhead
(i.e., user-kernel crossing and kernel networking stack travers-
ing) of this implementation on the leader node increases lin-
early as the number of followers increases, while the overhead
on each follower node remains constant. Thus, the leader node
essentially becomes the system bottleneck, e.g., Table 1 has
shown that 44.7% of CPU time is spent on sending messages
on the leader node.

An alternative implementation is to use IP multicast [42,
68,77]. However, IP multicast normally requires support from
the underlying network switches (e.g., storing a large num-
ber of multicast group-table entries for the whole network
topology) [68, 77] or considerable modifications of the Linux
networking stack [42].
Electrode approach: Electrode provides a flexible host-based
broadcasting solution by utilizing eBPF on the TC hook. Here,
we require the eBPF program that implements broadcasting
operations to attach to the TC hook, because only the TC
hook can intercept and process outgoing packets (§2.2). Af-
ter attaching the eBPF program, user-space applications can
call the elec_broadcast() function shown in Table 2 with
specified sock_fd, message, and a list of destination IPs to
broadcast the message to these destinations through the socket.
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Function Name Arguments Output Description
elec_broadcast sock_fd, message, {dst_ips} status Broadcasts <message> to all destinations through <sock_fd>

elec_poll_message map_path messages Polls buffered messages from an eBPF-maintained in-kernel ring buffer identified
by <map_path>

elec_check_quorum received_message bool Checks if <received_message> (acknowledgment) indicates quorum reaching

Table 2: Electrode user-space APIs.
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Figure 3: Fast acknowledging in eBPF reduces Paxos request latency. This example follows Figure 1, but omits followers 3 and 4 for brevity.

Under the hood, the eBPF program makes clones of the mes-
sage packet using the bpf_clone_redirect() [45] helper
function, modifies the destination addresses of cloned pack-
ets accordingly, and sends these packets out. The benefit of
cloning packets and broadcasting in the kernel compared with
sending the same message multiple times in the user space
is that we only need to cross the user-kernel boundary and
traverse the UDP and socket layer once.
Handling message loss: Electrode relies on application-level
timeout and retransmission to handle message loss, similar
to modern RPC-based applications [13, 69]. Specifically, if
the leader node does not receive a response after a certain
time of sending a request, it will resend the request; once
a request experiences several timeouts, the leader node will
mark the destination node as dead and start Paxos failure
recovery. An alternative approach to handling message loss
is doing retransmission in the kernel, which could save user-
kernel context switching overheads, but such savings become
marginal as packet loss happens rarely in data centers [28,61];
it would also involve complex message buffer management
in kernel/eBPF, hurting performance.

4.2 Fast Acknowledging in XDP
As shown in Figure 3a, a significant portion of Paxos request
latency comes from the round-trip delay between the leader
node and follower nodes. Note that the ACK messages in
this figure mean Paxos protocol acknowledgments, not TCP
acknowledgments. For Paxos protocols under the kernel net-
working stack, this round-trip delay includes not only phys-
ical propagation and transmission delay, but also the delay
caused by the kernel networking stack (i.e., user-kernel cross-
ing and networking stack traversing). As the fabric latency
of nowadays data center network reaches a few tens of mi-
croseconds [48] or sub-ten microseconds [18, 27], the latency
of the kernel networking stack, which is also around sub-ten
microseconds [59], becomes non-negligible.

Electrode approach to reducing the Paxos request latency
is to optimize the preparation handling in follower nodes
by directly buffering the preparation messages into an in-
kernel log and early acknowledging to the leader node. At
the same time, user-space applications asynchronously poll
and consume the buffered messages from the log, using the
elec_poll_message() function shown in Table 2. Under
the hood, the function calls a corresponding eBPF syscall to
poll messages in batches, amortizing kernel crossing overhead.
This asynchrony does not break the correctness of Paxos pro-
tocols because as long as a preparation message gets buffered
into the log, it will be eventually processed by the user-space
Paxos protocols, and the message processing order has been
specified by the sequence number assigned by the leader node.
Figure 3b shows that this approach removes two user-kernel
crossings and networking stack traversing from the critical
path of the Paxos request.

Note that not every preparation message can be handled
using fast acknowledging; in some non-critical path cases
(e.g., message loss/reordering, and node failure) where the
eBPF program cannot handle because of its constrained pro-
gramming model, our eBPF program can detect them and
directly forward preparation messages to user-space Paxos
protocols (detailed in §6).
In-kernel log implementation: The in-kernel log temporally
stores incoming early-acknowledged preparation messages,
which are polled and consumed by user-space applications
concurrently. To implement this in-kernel log, we use a special
eBPF map named BPF_MAP_TYPE_RINGBUF [30] (introduced
from Linux kernel 5.8). This map implements an efficient
multi-producer single-consumer (MPSC) ring buffer using
shared memory and a lightweight spinlock, where we can
have multiple writers in eBPF and one reader in user space.
Based on our measurement, the time of pushing a preparation
message into the ring buffer is roughly equal to memcpying
this message, in cases without any lock contention. Note
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that the in-kernel ring buffer also has a fixed size, because
eBPF does not support dynamic memory allocation; in case it
becomes full, the eBPF program can detect them and directly
forward preparation messages to user-space applications.

4.3 Wait-on-Quorums in TC + XDP
Another common operation in Paxos protocols is the leader
node waiting for a quorum number of acknowledgments
(ACKs) from follower nodes (i.e., wait-on-quorums). Assume
there are 2 f +1 replicas including one leader node and 2 f fol-
lower nodes. In most Paxos protocols, once the leader collects
f ACKs from different follower nodes, the Paxos request is
considered committed.

Conventionally, wait-on-quorums is implemented by the
user-space applications that receive all ACKs and count to-
wards the quorum number. However, each acknowledgment
handling incurs the overhead of the user-kernel crossing and
traversing the kernel networking layer. The total overhead of
handling all ACKs is linear to the number of follower replicas
(i.e., 2 f ). Moreover, among these 2 f ACKs, only the first f
ones are required to commit a Paxos request.
Electrode approach: Electrode moves the leader-side wait-
on-quorums operations to the eBPF, requiring only one user-
kernel crossing and one networking stack traversing. Elec-
trode maintains an array of bitsets (and other metadata) in
eBPF, each of which indicates whether a Paxos request has
reached the quorum. Electrode only forwards ACK messages
that indicate reaching the quorum to the user-space appli-
cations, while dropping others. Electrode maps each Paxos
request to a specific bitset by using the unique increasing
sequence number assigned by the leader node (§2). Note that
we use the bitset instead of a counter to check if the quorum
gets reached; this is because a timed-out preparation request
could cause duplicate ACK messages from follower nodes,
and we want to avoid double counting.

Electrode maintains the bitset setting and clearing (i.e., ze-
roing out) operations through two eBPF programs hooked
at TC and XDP layers, respectively. The TC-hooked eBPF
program intercepts each outgoing preparation message and
clears the indexed bitset, while the XDP-hooked eBPF pro-
gram intercepts each incoming ACK message from follower
nodes and sets the bit corresponding to the follower node’s
index in replicas.

As shown in Listing 1, the tc_ebpf function/program in-
tercepts each outgoing preparation message and clears a spe-
cific bitset indexed by the sequence number in each message.
Line 6 checks if it is the first time to intercept a preparation
message corresponding to this Paxos request, by comparing
the seq stored along this bitset and the seq extracted from
the message; if so, it updates the stored seq in the array and
clears the bitset that may have been used by previous Paxos
requests (line 17-18).

The xdp_ebpf program intercepts each incoming ACK
message, updates the indexed bitset, drops most of the ACK

1 # Processing outgoing preparation message
2 # pkt: the packet of the message
3 # seq: unique increasing sequence number (from pkt)
4 def tc_ebpf(pkt, seq):
5 idx = seq % array_length
6 if array[idx].seq != seq
7 array[idx].seq = seq
8 array[idx].bitset.clear()
9 forward(pkt) # to follower node

10
11 # Processing incoming ACK message
12 # pkt : the packet of the message
13 # seq : unique increasing sequence number (from pkt)
14 # node_i: follower node index (from pkt)
15 def xdp_ebpf(pkt, seq, node_i):
16 idx = seq % array_length
17 if array[idx].seq == seq
18 array[idx].bitset.set(node_i)
19 if array[idx].bitset.count() == f
20 pkt.mark_quorum_reach(true)
21 forward(pkt) # to user-space application
22 else: drop(pkt)
23 else: # bitset overwritten by tc_ebpf
24 pkt.mark_quorum_reach(false)
25 forward(pkt)

Listing 1: Maintaining the fixed-length bitset array to achieve wait-
on-quorums in eBPF. Each bitset operation is also protected by a
spinlock; we omit it here for simplicity.

packets, and only forwards packets to user-space applications
that indicate reaching quorum or array overflow (explained
in the next paragraph). Lines 17-18 check if this bitset cor-
responds to the seq in the ACK message, and set the proper
bitset bit if so. Line 19 further checks if this ACK message
reaches the quorum: if so, lines 20-21 will mark the packet as
quorum-reaching and forward it to user-space applications;
otherwise, line 22 just drops the packet. Once the user-space
applications receive a quorum-reaching packet—checked by
calling the elec_check_quorum() function shown in Ta-
ble 2, it can directly consider this Paxos request as committed.
Handling array overflow: In some cases, a bitset might be
overwritten by the tc_ebpf because of the fixed size of the
bitset array. xdp_ebpf detects such array overflow in lines
17&23; once detected, lines 24-25 will mark the packet as
not-quorum-reaching and forward it to user-space applica-
tions. Once the user-space applications receive a not-quorum-
reaching packet, it resends the preparation messages to all
follower nodes and waits for ACKs again. In practice, the
leader node could limit the number of in-flight preparations
while provisioning a large bitset array, such that the array
overflow does not normally happen.
RSS: Electrode supports RSS (Receive-Side Scaling) which
distributes incoming packets to different NIC queues and
CPU cores. Specifically, Electrode has two receive-side op-
timizations: fast acknowledging and wait-on-quorums. For
fast acknowledging, the eBPF programs in the follower node
could maintain separate in-kernel ring buffers on different
cores to avoid synchronization overhead during log append-
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ing, and use spinlocks to synchronize accesses to small shared
in-kernel states (e.g., ebpf_seq in §6); the user-space applica-
tions asynchronously pull messages from all ring buffers, and
process messages following the order specified by their em-
bedded sequence numbers. For wait-on-quorums, the eBPF
programs in the leader node could use atomic instructions
to count how many ACKs it has received and check if the
quorum is reached.

5 Electrode Implementation
Electrode is prototyped with six eBPF programs written in
a restricted C language, and we utilize the Clang/LLVM
toolchain for compiling source code to eBPF bytecode. These
eBPF programs consist of 500 lines of C code in total. Ap-
plication developers can also customize their own eBPF pro-
grams based on needs, e.g., only processing packets with a
specific source port like [25]. Our prototype does not imple-
ment the RSS handling yet.

Figure 4 shows the structure of the six eBPF programs.
One program can transfer its control flow to the next program
via the eBPF tail call. We break the implementation into these
six programs because of 1) avoiding breaking the instruction
limits in the eBPF verifier (§2.2), and 2) modularity. In the
following, we describe each program in detail.
• tc_broadcast_and_quorum: This program intercepts

outgoing preparation messages. It implements the message
broadcasting mechanism (§4.1) and the tc_ebpf function
in Listing 1 for wait-on-quorums (§4.3). For broadcasting,
we generate multiple clones of the preparation packets us-
ing the bpf_clone_redirect() [45] helper function.

• xdp_dispatcher: This program checks the types of in-
coming messages and calls corresponding message han-
dlers. It only intercepts the ACK (only received on the
leader node) and preparation (only received on follower
nodes) messages, and calls the corresponding handle_ACK
and handle_preparation programs. It directly forwards

other types of messages to user-space applications.
• handle_ACK: This program implements the xdp_ebpf

function in Listing 1 for wait-on-quorums (§4.3). In com-
mon cases, it drops most ACK messages, and only forwards
the quorum-reaching ACK messages to user-space applica-
tions.

• handle_preparation: This program implements vari-
ous checks to detect non-critical path cases where it should
forward messages to user-space applications (§4.2). In nor-
mal cases (mostly), it will call write_buffer to begin
fast_ACK.

• write_buffer: This program stores message/packet data
into an in-kernel log for user-space applications to poll
and consume. As mentioned earlier, We use the eBPF ring
buffer [30] to implement the log data structure. This pro-
gram then calls the fast_ACK program.

• fast_ACK: This program reuses and modifies the received
packet buffer to create an ACK packet and sent it out. This
requires swapping the src-dst IP addresses and filling the
corresponding fields of the ACK message.

6 Apply Electrode to Multi-Paxos
Optimizing throughput: We apply the eBPF-based message
broadcasting (§4.1) and wait-on-quorums (§4.3) mechanisms
to the leader node in the Multi-Paxos protocol. This implies
two throughput optimizations: 1) when the leader node sends
out preparation messages to follower nodes, it relies on eBPF
to broadcast these messages instead of sending them one
by one; and 2) when the leader node is waiting for a quo-
rum number of ACK messages from follower nodes, it only
needs to process the quorum-reaching ACK message while
the other ACK messages are pruned/dropped by the eBPF
program. These two optimizations largely reduce the number
of user-kernel crossings and kernel networking stack travers-
ing, thus alleviating the CPU bottleneck on the leader node
and improving system throughput.
Optimizing latency: We apply the eBPF-based fast acknowl-
edging mechanism (§4.2) to each follower node in the Multi-
Paxos protocol. In normal cases (e.g., without packet loss/re-
ordering, and all nodes are alive), the preparation messages
from the leader node are quickly buffered and acknowledged
by the eBPF program in the follower nodes, bypassing both
the kernel networking stack and the user-space Multi-Paxos
protocol. This reduces the commit latency of each Multi-
Paxos request by twice the time of user-kernel crossing and
kernel networking stack traversing.
Detecting non-critical path cases in fast acknowledging:
As mentioned in §4.2, there are some non-critical path cases
in fast acknowledging where the eBPF program must detect
them and forward the incoming packets to the user-space
Paxos protocols. To understand why non-critical path cases
happen and how to detect them, we first elaborate on the
Multi-Paxos/VR protocol shown in §2, following the litera-
ture [43]. In the Multi-Paxos protocol, the leader node assigns
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each Multi-Paxos request a unique and strictly increasing se-
quence number, seq. Each replica including both the leader
node and follower nodes maintains locally a view number, a
status, and its last observed seq; each message sent by a
replica will piggyback these three variables. The view num-
ber indicates which (leader) election epoch this replica is in;
the status indicates if this replica is during a leader election
(status_viewchange), recovering (status_recovering),
or normal state (status_normal). This protocol requires a
follower node to only process a preparation message if the
node is in the normal state, and the message has a matched
view and strictly increasing seq; otherwise, the follower node
needs to drop the message, or execute a complex view-change
or state-transfer procedure [43,54]. Therefore, the non-critical
path cases for Multi-Paxos are:
1. the follower is during a leader election or recovering,
2. the follower receives a message with an unmatched view

that is either (a) stale or (b) newer,
3. the follower receives a message with a non-strictly-

increasing seq caused by message (a) loss/reordering or
(b) duplication.

These cases only happen when replicas fail or join, or mes-
sages get lost/reordered, which is less common in data cen-
ters [27, 61].

To detect these non-critical path cases in eBPF, we maintain
an ebpf_status, an ebpf_view, and an ebpf_seq variable
in the eBPF program using the eBPF map. In particular, these
three variables can be updated by the user-space Multi-Paxos
protocols to reflect the current protocol state. Listing 2 shows
the detection pseudocode. Line 5 detects case 1, and line 6 de-
tects case 2(a); for these two cases, the eBPF program needs
to drop the packet. Line 7 detects cases 2(b) and 3(a), and for-
wards the packet to the user space to execute the view-change
or state-transfer procedure. For case 3(b), i.e., msg_seq <
ebpf_seq + 1, the eBPF program function replies an ACK
(line 11), because it could be a re-transmitted preparation
message due to timeout.
Handling the cases 2(a)&3(a) in fast acknowledging is
tricky, because it (i.e., forwarding packets to the user space
for processing) involves the concurrency between the user-
space protocols and the kernel-space eBPF program, while
eBPF only supports map-based communication but not syn-
chronization between the user and kernel. Our approach is to
let the user-space protocols detach the eBPF program from
the hook while executing the view-change or state-transfer
procedure. Specifically, once a user-space protocol receives a
preparation message corresponding to the case 2(a) or 3(a), it
detaches the eBPF program, then it finishes the view-change
or state-transfer procedure, next it updates the ebpf_status,
ebpf_view, and ebpf_seq properly, and finally it reattaches
the eBPF program. This guarantees the cases 2(a)&3(a) are
exclusively handled by the user-space protocol, avoiding the
synchronization between the user and kernel. An alternative
approach to achieving the same effect as eBPF detach-reattach

1 # pkt : the packet of the preparation message
2 # msg_view: view piggybacked by the pkt
3 # msg_seq : unique increasing sequence number (from pkt)
4 def detect_non_crit_path_cases(pkt, msg_view, msg_seq):
5 if (ebpf_status != status_normal): drop(pkt)
6 if (msg_view < ebpf_view): drop(pkt)
7 if (msg_view > ebpf_view or msg_seq > ebpf_seq + 1):
8 forward(pkt)
9 if (msg_seq == ebpf_seq + 1):

10 append_log(++ebpf_seq, pkt)
11 reply_ack(pkt)

Listing 2: Detecting non-critical path cases during fast
acknowledging for Multi-Paxos. Assume the protocol works in a
single core, in line with prior Paxos work [40, 44, 61].

is to use an eBPF map with a branch testing before any Elec-
trode logic. The first packet in the non-critical path can update
this map atomically and let all following packets directly go
to the user-space application (i.e., closing Electrode optimiza-
tions); later, the user-space application can update this map
to reopen Electrode optimizations.

There are a few caveats: 1) After the user-space protocol
detaches the eBPF program, it needs to poll the in-kernel
ring buffer again, in case the eBPF program still appends
a few messages to the ring buffer before detaching. Note
that the eBPF map can outlive the eBPF program, as long
as the user-space process holds a reference to it, because
its lifetime is managed through reference counting [50]. 2)
While the user-space protocol is setting the ebpf_seq value
and is about to reattach the eBPF program, some preparation
packets might just pass the eBPF hook location but have not
been processed by the user-space protocol, e.g., queued in
the socket layer. In this case, the user-space protocol actu-
ally has set a smaller ebpf_seq value in the map; once the
eBPF program gets reattached, it will trigger more case 3(a)
(lines 7&8). Our solution to this problem is: after the user-
space protocol finishes the view-change or state-transfer pro-
cedure, it first sends a stop_sending_preparation mes-
sage to the leader node to stop it from sending preparation
messages, then it polls the socket to drain and process any
queued packet, next it sets the proper ebpf_seq value, finally
it sends a resume_sending_preparation message to the
leader node to resume sending preparation messages, and reat-
taches the eBPF program. These two messages should be sent
using reliable transport like TCP to handle packet loss.
Generalizability: Electrode’s eBPF-based optimizations are
generic to many more distributed protocols, which normally
consist of broadcasting and wait-on-quorums operations.
More discussions can be found in Appendix A.

7 Evaluation
This section answers the following questions:
1. How do Electrode and each optimization improve the per-

formance of the Multi-Paxos protocol (§7.1 and §7.2)?
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Figure 5: Performance comparison of the Multi-Paxos protocol vs. Electrode-accelerated one with different numbers of replicas.

2. How does Electrode improve the performance of real-
world Paxos-based applications (§7.3)?

3. How does Electrode save kernel stack overhead (§7.4)?
4. How does Electrode compare to kernel-bypassing (§7.5)?

Testbed setup: We use eight xl170 servers from Cloud-
Lab [12], each of which has a ten-core Intel E5-2640v4 CPU
at 2.4 Ghz, 64GB memory, and a Mellanox ConnectX-4 25
Gbps NIC. Each server runs an unmodified Ubuntu 20.04
OS with kernel v5.8.0. All servers are connected using a two-
level topology: five Mellanox 2410 as rack switches (each
connecting to forty xl170 servers) and one Mellanox 2700 as
the spine switch. One server is dedicated as the client server
that generates Paxos requests, and other servers run the Paxos
protocol with 3/5/7-replica configurations. By default, we con-
figure each server to use one core for interrupt processing and
another core for Paxos processing, following the performance
optimizations in [41]. We disable irqbalance to avoid out-of-
order packet deliveries as much as possible (which would hurt
Paxos performance), in line with prior Paxos work [40,44,61].
Unlike prior Paxos work [32, 40, 61], we do not use IP mul-
ticast which requires specialized support from the network
(§4.1).
Measurement methodology: The client server runs multiple
Paxos/application clients, and each client sends Paxos/appli-
cation requests in either a closed-loop or open-loop manner.
In closed-loop experiments, each client sends the next request
once it receives the response of the last request; we vary the
number of clients and measure the corresponding through-
put, and median and 99th-percentile tail latency, in line with
prior Paxos work [40,44,61]. In open-loop experiments, each
client sends requests one by one at a specific time interval,
such that the overall request rate reaches a specified value; we
use enough clients (i.e., they could saturate the Paxos servers),
specify different request rates, and measure the corresponding

CPU utilization of each replica node.
Comparisons: We use the Multi-Paxos/VR protocol imple-
mentation in the SpecPaxos [61] open-sourced code [35] as
the baseline, and optimize it using Electrode. We also run a
transactional replicated key-value store similar to the one in
SpecPaxos [61] atop the baseline Multi-Paxos protocol and
Electrode-accelerated Multi-Paxos protocol. All implementa-
tion uses the standard UDP stack and socket layer from the
Linux kernel.

7.1 Overall Results
Figure 5a, 5b, and 5c show the performance comparison of
the Multi-Paxos protocol and the Electrode-accelerated one
when using 3, 5, and 7 replicas, respectively. In each figure,
we vary the number of clients sending Multi-Paxos requests
in a closed-loop manner, and report throughput and median
and 99th-percentile tail latency. All curves eventually hit a
“hockey stick” in their median or tail latency growth when the
system reaches its maximum throughput.
Throughput: the Electrode-accelerated Multi-Paxos proto-
col achieves 34.9%, 104.8%, and 128.4% higher maximum
throughput than the original Multi-Paxos protocol under 3, 5,
and 7 replicas, respectively. The large throughput improve-
ments benefit from the eBPF-based broadcasting and wait-on-
quorums which reduce the kernel stack overhead significantly
on the leader node. With more replicas, the improvement
becomes more significant. This is because, for each Multi-
Paxos request, the leader node will send more preparation and
commit messages, and handle more ACK messages; thus the
eBPF-based broadcasting and wait-on-quorums can save more
user-kernel crossings and kernel networking stack traversing.
Latency: the Electrode-accelerated Multi-Paxos protocol
achieves 12.5%, 20.0%, and 25.6% lower median latency
than the original Multi-Paxos protocol with 2 clients (before
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Figure 6: Performance impact of different optimizations for
Electrode-accelerated Multi-Paxos protocol (with 5 replicas).

the “hockey stick”) under 3, 5, and 7 replicas, respectively;
the corresponding tail latency is 11.8%, 24.7%, and 41.7%
lower. The latency reduction mostly comes from the fast
acknowledging in the follower nodes, which, for each Multi-
Paxos request, saves the time of two user-kernel crossings,
two kernel networking stack traversing, and one wake-up of
the user-space process. With more replicas, the latency reduc-
tion becomes larger. This is because the fast acknowledging
bypasses user-space process scheduling and avoids unpre-
dictable scheduling delays [48] by the OS; for the original
Multi-Paxos, with more follower nodes, such unpredictable
scheduling delays would raise the chance of follower nodes
straggling, thus increasing commit latency. Besides, for Multi-
Paxos under 3/5 replicas and Electrode under 7 replicas, their
latency curves first decline a bit and arrive at the lowest point,
then rise and reach the “hockey stick”. This is because, un-
der lower throughput, the Linux scheduler would schedule
the Paxos process off the CPU more frequently, while under
higher throughput, the Paxos process is mostly scheduled on
the CPU.

7.2 Performance Gain Breakdown
Figure 6 shows the performance impact of different optimiza-
tions for the Electrode-accelerated Multi-Paxos protocol with
5 replicas. Similar to §7.1, we vary the number of clients send-
ing Multi-Paxos requests in a closed-loop manner, and report
the throughput and latency. eBPF-based message broadcast-
ing improves the maximum throughput of the Multi-Paxos
protocol by 31.7%; fast acknowledging further reduces the
median latency by 4.3%-12.7% (before the “hockey stick”);
finally, wait-on-quorums improves the maximum throughput
by 57.7%. Overall, we find that the two throughput optimiza-
tions (i.e., eBPF-based message broadcasting and wait-on-
quorums) have almost no impact on the median latency, while
the latency optimization (i.e., fast acknowledging) does not
nearly impact maximum throughput. This division of labor
demonstrates good modularity of each optimization design
in Electrode, and each design can be independently used to
accelerate more distributed protocols as shown in Table 4.
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Figure 7: Performance comparison of a transactional key-value store
atop the Multi-Paxos protocol vs. Electrode-accelerated one.

7.3 Application Performance
To demonstrate how Electrode can bring benefits to real-world
Paxos-based applications, we run a transactional replicated
key-value store (similar to the one in SpecPaxos [61]) atop the
Multi-Paxos protocol and Electrode-accelerated one. This key-
value store supports serializable transactions using two-phase
commit and optimistic concurrency control (OCC). Clients
use BEGIN_TXN, COMMIT_TXN, ABORT_TXN, SET, and GET op-
erations to express transactions. We use a synthetic workload
derived from the Retwis application [56]—an open-source
Twitter clone. This workload consists of four types of trans-
actions with different ratios, and each one issues different
numbers of GET and PUT operations. The workload details
can be found in Table 2 of [80]. We vary the number of clients
that execute transactions in a closed-loop manner, and mea-
sure the maximum throughput these clients can achieve and
the average latency under one client.

Figure 7a and 7b shows the maximum throughput and av-
erage latency of the key-value store atop the Multi-Paxos pro-
tocol vs. Electrode-accelerated one under different numbers
of replicas, respectively. Overall, Electrode improves the key-
value store throughput by 32.3%-112.9% and latency by 5.9%-
19.3%. The improvement becomes larger with more replicas,
due to the similar reasons described in §7.1. The latency of
the key-value store atop the original Multi-Paxos gradually in-
creases with more replicas, while Electrode-accelerated one’s
remains relatively stable, because the former is more vulnera-
ble to follower nodes straggling (§7.1).

7.4 CPU Utilization
One design goal of Electrode is to reduce the kernel network-
ing stack overhead (§3) when implementing Paxos protocols.
Thus, in this subsection, we study the impact of Electrode
on CPU utilizations, which indicates how much kernel stack
overhead gets reduced.

Figure 8a and 8b show the CPU utilization of the leader
node and follower nodes, respectively, for the Multi-Paxos
protocol and Electrode-accelerated one with different offered
throughput. The experiments are done in an open-loop man-
ner to control the offered throughput when measuring CPU
utilization. The CPU utilization covers both the core handling

1400    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



0 20 40
Offered throughput (K req/s)

0

25

50

75

100

C
P

U
 u

til
iz

at
io

n 
(%

)

Multi-Paxos
+ Electrode

(a) The leader node.

0 20 40
Offered throughput (K req/s)

0

20

40

60

C
P

U
 u

til
iz

at
io

n 
(%

)

Multi-Paxos
+ Electrode

(b) Follower nodes in average.

Figure 8: CPU utilization comparison of the Multi-Paxos protocol
vs. Electrode-accelerated one (with 5 replicas).

interrupts and the core running Paxos. With higher offered
throughput, the CPU utilization gradually increases, demon-
strating the load-aware CPU scaling provided by the kernel
networking stack (§1). We note that for DPDK-based Multi-
Paxos protocol implementation, the CPU utilization would
be always 100% because DPDK busily polls the network
interface. Overall, Electrode reduces the CPU utilization by
22.7%-38.0% on the leader node and 16.0%-35.7% on the
follower nodes, benefiting from the reduced user-kernel cross-
ings and kernel stack traversing.

7.5 Comparison with Kernel-Bypassing
Electrode still handles client-facing requests/responses and
initiates message broadcasting using the Linux kernel net-
working stack (§3); thus, it will achieve lower performance
than pure kernel-bypassing approaches. This subsection com-
pares the performance of Electrode with a kernel-bypassing
baseline, aiming to reveal the performance upper bound of
kernel-based approaches and identify the possible improve-
ments for future work.

We choose Caladan [15] and use its high-performance
DPDK-based UDP stack to implement our kernel-bypassing
baseline. Similar to Caladan, our baseline dedicates one CPU
core for packet polling and another core for running the Paxos
protocol. We also configure the Caladan runtime to never idle
the Paxos core even under low request load.

Table 3 compares the latency and throughput of kernel-
based Multi-Paxos and the kernel-bypassing one. To exclude
the latency incurred by the client-side kernel stack, we tested
all three Paxos implementations with a request generator im-
plemented using Caladan. Electrode achieves 1.4-1.6x lower
latency and 2.0x higher throughput than vanilla Linux, but it
still has 2.2x higher latency and 2.4x lower throughput com-
pared to pure kernel-bypassing. The performance gap between
Electrode and kernel-bypassing exists, because there are still
substantial Paxos messages going through the kernel net-
working stack in Electrode. In particular, our profiling shows
that, on the leader node, around 59.5% CPU time is spent on
__libc_sendto() caused by frequent dev_queue_xmit()
and sk_buff clones. Although eBPF-based broadcasting re-
duces a significant number of user-kernel crossings and sock-

Lowest median/99p
latency

Maximum
throughput

Vanilla Linux 59/69 µs 32 K req/s

Electrode 38/49 µs 65 K req/s

Kernel-bypassing 17/22 µs 154 K req/s

Table 3: Performance comparison of kernel-based Multi-Paxos vs.
kernel-bypassing one (with 5 replicas).

/UDP/IP layer traversing, it cannot fundamentally optimize
how the Linux kernel manages NICs and packet buffers. Fi-
nally, we note that Electrode’s goal is to provide generic eBPF-
based accelerations for distributed protocol implementations
that stick to kernel networking stacks because of compatibility,
security, isolation, and elastic CPU scaling.

An additional evaluation regarding how the interrupt coa-
lescing feature of modern NICs impacts Electrode is in Ap-
pendix B.

8 Discussion and Future Work
Electrode’s offloading decisions: Electrode decides to leave
four components of the Multi-Paxos protocol to the user space:
1) failure recovery, 2) handling packet loss and reordering, 3)
handling client-facing requests/responses, and 4) executing
application-specific operations after reaching the consensus.
The first two components involve complex operations on the
log, e.g., scanning the log and sending inconsistent entries to
other replicas, and inserting missing log entries received from
others. These operations require accessing dynamic ranges
of log entries, which would fail the eBPF static verification.
The last two involve complex serialization/deserialization
and application-level operations (see §3). We note that it
is possible to offload these four components into eBPF by
modifying the kernel eBPF subsystem or verifier—we leave
this as future work.
How to improve the eBPF subsystem for offloading? Ver-
ifying memory accesses more smartly could make more ap-
plication operations offloadable. The current eBPF verifier
only allows accessing static ranges of memory, which hinders
many applications with complex memory accessing behaviors.
Another useful construct in eBPF would be dynamic mem-
ory allocation, which could ease the maintenance of more
advanced data structures in eBPF. To avoid memory leaks, a
possible solution could be enforcing Rust-style single-owner
memory semantics.
io_uring [1] was recently introduced into the Linux kernel
to support efficient batching of asynchronous I/Os via shared
memory between the user and kernel space, thus reducing
the overhead of frequent user-kernel crossings. Therefore,
when implementing Paxos protocols using io_uring, it can
help reduce the overhead of message broadcasting, which
accounts for 12.5% of CPU time based on Table 1. However,
each preparation and ACK message still goes through the
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full Linux networking stack and wakes up user-space applica-
tions, incurring significant overhead; Electrode can be used
together with io_uring to reduce such overhead. A recent
work XRP [82] shares a similar view regarding io_uring.
Electrode on shared environments: Electrode requires at-
taching eBPF programs to the network interface, which then
processes every packet accordingly. However, multiple Elec-
trode applications might share the same NIC and attach differ-
ent eBPF programs that might interfere with each other. We
can use the SR-IOV (Single Root IO Virtualization) feature
that is widely available in modern NICs [2, 9] to avoid such
interference. SR-IOV virtualizes a physical network interface
into multiple virtualized ones; the Electrode eBPF program
can be attached to only one virtualized interface, without im-
pacting others (e.g., used by non-Paxos applications). Besides
SR-IOV, Electrode can also check the port numbers of incom-
ing packets in eBPF, and only execute optimizations if the
port numbers belong to target Paxos applications.
Accelerating leader-less consensus protocols using eBPF:
Electrode targets at leader-based consensus protocols such
as Paxos [37] and its variants [36, 43, 54], because they are
the most-used ones by modern distributed applications [6,
8, 22]. Electrode’s eBPF-based optimizations could also be
applied to leader-less consensus protocols, e.g., EPaxos [52],
Mencius [4], SD-Paxos [81], etc. For example, replicas in
EPaxos could acknowledge preparation messages earlier in
an eBPF program before entering the kernel networking stack,
thus reducing latency. We leave the exploration of applying
Electrode to leader-less consensus protocols as future work.

9 Related Work
Kernel-bypass and hardware offloading: Overheads of
the monolithic kernel networking stack have spurred var-
ious attempts to design new kernel-bypassed networking
stacks like mTCP [24], eRPC [27], Demikernel [79] and
more [15, 29, 33, 48, 57, 67], which attempt to eliminate the
kernel from the I/O datapath. But all of these solutions are
not backward compatible with solutions that already use the
standard kernel networking stack, and they incur more costs
in terms of CPU cycles and energy during low I/O loads due
to busy-polling. Electrode attempts to leverage eBPF to un-
clog some of the bottlenecks in the kernel networking stack
for distributed protocols without completely having to shift
to kernel-bypassed stacks.

Similarly, network offload solutions attempt to offload I/O-
intensive operations to specialized hardware, e.g., RDMA [11,
28, 76], FPGA [23], SmartNICs [66], and programmable
switches [10, 25]. But they come with limited interfaces for
programmability and need custom hardware to be installed.
Co-designing distributed systems with networks: There
have been attempts to optimize distributed systems by co-
designing them with data center networks for improved perfor-
mance. SpecPaxos [61] attempts to leverage the natural order
of packet delivery in data centers to optimize the ordering of

messages needed for state machine replication. NoPaxos [40]
uses in-network switches to sequence packets for a similar
purpose. Eris [39] further applies in-network sequencing to
distributed transactions to avoid coordination overhead. These
are orthogonal ways to optimize distributed systems and can
be used in conjunction with Electrode.
Distributed protocols in data centers: Data centers have
a variety of distributed protocols that are deployed for fault
tolerance and data consistency. These include replication pro-
tocols like Mencius [4], EPaxos [52], chain replication [74],
SDPaxos [81], and transaction protocols like TAPIR [80] and
Meerkat [72]. Since many distributed protocols share similar
patterns of communication like broadcasting and quorum re-
sponses, Electrode can be applied to speed up these distributed
protocols as well.
eBPF applications: For a long time, eBPF was only used
for packet filtering [49], monitoring [3, 63], and load balanc-
ing [14] because of its restricted programming model. Now,
it is shown to be able to offload small yet critical operations
to improve application performance. CCP [53] mentions that
it may be possible to leverage the JIT feature of eBPF to
gather datapath’s congestion measurements for congestion
control. BMC [17] uses eBPF to implement an in-kernel
cache to accelerate UDP-based Memcached GET requests and
achieves significant throughput improvement. Syrup [26] uses
eBPF maps to share incoming request information across OS,
networking stacks, and application runtimes to enable user-
defined scheduling. SPRIGHT [65] employs fast eBPF-based
packet forwarding to accelerate sidecar proxies in serverless
computing. XRP [82] offloads storage functions (e.g., B-tree
lookups) into the kernel using eBPF to reduce kernel stor-
age stack overhead. SynCord [58] leverages eBPF to inject
workload-specific and hardware-aware kernel lock policies
specified by application developers. Electrode further demon-
strates that eBPF can be used to accelerate distributed proto-
cols under the kernel networking stack.

10 Conclusion
Electrode is a system that accelerates distributed protocols
using safe in-kernel eBPF-based packet processing before
the networking stack. Electrode retains the benefits of using
the standard Linux networking stack (e.g., good maintenance,
elastic CPU scaling, security, and isolation), while optimizing
the performance-critical operations of distributed protocols
(e.g., broadcasting, and wait-on-quorums) in a non-intrusive
manner. When applying Electrode to a classic Multi-Paxos
protocol, we achieve up to 128.4% higher throughput and
41.7% lower latency. We believe that the designs of eBPF-
based optimizations in Electrode can motivate more research
on improving networked application performance while main-
taining the standard Linux networking stack.

Electrode code is available at https://github.com/E
lectrode-NSDI23/Electrode.
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Types Protocols Applying message broadcasting Applying fast acknowledging Applying wait-on-quorums

Replication

Primary-
backup

The primary broadcasts requests to
backups.

Each backup buffers messages in the kernel and quickly
responds to the primary.

The primary waits for responses
from all backups.

Chain None Each replica (except for the last one) buffers write re-
quests in the kernel and forwards them to the next replica. None

Concurrency
control

Two-phase
locking

A transaction coordinator broad-
casts LOCK and UNLOCK requests to
all shards.

Each shard maintains a lock table in the kernel and di-
rectly handles lock acquiring and releasing.

A transaction coordinator waits for
responses from all shards.

OCC None Each shard checks in the kernel if the committing trans-
action’s timestamp conflicts with all other running ones. None

Atomic com-
mitment

Two-phase
commit

A transaction coordinator broad-
casts PREPARE and COMMIT re-
quests to all shards.

Each shard buffers PREPARE messages in the kernel
and responds to the coordinator, and handles COMMIT
requests by polling the buffered messages.

A transaction coordinator waits for
responses from all shards

Table 4: Applying Electrode to more distributed protocols.

APPENDIX

A Electrode Generalizability
Table 4 summarizes how the classic replication, concurrency
control, and atomic commitment protocols can leverage Elec-
trode optimizations. For example, the primary-back replica-
tion, two-phase locking, and two-phase commit protocols fol-
low the pattern of sending requests to multiple nodes and
waiting for a quorum number of responses; thus they nat-
urally fit well with the eBPF-based message broadcasting
and wait-on-quorums. Together with the above protocols, the
chain replication [74] and opportunistic concurrency control
(OCC) [34] protocols include some critical-yet-simple oper-
ations like storing messages in memory, maintaining a lock
table, and checking timestamp conflicts; these operations are
also suitable for offloading to the eBPF following the fast
acknowledging mechanism.

B Impact of Interrupt Coalescing
During benchmarking, we noticed that the interrupt coalesc-
ing [62] (IC) feature of modern NICs has a big impact on
the measured performance. In IC, after an incoming packet
triggers an interrupt, the kernel networking stack waits until a
threshold of packets arrives or a timeout gets triggered, aim-
ing to amortize the interrupt cost. In our scenarios, we find it
significantly hurts latency and performance predictability in
our settings; similar results are also reported in [73]. Thus, in
all our experiments, we disable IC by default.

Figure 9 shows the performance impact of IC on the Multi-
Paxos protocol and Electrode-accelerated one, by varying the
number of open-loop clients. With IC, load-latency curves
become unpredictable with two “hockey stick”s. The second
“hockey stick” is because the extremely high load triggers coa-
lescing/batching much more packets in one interrupt. Overall,
IC does not nearly impact the maximum throughput for the
Multi-Paxos protocol and Electrode-accelerated one, but it
increases the latency by 57.4%-129.2% and 9.1%-246.8%
with 1-3 clients (before the first “hockey stick”). Moreover,
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Figure 9: Performance impact of interrupt coalescing (IC) on the
Multi-Paxos protocol vs. Electrode-accelerated one (with 5 replicas).

enabling IC decreases the one-client throughput by 38.3% and
10.1% for the original Multi-Paxos and Electrode-accelerated
one, respectively.
Electrode performance with IC: Electrode accelerates the
maximum throughput of the Multi-Paxos protocol by 81.4%
and latency by 32.7% with 1 client (before the first “hockey
stick”) when IC is on.
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Nu: Achieving Microsecond-Scale Resource Fungibility with Logical Processes
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Abstract. Datacenters waste significant compute and mem-
ory resources today because they lack resource fungibility: the
ability to reassign resources quickly and without disruption.
We propose logical processes, a new abstraction that splits
the classic UNIX process into units of state called proclets.
Proclets can be migrated quickly within datacenter racks, to
provide fungibility and adapt to the memory and compute re-
source needs of the moment. We prototype logical processes
in Nu, and use it to build three different applications: a social
network application, a MapReduce system, and a scalable
key-value store. We evaluate Nu with 32 servers. Our evalua-
tion shows that Nu achieves high efficiency and fungibility: it
migrates proclets in ≈100µs; under intense resource pressure,
migration causes small disruptions to tail latency—the 99.9th

percentile remains below or around 1ms—for a duration of
0.54–2.1s, or a modest disruption to throughput (<6%) for a
duration of 24–37ms, depending on the application.

1 Introduction
Compute and memory are valuable and expensive resources
in datacenters today, but they are inefficiently utilized [46, 76].
A key reason for this inefficiency is a lack of fungibility—the
ability to reassign resources quickly and without disruption
between different users and across different machines. With-
out fungibility, resources are stranded and over-provisioned
for fear of running short, even as resource consumption natu-
rally fluctuates in datacenter applications [2, 7, 18, 34, 39].

Existing systems fail to provide fungibility because cur-
rent abstractions for compute work and memory state (VMs,
containers, processes) are too coarse-grained (§2). To address
this problem, we introduce the abstraction of a logical pro-
cess. Logical processes provide fungibility, while retaining a
familiar programming model similar to traditional processes.
A logical process consists of many smaller proclets, atomic
units of state and compute that can be independently migrated
under resource pressure to achieve fungibility. Like a tradi-
tional process, a logical process has its own address space,
isolated from other processes. But unlike a traditional process,
a logical process can spread across many machines in datacen-
ter racks as a result of the migration of its proclets. Intuitively,
logical processes break down the monolithic nature of tradi-
tional processes into many proclets. A proclet consists of a
heap (state) and a set of user-level threads and their execution
contexts (stacks and register values). A runtime system that
manages the logical process responds to spikes in load by
migrating proclets quickly to a machine with spare resources.

To realize logical processes and proclets, we had to ad-
dress three challenges. First, proclet migration must be fast
and react to resource pressure before resources are exhausted.
Second, communication between proclets and migration of
proclets must impose little overhead or disruption on the ap-
plication, especially if migration itself consumes resources
when they are short. Third, the programming model of logi-
cal processes and proclets must support practical datacenter
applications.

We respond to these challenges as follows. First, we divide
process state into proclets, which are small relative to an entire
process, so they can be migrated orders of magnitude faster
than VMs or processes. Second, we optimize our software
stack to take full advantage of modern datacenter networks
(at 100–400 Gbit/s). This pushes performance far enough for
proclets to migrate in ≈100µs. We also scale proclets across
machines with minimal communication overheads by using a
single program image across machines and an optimized RPC
stack. Third, we use a global address space to provide a pro-
gramming model that is process-like and intuitive. This makes
it possible to statically check types, and enables computation
shipping by passing function pointers between proclets.

We prototyped logical processes and proclets in Nu, a sys-
tem that provides a C++ class API and a Caladan-based user-
level threading and kernel-bypass networking runtime [28].
Nu targets environments with tens of racks: hundreds of ma-
chines connected with an overprovisioned network that pro-
vides high full-bisection bandwidth (100–400 Gbit/s) and low
latency (10–20 µs). We implemented three applications us-
ing Nu. The first is a version of the DeathStarBench social
network application[29], originally implemented using mi-
croservices. The Nu version of this application is simpler,
shorter, and has an order of magnitude better performance
than the microservice version, while preserving scalability.
The second application is k-means clustering on Phoenix
MapReduce [63], which represents a compute-intensive work-
load with high parallelism. Phoenix MR originally supported
thread parallelism in a single NUMA machine, but the Nu
version scales across multiple machines while also delivering
comparable single-machine performance. The third applica-
tion is a scalable key-value store implemented in Nu as a hash
table whose buckets are distributed across multiple proclets.

We evaluate Nu in a setup of 32 servers with 100 GbE
NICs that are connected through a top-of-rack switch. Our
evaluation shows that Nu achieves high efficiency and fun-
gibility: it reacts quickly to resource pressure and migrates
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(a) Cloud Today (b) Logical Processes
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rapidly migratable
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resources

Overprovisioned
resources

Figure 1: (a) Resources are wasted as they are overcommitted for
peak use (gradient) or stranded as additional tasks do not fit (gray).
(b) Proclets permit tighter packing, which fits more tasks (orange,
purple) that can be migrated away quickly under resource pressure.

proclets without disruption to the application workload. Nu
migrates proclets in≈100µs and its migration exceeds the rate
at which the Linux kernel can allocate memory (≈ 7GB/s), so
Nu handles even intense resource pressure. Under this mem-
ory pressure, the social network app adds 122µs to the 99.9th-
percentile client latency for a period of 0.86s; the key-value
store app adds 52µs for 2.1s; and k-means loses 2.9% through-
put for 37ms. Under intense compute pressure, disruption is
higher, but still short-lived: the key-value store adds 1,053µs
for 0.54s; and k-means loses 5.8% throughput for 24ms. Fi-
nally, Nu’s logical processes are efficient in the absence of
resource pressure, and match or exceed the performance of
strong baselines on one or more servers.

Nu has some limitations. First, logical processes require
developers to structure applications as proclets. This may not
be feasible for every application (§3.3), but we have shown
that it is feasible for three very different applications. Second,
Nu currently considers only two resources, memory capacity
and compute load. We expect other resources can be added
(network, caches, memory bandwidth, etc.), but that remains
future work. Third, Nu targets deployments where network
bandwidth is plentiful and latencies low.

Nu is available as open-source software [66].

2 Motivation: Resource Fungibility
Cloud computing originally promised to deliver utility com-
puting, with fine-grained, pay-per-use sharing of compute re-
sources, rather than fixed-size machines that customers must
purchase and own [4, 31]. But, almost two decades later, the
operational reality is different: although end-users can readily
rent resources, cloud providers still provision and offer these
resources in fixed-size units and over long time horizons.

We argue that a key problem in this setting is the lack of
fungibility—the ability to reassign resources quickly and with-
out disruption between different users and across different
machines. Users today submit requests for fixed allocations
(number of cores, memory, etc.) as determined by so-called
“instances” (or “slots”, “tasks”). These allocations tend to over-

estimate actual resource use, which fluctuates at sub-second
time scales. Providers bin-pack instances onto the available
servers [33, 35, 71, 76, 77]. This is inefficient because users
must size instances for peak rather than typical usage, leav-
ing substantial resources idle most of the time. Providers can
reclaim some of these wasted resources by overbooking and
scheduling best-effort instances in them [2, 44, 76, 84]. But
this practice is disruptive, as machines can get intermittently
overloaded, leading to performance degradation (e.g., high
tail latencies), which is particularly problematic for latency-
sensitive workloads [28, 44]. In response, the cluster manager
must kill some best-effort instances to free up resources. But
doing so is also disruptive because the work done by a killed
instance can be wasted and may need to be redone. Moving
the instance usually is not an option as it requires an expensive
VM or process migration that can take seconds or minutes
because the state to be moved is large, and it requires the clus-
ter manager to find a destination machine that has sufficient
resources to take over the entire (indivisible) instance.

In other words, today’s cloud is not fungible (Figure 1(a)).
Resources can only be reassigned on fairly long timescales,
larger than the timescales over which resource consumption
fluctuates. The underlying reason for this problem is that
current abstractions for compute work and memory state—
VMs, containers, and processes—are too coarse-grained.

A more efficient design would avoid disruption and reas-
sign resources quickly and at fine granularity. This would
make it easy for providers to increase utilization by densely
packing instances across machines while rebalancing and
migrating work as necessary, instead of killing instances un-
der resource pressure. In addition, this would eliminate the
burden on users to predict and specify peak per-machine re-
source usage for each instance, allowing them to instead pay
for resources as they are used.

Our approach to fungibility. To provide fungibility, we re-
visit the process, a core OS abstraction that dates back to the
1960s. Traditionally, a process is an instance of a computer
program that runs on one machine, consisting of memory and
a set of threads. Our work extends this idea across machines
to provide a similar abstraction called a logical process.

Logical processes are inspired by logical disks [59, 74].
Much like a logical disk, a logical process combines together
disparate physical resources—in this case, machines rather
than disks. A logical process automatically scales to use ad-
ditional machines when more capacity is needed, and can
recover from machine failures.

A logical process achieves fungibility through two key
ideas (Figure 1(b)). First, a logical process divides program
state into fine-grained partitions called proclets. Second, pro-
clets are migrated quickly between machines in response to
memory or compute resource pressure. Each proclet runs on
one machine at a time, and proclets communicate with each
other through efficient message passing.

Because proclets are fine-grained, migrations complete
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Figure 2: Logical processes spread across machines. Each logical
process is comprised of proclets that include a heap (shown as a
circle) and threads (shown as squiggles). Proclets rapidly migrate to
other machines in response to resource pressure.

quickly, causing minimal performance disruption. Inspired
by prior work that shows that decomposition into small units
simplifies placement [51, 57], proclets’ fine granularity makes
packing them onto machines simple and avoids complex and
time-consuming bin-packing on allocation or migration.

Alternative approaches. There are a few other approaches to
improving fungibility, but they have drawbacks. One can mi-
grate VMs [20, 78], containers [22], or processes [49], but mi-
gration is slow due to their state size. An alternative that main-
tains the process abstraction is to use distributed shared mem-
ory (DSM) to spread a normal process across machines [83].
But DSM systems experience high coherence overheads with
shared memory, leading to poor performance. PGAS [5, 17,
54] is a type of DSM that can avoid such overheads, but its
applicability is limited to parallel applications.

Another approach to fungibility is to adopt new program-
ming models to distribute the application into smaller units, as
with distributed objects [6, 13, 21, 30, 70, 82], microservices,
and serverless functions. These models depart significantly
from the familiar process abstraction, and they are built on
top of traditional, coarse-grained instances that limit their fun-
gibility. They also have high RPC messaging overheads (and
cold start delays for serverless functions [72]) that grow in
cost as their units become smaller. Alternatively, parallel pro-
gramming frameworks [8, 15, 23, 26, 50, 81] partition work
via rigid compute patterns (e.g., partition-aggregate, actors).
This constrains the programming model and requires data to
be statically placed on machines.

Finally, some techniques provide fungibility, but in limited
form. Far memory systems [32, 67, 79] can incrementally
extend the memory of a process, but they perform well only
when the remote memory is cold. Request load balancing can
make compute fungible, but it is mostly suited for stateless or
read-only services. These two techniques are complementary
to logical processes and can be combined with them.

3 The Logical Process Abstraction
A logical process exists across one or several machines and
contains a collection of proclets. Proclets are fine-grained par-
titions of program state that form units of migration. Proclets
can be individually migrated between machines to relieve
resource pressure (Figure 2).

Virtual Address

Machine 0

Machine 1

Code

Code

Read-only
Data

Read-only
Data

Proclet
0

Proclet
1

Proclet
2 …

…

Proclet
0

Proclet
0

Proclet
0

Figure 3: The address space layout of a logical process running
on two machines. Read-only code and data is mapped everywhere,
while proclets are mapped in exactly one machine at a time.

A proclet consists of a heap and a set of threads that can
access the heap concurrently via shared memory. A proclet
never shares its heap memory directly with other proclets.
Instead, each proclet has an associated root object, which
defines a remote method interface that other proclets use to
access its state. This approach allows developers to build full
programs from proclets in a natural, object-oriented way. The
root object may store references (pointers) to ordinary local
objects stored on the proclet’s heap.

The number of machines allocated to a logical process can
change over time in response to shifts in the resources avail-
able on each machine. Each machine handling logical pro-
cesses runs a separate runtime instance. The runtime provides
location-transparent communication between proclets, detects
resource pressure, migrates proclets between machines, and
cleanly handles failures.

Developing software for logical processes is similar to nor-
mal UNIX processes. Code can spawn threads, use synchro-
nization primitives to coordinate access to shared memory,
and allocate memory using standard APIs like malloc or
new. But there are two major differences. First, developers
must partition their program state into proclets. Second, in
most cases, developers must use runtime APIs instead of mak-
ing system calls or performing I/O directly. We describe the
logical process abstraction in more detail in the following.

3.1 Address Spaces and Cache Coherence

A logical process uses an identical address space layout on
each machine. This simplifies migration, as pointers remain
valid across machines without swizzling. Runtime instances
coordinate to keep their layout synchronized during initializa-
tion and whenever new proclets are created.

Figure 3 shows an example address space layout for a
logical process running on two machines. Code and shared
data segments are mapped read-only on all machines. Con-
sequently, the machines must be binary-compatible, but not
necessarily identical architectures (e.g., AMD and Intel x86
CPUs). Read-only data can store large static arrays, tables,
and other inputs that all proclets might need. Proclets’ heaps,
on the other hand, are readable and writable, only mapped on
one machine at a time, and only ever accessible by the owning
proclet. (This contrasts with distributed shared memory [3,
10, 25, 40, 52, 68, 69], which typically provides cache coher-
ence across machines.) In other words, no proclet can share
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1 struct Accumulator {
2 Accumulator(int val) : val_(val) {}
3 void Add(int n) { std::scoped_lock l(mu_); val_ += n; }
4 int Get() { std::scoped_lock l(mu_); return val_; }
5 std::mutex mu_; int val_;
6 };
7

8 void mainfunc() {
9 // Creates two proclets with root class Accumulator.

10 auto p1 = make_proclet <Accumulator >(10);
11 auto p2 = make_proclet <Accumulator >(10);
12 // Invokes Get() on p1; prints 10.
13 std::cout << p1.Run(&Accumulator::Get);
14 // Invokes a closure on p1; prints 15.
15 std::cout << p1.Run(+[](Accumulator &a) { a.Add(5);

return a.Get(); });
16 // Invokes Get() asynchronously; prints 25.
17 auto f1 = p1.RunAsync(&Accumulator::Get);
18 auto f2 = p2.RunAsync(&Accumulator::Get);
19 std::cout << f1.get() + f2.get();
20 // Adds p2’s value to p1 by invoking a closure on p1.
21 p1.Run(+[](Accumulator &a, proclet<Accumulator > p) {
22 auto v = p.Run(&Accumulator::Get); a.Add(v); }, p2);
23 // Arguments statically type checked; DOESN’T COMPILE!
24 // p1.Run(&Accumulator::Add, 10, 20);
25 // Proclets are freed when mainfunc() gets out of scope
26 }

Figure 4: Code sample for logical processes. Proclets have a root
class with methods containing the app logic. Proclets can create other
proclets, run methods synchronously or asynchronously, and run
closures. Closures can take proclets as arguments to chain execution.

memory with another proclet. Instead, proclets communicate
via remote method invocation, which passes arguments by
copying if the proclets are co-located on a machine or by
network transfer if they are on different machines.

This design avoids writable shared memory across ma-
chines and aligns well with current datacenter networks,
which provide high throughput and low latency, but lack hard-
ware support for cache-coherent memory across machines.
Additionally, this design enables fault isolation, as it allows
one proclet to fail independently from others on different ma-
chines. A failure can cause a proclet’s memory to disappear at
any time, and these errors can be cleanly reported via return
codes of remote methods. This allows us to use standard dis-
tributed systems techniques (e.g., replication) to make critical
proclets fault-tolerant.

Proclet migrations occur atomically and each proclet runs
on exactly one machine at a time. Consequently, cache co-
herence is available within proclets, but not across proclets.
This design allows for a normal programming environment
inside proclets, including synchronization across threads (via
spinlocks, mutexes, etc.) when they access shared memory
within a single proclet’s heap.

3.2 Programming Model

Developers write an application as a set of proclet root
classes. As in traditional object-oriented programming, each
class defines methods and fields. Methods implement the pro-
clet’s application logic and expose the API for the proclet
to be invoked by other proclets. Fields specify state internal
to the proclet, although additional state can be allocated dy-
namically in the heap at runtime. Figure 4 shows a running

example in C++.1 Lines 1–6 define Accumulator as the root
class for a simple proclet that keeps a value val_ and exposes
two methods Add and Get to increment and retrieve the value.
Here, the methods are one-liners, but in real applications they
constitute most of the code.

When a logical process starts up, the runtime launches a
main proclet. This proclet typically creates other proclets
by calling function make_proclet with their root classes
and constructor parameters. In the example, the main proclet
invokes function mainfunc (for brevity we do not show the
main proclet, only mainfunc), which in lines 10–11 creates
two proclets with root class Accumulator.

Proclets communicate only via remote method invoca-
tions and closures. With remote method invocations, a proclet
calls the methods of the root object of another proclet, either
synchronously using function Run(), or asynchronously us-
ing function RunAsync(), which returns a future. Lines 13
and 17–18 show a synchronous and two asynchronous invoca-
tions of Get on proclets. The two asynchronous invocations
run concurrently to hide latency.

With closures, a proclet can implement function ship-
ping [36, 38, 65, 67, 79, 80], and ship a function that invokes
methods—interspersed with its own processing logic—on the
root object of another proclet. Line 15 shows a closure that
invokes Add and Get on the same proclet. This execution in-
curs a single roundtrip to the server hosting the proclet, even
though it invokes two methods. Shipping code to data in this
manner can greatly improve efficiency.

The remote runtime may execute methods and closures on
the same proclet concurrently on different threads. Hence, the
example uses a mutex mu_ to protect val_ against concurrent
execution of Add and Get.

Naming and reference counting. Proclets need to know
about each other before they can communicate. We adopt a
proclet naming scheme based on smart proclet pointers. These
pointers provide safety, convenience, and reference counting
through a interface similar to C++’s shared_ptr.

Unlike standard RPC frameworks, remote methods or clo-
sures can take proclet pointers as arguments. Thus, code can
pass handles to proclets to other proclets by passing them
as parameters, similar to delegating capabilities. This feature
permits a remote method or closure to chain together the ex-
ecution of multiple proclets while performing computation
in between. For example, line 22 shows a closure on proclet
p1 that takes proclet p2 as a parameter; the closure first calls
p2’s Get method, followed by p1’s Add method.

Proclet pointers are valid within the entire logical process,
even across machines, and the runtime frees a proclet when it
loses its last reference. In the example, proclets p1 and p2 are
freed automatically when mainfunc() goes out of scope.

We considered using global strings as proclet names, but
never needed them in building applications. A logical process

1A logical process can be implemented in other languages too.
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is tightly coupled, and we found that passing smart pointers is
more convenient than hard-coding strings. Typically, initial-
ization code creates several proclets, and passes around their
smart pointers, so the code hands over access directly.

Type checking. Because a logical process uses an identical
program image across machines, static type checking of argu-
ment types is sufficient for remote invocations. This contrasts
with standard RPC frameworks (e.g., Thrift or gRPC), which
additionally have to perform dynamic type checking, incur-
ring runtime overheads and requiring extra error handling.
Line 24 thus fails to compile because of too many arguments.

Raw pointers into a proclet’s heap are never allowed as
arguments; we made this choice to discourage incorrect code
that attempts to share memory between proclets. On the other
hand, smart pointers are supported, and passing them as argu-
ments causes the objects they own to be copied.

Unlike standard RPC frameworks, proclet invocations al-
lows remote methods and closures to take function pointers
and closures as arguments. This is possible as all machines in
the logical process map the code segment at the same address.

Network I/O outside a logical process. Logical processes
perform their I/O through abstractions provided by the run-
time, rather than POSIX syscalls and I/O abstractions. This
allows proclets to be machine-independent and migrate be-
tween machines without having to move hard-to-migrate local
kernel state (e.g., the TCP state machine). In particular, the
runtime maintains TCP network connections to clients, which
can be either other logical processes or normal processes.
These connections allow clients to communicate with specific
proclets inside a logical process—or to spread load across
groups of stateless proclets—and will forward client requests
if the destination proclet has migrated. Similar to existing
libraries for distributed request routing [1, 53], the runtime
informs client libraries about the proclet’s new location, so
that the client knows to expect the response on another net-
work connection and to send future requests there. In our
datacenter setting, client and server code are under the control
of the same entity, and custom I/O libraries (e.g., for request
routing and load balancing) are commonplace [1, 11, 73].

In rare cases, developers can pin proclets that need to use
local resources directly to a machine. Such proclets lose their
ability to migrate and reduce resource fungibility, so develop-
ers should pin proclets only if absolutely necessary.

3.3 Porting Applications to Logical Processes

In principle, any application that can partition its state into
fine-grained units can be ported to a logical process (each
unit becomes a proclet). This aligns well with existing cloud
applications that already partition their state (e.g., microser-
vices, FaaS, distributed frameworks, etc.), though sometimes
at a coarser granularity than proclets. There are two main
considerations when dividing a logical process into proclets:
the proclet granularity and its scope.

Proclet granularity. Choosing the right size for proclets is
important. If proclets are too large, resource fungibility suf-
fers. If they are too small, communication overheads increase
as remote invocations become more frequent. Developers
must choose a sweet spot that provides sufficient fungibility
without significant overheads. §6.4.2 shows empirical mea-
surements of proclet performance at different state sizes and
invocation compute intensities; in practice, proclets of a few
MiB state size work well.

Proclet scope. The next consideration is how to decide what
functionality goes into a proclet. One approach is functional
splitting, which equates a proclet to a logical functional unit
in the application (a module, a microservice, a package, etc).
Well-known software engineering practices suggest how to
choose appropriate units [47, 56]: the unit should include
functionality that is intuitively related, that can be described
simply, and that can be encapsulated through a compact and
easy-to-understand API. The latter property ensures that the
interface between proclets is also compact. Another approach
is to use sharding. Since a functional unit may be much larger
than the ideal proclet size, it may help to shard (partition) the
unit. For example, consider a large chaining hash table. Each
hash bucket of this data structure becomes a separate proclet
and stores the proclet pointer in the hash array. To operate
on a key in the hash table, the code makes the appropriate
method invocation to the corresponding proclet. This results
in a distributed key-value store, as proclets are spread across
machines, but maintains the hashtable API.

Limitations. Some applications are hard to decompose into
proclets, such as applications that manipulate large amounts
of state that is not easily divisible (e.g., video encoders, ar-
chitecture simulation, sorting, or graph processing). For these
examples, decomposition may still be possible, but it requires
new algorithmic approaches [27, 41, 45, 48, 64].

Other applications may require functionality that is tied to
physical hardware resources, such as a GPU or an FPGA. In
these cases, proclets that interact with the hardware may need
to be pinned, thus reducing the logical process’s fungibility.

3.4 Security and Threat Model

A logical process has the same isolation properties as a UNIX
process—viz., its memory is isolated from other processes,
but its threads share an address space—but applies this model
across multiple machines. Even though proclets lack shared
memory, there is no hardware memory isolation (e.g., via
the MMU) between the proclets within a logical process to
enforce this. We made this choice for performance reasons
and because it matches the isolation model of UNIX processes.
On the other hand, memory isolation is guaranteed across
different logical processes: each local logical process instance
runs in a different UNIX process and is isolated from other
logical process instances on the machine.

Address space layout randomization (ASLR) and stack ca-
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naries are important defenses against buffer overflow attacks.
Although ASLR might at first glance seems incompatible with
logical processes’ global address space, it works as long as the
loader maintains the same randomized address space layout
on each machine. Stack canaries also work, as proclets cannot
share stack memory and the implementation can maintain a
different secret canary value for each proclet.

Finally, logical processes trust the network to provide con-
fidentiality and integrity. This is necessary to make remote
method invocation and migration efficient by sending raw
data and pointers. Modern datacenter NICs have hardware
encryption engines that ensure these properties.

3.5 Fault Tolerance

A proclet may be replicated to tolerate failures. Replication
creates backup copies of the proclet’s heap, which the runtime
places at the same virtual address in different machines. To
keep the backup heaps in sync, the primary replica serializes
the invocation requests and forwards them to the backup repli-
cas. (This requires proclet operations to be deterministic.)
Operations on a replica are totally ordered without overlap
within each proclet—a choice that trades off some perfor-
mance for strong consistency. To reduce replication latency,
the primary overlaps execution with the backups, but the pri-
mary only returns from an invocation once the backups finish.

When the system detects the failure of the primary (e.g.,
due to an RPC time out), it atomically promotes a backup to
the primary. To keep the same replication factor, it also adds
a new backup by pausing the proclet and copies its heap from
the new primary to the new backup replica.

4 The Nu Runtime System
We built Nu, a prototype runtime that provides the logical pro-
cess abstraction and runs inside a normal Linux environment.
Nu shares some architectural and implementation building
blocks with Caladan [28]. Caladan was a good fit for Nu
because it provides a user-level threading package with over-
heads low enough to hide microsecond-scale latency. For
example, if a thread blocks waiting for a remote proclet in-
vocation to return, the runtime can quickly context switch to
another runnable thread with little overhead. Caladan uses
work-stealing to balance these threads across cores, which
reduces tail latency [62]. Caladan also provides an optimized
kernel-bypass, user-level TCP/IP networking stack to further
reduce proclet communication and migration costs.

Nu adds ≈10,000 lines of C++ code to Caladan. This in-
cludes efficient communication infrastructure, a new memory
management layer to handle multiple heaps, a well-optimized
proclet migration system, and a controller to track the location
of proclets. In the following, we describe these components.

4.1 Serialization and Communication

Nu serializes arguments to remote invocations using cereal,
an efficient, header-only library for serialization [16]. Ce-
real has a compact binary serialization format that supports

most STL types, but prohibits raw pointers and references
(shared_ptr and unique_ptr are still supported). We modi-
fied cereal so that it can serialize function and proclet point-
ers. To optimize use of cereal, Nu maintains a buffer pool
for serialized outputs and eliminates extra data copies.

Nu uses C++ templates to internally produce code at
compile time for serialization and deserialization of remote
method arguments. This contrasts with RPC frameworks like
Thrift, which require code generation and an interface descrip-
tion language. As a result, developers call remote methods
without boilerplate, and they benefit from static type checking.

We took several steps to optimize remote method invoca-
tions. First, Nu opens one TCP connection on each core for
each outgoing machine. These connections use specific 5-
tuples, so they have flow-level affinity matched with the core
they are associated with, enabling cache-aware steering [42,
60]. This design increases the number of open connections,
but Caladan easily scales to 10,000 connections, much more
than needed for our target environment. Second, Nu applies
adaptive batching to combine remote method invocation pay-
loads (requests and responses) into larger TCP transfers with-
out impacting latency [9]. We modified Caladan to use jumbo
frames to increase the benefit of this batching. Third, each
connection operates as a closed queuing system, limiting the
maximum number of requests in flight. This provides flow
control and prevents unbounded memory consumption under
overload. Finally, when the caller and callee proclets are in
the same machine, Nu substitutes the RPC with a fastpath: a
local call without any RPC overheads.

4.2 Memory Management

Nu uses a custom slab allocator to manage each proclet’s
heap. It includes a per-core object cache to increase scalability,
similar to most modern multicore memory allocators [12, 14].
C++ allows a custom definition of operator new() that Nu
uses to override memory allocations. Nu keeps track of which
proclet each thread is associated with and directs allocations to
the correct heap. In the future, we plan to explore specialized
proclet allocators too. For example, an arena allocator could
benefit short-lived proclets because it need not free objects
until the proclet terminates, reducing overheads.

4.3 Migration

Nu migrates proclets across binary-compatible machines un-
der resource pressure. Nu separates migration mechanism
from policy.

Mechanism. To migrate a proclet, the runtime first sets a
migration flag, causing method invocations to the migrating
proclet to be rejected and retried. Next, it preemptively pauses
and saves register state for all the proclet’s running threads to
ensure that the data is not mutated during migration. Then, it
moves proclet data, including heap, stack, and register state, to
the new destination. Finally, the runtime clears the migration
flag and contacts the controller to update the location of the
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proclet, ensuring pending and future method invocations are
routed to the new destination (§4.4). We co-designed Nu’s
RPC layer with migration, and it routes the results of method
invocations on migrated proclets back to the caller.

We optimized Nu’s migration datapath. To improve TCP
throughput, we use parallel connections and jumbo frames.
We found that Linux’s mmap (used for creating the proclet
space at the destination machine) was a bottleneck, so we
modified the Linux kernel to pre-zero freed pages. After this
optimization, Nu can migrate at line rate on 100GbE. When
we tried 200GbE, mmap again became a bottleneck—in this
case due to the Linux kernel’s physical frame allocation speed.
As a workaround, Nu instead uses mmap to pre-fault a small
pool of memory at the destination server. Then, on migration,
Nu performs mremap on that memory to reuse prior frame
allocations. Future Linux kernel optimizations might avoid
the need for this remapping.

The CPU overhead of migration is moderate in our current
prototype: it takes three hyperthreads to saturate 100GbE and
five hyperthreads to saturate 200GbE.

Policy. Nu provides an extensible migration policy interface
that dictates which proclets to move and where to move them
under resource pressure. Many sophisticated policies are pos-
sible, including policies that react to several types of resource
pressure (e.g., CPU load, cache pressure, memory capacity,
memory bandwidth, network bandwidth, etc.), and policies
that co-locate frequently communicating proclets to improve
locality. Currently, our prototype ignores locality and focuses
only on CPU load and memory capacity, two resources often
subject to pressure, but we plan to extend it in the future.

Because Nu’s migration is fast, we found that even the
simplest policies work well (§6). In particular, Nu needs no
sophisticated algorithms to predict future resource use, but
rather simply migrates proclets at the last moment, when re-
sources are nearly exhausted. To determine when migrations
are needed, a monitoring thread in the runtime polls resource
use. For memory, it monitors the amount of free memory and
begins migrating once it falls below a threshold (e.g., 1 GiB).
For CPU, it monitors system core utilization and begins mi-
grating when a threshold of cores are busy. A better alternative
might track the queueing delay of runnable threads, allowing
Nu to distinguish actual overload from cases where all cores
are busy but not overloaded [19]. We plan to investigate this
in the future.

Nu migrates one proclet at a time until resource pressure is
eliminated. To determine which proclet to migrate, Nu uses
this formula (where P is the set of proclets on the machine):

argmax
p∈P

(
RESOURCE_USE(p)

MIGRATION_TIME(p)

)
RESOURCE_USE() measures a proclet’s use of the resource
under pressure, and MIGRATION_TIME() models the migra-
tion time of a proclet by considering the size of its heap, as

well as the number of threads it must pause and transfer, and
the size of thread stacks. This maximizes the pressure alle-
viation rate and helps Nu optimize for response speed. Nu’s
runtime collects metrics in real time to estimate this rate.

To determine the migration destination, Nu queries a global
cluster controller, which monitors resource use across servers
and returns possible destinations (described next).

4.4 Controller

Nu has a controller that makes cluster-wide decisions, such as
proclet placement and virtual address allocation, and tracks
information, such as proclet location and resource use. Nu
assumes that the controller is highly available. Although our
prototype controller is centralized, high availability can be
achieved through primary-backup replication or simple re-
covery: the controller keeps only soft state, so it can always
restore its state by querying the servers.

Placing proclets. The controller periodically probes servers’
available resources. It uses this information to decide where
to place a proclet on creation or migration. Currently, it uses
a simple policy that spreads proclets evenly across machines.

Allocating virtual address segments. Proclets must use non-
overlapping virtual addresses. Therefore, Nu divides the vir-
tual address space into an array of segments. These segments
are large enough (4 GiB by default) to leave room for a pro-
clet’s heap to grow. The controller keeps lists of allocated and
unallocated segments. On proclet allocation, the local runtime
contacts the controller to obtain an unallocated segment.

Resolving proclet location. The controller keeps a location
map from the starting logical address of each proclet to the
IP of the machine hosting the proclet. Each local runtime
maintains a cache of the location map that contains the pro-
clets it has recently accessed. This eliminates the need for
method invocations to communicate with the controller in the
common case, moving the controller off the critical path for
the steady-state application traffic. When a proclet migrates,
the controller updates the map. This causes caches to become
stale, so a local runtime may send a method invocation to
the wrong machine. When this happens, the remote machine
returns an error. The local machine then handles the error by
invalidating its cache entry and contacting the controller to
find the new machine location.

4.5 Replication

Nu optionally provides traditional primary-backup replica-
tion for proclets. This works by forwarding proclet opera-
tions from a primary to backup replicas, akin to traditional
state machine replication (SMR). One challenge specific to
Nu is that a proclet operation can invoke sub-operations on
other proclets. The backup replicas will invoke the same sub-
operations as the primary, but side-effect causing invocations
must occur only once, and replicas must see the same results
as the primary’s operations. Nu supports a variant [58] of
RIFL [37]’s duplicate detection. Proclets assign a unique
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Workload # proclets Memory Compute Intensity [time/invoc.] Proclet size
SocialNetwork 12 (microservices) + 65,536 (hashtable) 113 GiB 1–100 µs (variable) 31 KiB–8 MiB

In-memory KVS 65,536 138 GiB 1 µs (low) 2 MiB
Phoenix k-means 720 (workers) + 1,024 (hashtable) 8.4 GiB map: 4.6 ms, reduce: 677 µs 31 KiB–19 MiB

Figure 5: Characteristics of the three case study applications (KVS is an in-memory key-value store, and Phoenix is a MapReduce framework).

ID of the form 〈proclet id〉+〈epoch〉+〈sequence number〉 to
each proclet-to-proclet invocation. Primaries forward their
sub-operation invocation results to the replicas, and replicas
reuse the results (identified by the unique ID). Returning the
saved results instead of re-executing sub-operations ensures
all replicas have the same heap state. As with an unreplicated
system, if a primary crashes in the middle of an operation, its
sub-operations are re-executed if the unfinished operation is
retried.

When Nu’s controller detects a failed primary, it promotes
a backup to be the new primary and updates its location map
with the new primary. However, runtimes may have the old
primary in their caches, which could cause a “split brain” situ-
ation if the old primary continues to serve requests. A standard
epoch-based approach [43, 55] can help Nu avoid this prob-
lem: each reconfiguration increments an epoch counter and
backup proclets reject operations with outdated epochs.

4.6 Limitations

Our Nu prototype has some limitations. It requires the use
of C++, and though the runtime provides many OS services
(timers, external and internal network I/O, synchronization,
threads, memory allocation, etc.), it does not yet support all
services. Despite these limitations, we ported three very dif-
ferent applications to run on Nu.

5 Application Case Studies
We implemented three applications on Nu, which cover a
range of proclet sizes, communication patterns, and com-
pute intensities (Figure 5). All applications use a Nu-enabled
hashtable library. The hashtable partitions the key space with
a hash function and uses proclets as data shards. A root pro-
clet has a vector of proclet pointers to these shards and shares
them with client proclets to allow direct communication.
SocialNetwork (from the DeathStarBench suite [29]) is a
multi-tier, interactive web service, originally built as 12 mi-
croservices. Its overall complexity is high, with a fan-out
communication pattern and many microservices that have low
compute intensity, making it sensitive to both tail latency and
RPC overheads. We ported SocialNetwork to a logical pro-
cess, turning each microservice into a proclet. However, we
found that its compute intensity was sometimes too low and
that it lacked autoscaling support; both limit its overall scala-
bility. Therefore, we also built a version of SocialNetwork that
is better structured for a logical process: this version merges
SocialNetwork’s small, stateless microservices into a single
root class, and scales by spawning it as proclets across ma-
chines. Both versions have ≈1,000 LOC, compared to 6,843

LOC in the original, which highlights the simplifications af-
forded by logical processes. Our implementation replaces the
external stores used by microservices (Memcached and Redis)
with a backend based on our hashtable, and leverages proclet
closures to support Redis-like local operations. We also mod-
ified our external I/O subsystem to interact with unmodified
Thrift-based clients. This is possible because any root proclet
can handle any request, as root proclets are stateless.

KV Store is a key-value store composed of the Nu-enabled
hashtable library and an additional 200 LOC. It is a state-
ful application that is latency-sensitive and uses significant
memory, making it hard to migrate. On each machine, the
Nu runtime’s external I/O subsystem receives requests from
external clients and steers them to the right proclets. The key-
value store has low compute intensity (1µs/invocation), but
large proclet state (2 MiB/proclet).

K-means is a workload from Phoenix MapReduce [63].
Phoenix MR is a NUMA-oriented, shared-memory MapRe-
duce framework designed for single-machine operation. We
run k-means—an algorithm that requires multiple iterations—
in a Nu-based Phoenix MR port, using proclets to scale across
machines. We modified Phoenix’s task scheduler to replace
worker threads with worker proclets, ship closures to the
workers, and shuffle data between mappers and reducers via
our hashtable (changing 548 out of Phoenix’s 3,066 LOC).
K-means is compute-intensive (0.7–4.6ms/invoc.), but has
smaller proclet state (31 KiB–19 MiB/proclet). Overall, we
found it easy to modify Phoenix MR to work in a distributed
setting. Our version follows the same partition-aggregate com-
munication pattern that makes distributed MapReduce frame-
works sensitive to stragglers in k-means.

6 Evaluation
We evaluate Nu with these three applications, as well as mi-
crobenchmarks that measure the impact of specific design
decisions. Our evaluation seeks to answer four questions:

1. Can migration in Nu prevent performance disruption
during intense resource pressure? (§6.1)

2. How does porting applications to Nu impact their perfor-
mance? (§6.2)

3. How well does Nu scale with the number of servers?
(§6.3)

4. What is the effect of compute intensity, as well as that of
our key design decisions, on Nu’s performance? (§6.4)

Setup. Except §6.4.2, all other experiments run on a cluster
of 32 physical servers in CloudLab [24]. The servers are
c6525-100g instances (24-core AMD 7402P at 2.80GHz,
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# of Machines Controller Proclet servers Clients
SocialNetwork 1 26 5

KV Store 1 15 16
K-means 1 30 1

Figure 6: Allocation of machines for each application.

128 GB RAM, Mellanox ConnectX-5 NIC), connected by
a 100 GbE network. We run §6.4.2 on c6525-100g servers,
c6525-25g servers (i.e., the variant with 25GbE NICs), and
our local servers with a 200 GbE network.

Servers run Ubuntu Linux 20.04 with kernel v5.10 patched
to pre-zero free pages (§4.3). We disable ASLR, as Nu does
not support it yet.

6.1 Application Performance under Resource Pressure

Nu’s proclet-centric design enables fine-grained, rapid migra-
tion. The key goal of this design is to achieve high applica-
tion performance even under resource pressure. To evaluate
this, we expose Nu and our applications (§5) to compute
and memory resource pressure and measure the application
performance as proclets migrate to other machines. We skip
SocialNetwork for compute pressure, as this application can
handle it with a standard front-end load balancer. We run
experiments using 32 machines, one of which serves as the
controller (§4.4). The remaining machines are either proclet
servers or clients, and we partition them appropriately for the
application (Figure 6). To evaluate Nu’s ability to manage
disruptions under demanding load conditions, we generate
enough client load to use ≈70% of CPU capacity across all
proclet servers. Then, we induce resource pressure on one
proclet server, causing it to migrate its proclets to the other
servers.

In these experiments, memory pressure comes from an
antagonist process that allocates memory as fast as Linux’s
virtual memory subsystem permits (≈ 7 GB/s measured in
our machine with 4K pages). Once the memory usage of the
machine goes above the threshold, Nu starts to migrate pro-
clets to free memory. A good result would show Nu migrating
proclets sufficiently quickly to keep up with the allocation
rate of the antagonist, without disrupting application perfor-
mance. To assess the benefit of rapid migration, we compare
Nu against a baseline that emulates MigrOS [61], a recent
RDMA-based live migration system. To emulate MigrOS, we
throttle Nu’s migration speed to 600 MB/s on average with a
200 ms initial delay. Since migration speed is slower than the
antagonist’s memory allocation, the machine starts swapping.
We swap to a fast device: Linux brd, a block device backed
by RAM. (The common alternative—killing processes—is
even more disruptive, wastes work, and yields no meaningful
baseline.)

Figure 7a shows the 99.9th percentile latency of client re-
quests in the SocialNetwork application. At t=3.9s, the an-
tagonist starts allocating memory, and once Nu’s runtime
detects that the free memory size goes below 1 GiB (a con-

figurable threshold) at 4.9s, it starts migrating proclets to
another machine. During the migration, client-perceived la-
tency increases by less than 19%. At t=5.7s, all proclets have
migrated and latency recovers. Figure 7b shows the same ex-
periment with the baseline (Nu emulating MigrOS’s migration
speed). Since it migrates memory slower than the antagonist
requests, memory runs out at t=5s and Linux starts swapping.
Thus, the 99.9th latency increases from 639µs to 206ms. The
antagonist finishes at t=10s, and latency eventually recovers
as memory use drops. Figure 8 summarizes the results for the
same experiment on KVS and k-means, which show a similar
trend (graphs in §A.1).

Compute pressure is harder to handle well than memory
pressure as the CPU use can spike instantly. Figure 9 shows
that Nu experiences a higher performance impact when faced
with an antagonist that suddenly uses half the available CPU
cores. However, disruption is still short-lived as Nu resolves
pressure rapidly through fast migration. By contrast, the per-
formance impact on the baseline lasts ≈15× longer.

These results show that Nu frees resources quickly under
pressure, migrating proclets faster than Linux can allocate
memory. Consequently, the pressuring workload (here, the
antagonist) neither runs out of resources nor slows down,
and the applications experience only modest tail latency in-
creases. This means that Nu-based applications can use spare
resources without risk: Nu can always migrate proclets if
other workloads need the resources.

6.2 Comparison with Existing Implementations

Nu seeks to provide logical processes that match or exceed
the performance of current architectures even in the absence
of resource pressure. Although Nu allows distributed opera-
tion, local proclet invocations would ideally match the per-
formance of computing on a single machine. We therefore
compare the performance of Nu-based applications to base-
line implementations without logical processes on a single
machine. We measure tail latency under varying load for long-
running services (SocialNetwork and KVS), and throughput
for k-means. A good result would show Nu matching the
baseline on NUMA-optimized, compute-intensive applica-
tions (e.g., Phoenix k-means), and it would outperform the
baseline on RPC-based applications because Nu’s fastpath
avoids RPC overheads.

Figure 10 shows the results. Nu matches or exceeds the
baseline’s performance in all cases. For SocialNetwork (Fig-
ure 10a), Nu serves about 850k requests/second with sub-
millisecond 99.9th percentile latency. The baseline implemen-
tation, which runs microservices in Docker containers and
uses Thrift RPCs, scales to only 8,000 operations/second, with
a 9–60 ms 99.9th-ile latency (very left of the graph). Nu outper-
forms the baseline because its fastpath avoids the overheads
of loopback RPCs (serialization and network syscalls) with a
single machine. For KV Store, Nu outperforms memcached
on Linux by 15×, serving 12M operations/second to mem-
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(a) Nu (fast migration). (b) Baseline (slow migration).

Figure 7: SocialNetwork runs alongside a memory antagonist that starts at 3.9s. When the memory usage reaches the high watermark, Nu
starts migrating proclets rapidly (the gray window). By matching the allocation speed of the antagonist, Nu keeps the memory usage flat and
resolves the pressure in 0.86s. SocialNetwork’s 99.9th-ile latency is unaffected. By contrast, the baseline fails to migrate fast enough and starts
swapping, which leads to 206ms latency (322×). After the antagonist finishes, the memory usage and the latency gradually return to normal.

Workload
[Disruption Effect]

Baseline
(Slow migration)

Nu
(Fast migration)

Duration Effect Duration Effect
SocialNetwork
99.9th Lat. [µs]

9.14s
206ms
(322×)

0.86s
761µs
(1.2×)

KV Store
99.9th Lat. [µs]

60.94s
1.64s

(>10,000×)
2.10s

85µs
(2.6×)

K-Means
Tput. [# iters/s]

0.73s
3.25

(-33%)
37ms

4.71
(-2.9%)

Figure 8: Under memory pressure, proclet migration with Nu sees
shorter disruption and better performance during disruption than
migration at state-of-the-art process live-migration speed (baseline).

Workload
[Disruption Effect]

Baseline
(Slow migration)

Nu
(Fast migration)

Duration Effect Duration Effect
KV Store

99.9th Lat. [µs]
7.96s

874µs
(26.5×)

0.54s
1086µs
(32.9×)

K-Means
Tput. [# iters/s]

0.65s
2.41

(-50.3%)
24ms

4.57
(-5.8%)

Figure 9: Under compute pressure, Nu sees short disruption and
acceptable performance during proclet migration.

cached’s 800k at sub-millisecond latency (Figure 10b). Cru-
cially, Nu performs as well as the same KV Store running on
Caladan [28], which also uses kernel-bypass networking and
a user-level threading runtime. Finally, Nu matches Phoenix
MR’s performance (Figure 10c). Phoenix MR is designed for
scalability on a single NUMA machine, and exploits shared
memory for performance, so it is a strong baseline. The k-
means workload requires sharing the intermediate clustering
result across all workers. In a shared-memory setting, this
shared state can be a global variable (as in the baseline), but
in a distributed framework would involve per-worker copies.
Since Nu supports migration, it must be prepared to oper-

ate distributedly and keep per-worker (per-proclet) copies,
which amplifies the application’s cache footprint on a single
machine. We therefore compare two Nu setups: per-worker
copies (label Nu) and global state (NuG), and add a modified
baseline with per-worker states (BaselineP). NuG measures
the overhead of Nu’s infrastructure with pinned (unmigrat-
able) proclets. The overall results show that Nu’s proclet
invocations on a single machine are fast enough to match the
performance of single-machine baselines.

6.3 Scalability

Next, we consider how Nu scales as the proclets of a logical
process are spread across many machines. For each of our
three applications, we run an experiment where the runtime as-
signs its proclets round-robin across servers. We consider two
versions of the SocialNetwork application: the one from §6.2,
which we wrote with logical processes and proclet decompo-
sition in mind; and a second version that mirrors the exact
microservice decomposition in DeathStarBench. We measure
throughput for equal-sized input, i.e., a strong-scaling setup.
Because Nu’s local proclet invocation is faster than remote in-
vocation, the single-machine setup has a substantial efficiency
advantage, which makes linear scalability difficult to achieve.
An ideal result would therefore show scalability close to linear
as the number of machines increases.

We show the results in Figure 11. Nu scales well in all
three applications, and achieves nearly linear scalability for
KV Store and k-means. The SocialNetwork application is
the most challenging to scale (Figure 11a). A direct port
from the original microservice architecture to Nu (where each
microservice becomes one proclet) results in many proclets
with methods that have low compute intensity. When invoked
remotely, calls to these methods can be costly, while the ad-
ditional resources of a remote machine speed up the more
compute-intensive invocations. On balance, Nu’s throughput

1418    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



(a) SocialNetwork (b) KV Store (c) K-means

Figure 10: Nu-based applications match or outperform baselines on a single machine. For SocialNetwork, Nu’s fastpath helps it outperform the
expensive RPCs in the baseline; in KV Store, Nu matches Caladan’s [28] performance; and for k-means, Nu matches the baseline depending on
how state is represented: as a global shared array (typical in a NUMA setting) or as per-worker arrays (as in distributed settings).

(a) SocialNetwork (b) KV Store (c) K-means

Figure 11: Nu scales well as the number of machines increases. The Nu-native SocialNetwork application, which merges the baseline’s
stateless microservices, scales better than the direct port of the baseline because its proclets better amortize the cost of remote invocations.
K-means scales sub-linearly as the overhead of broadcasting each iteration’s intermediate results increases with the number of machines.

still increases with the number of machines—from 786k to
1.37M ops/sec—but less so than when the application is de-
composed into proclets that have sufficient compute intensity
(786k to 8.44M ops/second). However, both Nu-based imple-
mentations perform one to two orders of magnitude better
than the DeathStarBench baseline (45k ops/sec). The KVS
implementation on Nu scales very well (Figure 11b) as it re-
lies on client-side request steering (in response to hints from
Nu’s runtime) to direct clients’ requests to the right machine,
which then makes a local proclet invocation. K-means (Figure
11c) has high compute intensity, which makes scaling easy.

We conclude from these results that Nu’s logical processes
scale well when proclets are distributed across machines if
a proclet’s methods have sufficient compute intensity. §6.4.1
evaluates the impact of compute intensity on Nu’s efficiency.

6.4 Design Drill-Down

6.4.1 Impact of Compute Intensity

We now examine the efficiency of Nu’s mechanism for proclet
method invocation (§3.2). Intuitively, the more compute an
invocation does, the easier it is to amortize the overheads of
the invocation (serialization, networking, and threading); yet,
the lower these overheads are, the better Nu’s performance
becomes. Our experiment is a sensitivity analysis in which we
vary the compute duration in a proclet’s method between 0.1

and 50µs, and we measure the aggregate invocation through-
put. We use sufficient threads to maximize throughput, saturat-
ing the machine that runs the proclet. We consider two cases
for Nu: two proclets in the same machine (local), and proclets
in different machines (remote). We compare the performance
of Nu against three common mechanisms to invoke a task: (i)
a function call in a Linux process; (ii) an RPC using Thrift, a
popular open-source RPC framework [75]; and (iii) an RPC
using a modified Thrift that uses Caladan [28] to reduce TCP
and threading overheads. We measure throughput in a closed-
loop setting. A good result would show performance of Nu
close to local function calls for local invocations, and at least
as good as Thrift for remote invocations.

The results in Figure 12 show that when the invocation
is local, Nu’s performance tracks closely that of Linux func-
tion calls. This happens because of Nu’s fastpath for local
invocations. When invocation is on a remote proclet, com-
pute intensity (invocation duration) matters. For short invoca-
tions (0.1µs), Nu is ≈13× worse than local function calls, but
2.4× better than Caladan-based Thrift (and 29.4× better than
Thrift on Linux). As the invocation becomes more compute-
intensive, these gaps close: for a 10µs task, Nu’s remote in-
vocation achieves 85% of local function call throughput. We
conclude that locality matters for remote proclet invocations
with low compute intensity, but that Nu delivers near-single-
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Figure 12: Efficiency (y-axis) of Nu invocations as a function of
compute intensity (invocation duration), normalized to Linux func-
tion call throughput. Nu’s local proclet invocation matches the per-
formance of a function call, and Nu outperforms Linux Thrift by
2.4–29.4× for remote invocations when compute intensity is low.

machine performance for tasks with compute intensity as low
as 10µs.

6.4.2 Migration Time and Bandwidth

We now measure the time it takes to migrate a proclet in Nu.
The experiment migrates proclets of varying sizes to another
machine and measures the migration time. We vary the test
proclet’s memory size by adjusting its heap size, from 64 KiB
to 16 MiB. The proclet has a single thread with a small stack
(64 bytes). A good migration latency would be ≈100µs for
modest-sized proclets—orders of magnitude faster than tra-
ditional resource balancing mechanisms. For larger proclets,
we expect the latency to approach network transfer time.

Heap Size Migration Time [µs]
25 GbE 100 GbE 200 GbE

64 KiB 21 21 9
1 MiB 343 111 61
2 MiB 683 216 108

16 MiB 5,452 1,512 771

Figure 13: Nu migrates proclets with different heap sizes (64 KiB–
16 MiB) faster with increasing network speeds (25/100/200GbE).

Figure 13 shows the results. With 100 GbE (i.e., the net-
work setting used for all other experiments), Nu migrates
small proclets (up to 1 MiB) in under 125µs. This corresponds
to a bandwidth of 3–9 GB/s. For larger proclets (2 MiB–16
MiB), the latency varies from 200µs to 1,500µs, which corre-
sponds to a bandwidth of≈11 GB/s, close to the 100 GbE line
rate. The results of 25 GbE and 200 GbE show similar trends.
Proclet migration benefits from higher network bandwidth;
for example, with 200 GbE, Nu only takes ≈100µs to mi-
grate a 2 MiB proclet. We conclude that Nu migrates proclets
quickly and that its migration uses the network efficiently.

6.4.3 Controller Performance

To understand whether Nu’s controller can become a perfor-
mance bottleneck, we benchmark it as a standalone compo-
nent to measure its capacity. Depending on the type of control
message, the controller achieves 0.79-0.96 million msg/s. This
is two to three orders of magnitude higher than the real load

demand (542–21,450 msg/s) we measured in the end-to-end
experiments (§6.1). This makes sense as Nu’s runtime caches
the proclet location resolution result, thereby moving the con-
troller off the critical path of steady-state application traffic.
The controller is only involved in the control plane of initial
proclet location resolution and migration.

6.4.4 Proclet Replication

Nu allows replicating proclets for fault-tolerant operation.
Replication imposes overhead because it forwards all invoca-
tions of a proclet to a backup in a different machine (§3.5).
We measure the invocation throughput of calling 8,192 re-
mote replicated proclets, as we vary the compute intensity as
in §6.4.1. These invocations do not have sub-operations. The
baseline is the same setup without replication. A good result
would show a modest loss of throughput with replication.

Compute Intensity [µs]
Throughput [MOPS] 0.1 1 10 20 30

with replication 13.18 10.56 2.52 1.52 1.12
without replication 21.04 14.86 3.56 1.97 1.37

Figure 14: Replicated proclets achieve 63–82% of unreplicated
throughput, depending on compute intensity.

Figure 14 shows the results. Throughput drops by 37% with
a 0.1µs compute intensity, but this drop gradually shrinks to
18% as compute intensity grows to 30µs. Replication adds
≈1.2µs to each operation to invoke the backup proclet, an
overhead that gets amortized at larger compute intensities.
This result shows that fault-tolerance for critical proclets is
feasible and need not come at severe performance cost.

7 Conclusion
We presented logical processes, a new abstraction that decom-
poses an application into proclets, which are small units of
state and compute. Logical processes and proclets solve a key
hindrance to increasing datacenter resource utilization: the
lack of microsecond-granularity fungibility in resource use.

We found that logical processes and our Nu prototype im-
prove fungibility by making applications granular and mi-
grating proclets quickly under resource pressure. For three
applications, Nu matches the performance of strong baselines,
scales well, and migrates their proclets within hundreds of mi-
croseconds with little disruption to application performance.

Nu is available as open-source software [66].
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A Appendix
In this appendix, we include the end-to-end performance re-
sults under resource pressure that were not included in §6.1
due to the space constraint.

A.1 Application Performance Under Memory Pressure

Figure 15 presents the 99.9th tail latency of KV store under
memory pressure. The results are similar to the SocialNetwork
results (Figure 7). Figure 16 shows the K-Means performance
under memory pressure using the throughput metrics as it is
a batch application. Nu achieves 97% throughput during mi-
gration, whereas the baseline only achieves 67% throughput.
Here we do not show the memory utilization as K-Means has
a tiny per-machine memory footprint. The baseline has lower
performance mainly because of the long task pausing time
caused by slow migration.

A.2 Application Performance Under Compute Pressure

In the next experiment, we evaluate Nu’s performance un-
der compute pressure. Compute pressure is harder to handle
well than memory pressure, since Nu’s solution to resource
pressure—proclet migration—itself consumes compute re-
sources. The antagonist process in this experiment is a syn-

thetic CPU-spinning workload that occupies half the CPU
cores on the machine, reducing the compute resources avail-
able both to the application and to Nu’s proclet migrations. In
addition, the CPU load of the antagonist can spike instantly;
this is different from the memory load which only increases
gradually. Therefore, we would expect a higher impact on
application performance than when Nu migrates proclets un-
der memory pressure. A good result for Nu would show that
the application still achieves acceptable performance, even if
degraded for some (ideally short) time.

Figure 17a shows Nu’s results. At t=4.9s, the compute
pressure starts on one machine, taking away half of the ap-
plication cores, and Nu immediately starts migrating proclets
to reduce load on the machine. 99.9th latency increases from
33 µs to 1086 µs. This latency spike makes sense as the ma-
chine’s compute resources are degraded by 50% and Nu needs
additional compute to migrate proclets. The latency gradually
decreases as proclets migrate and the other machine starts
serving client requests, and soon recovers back to 33 µs as the
migration ends at t=5.44s. In contrast, for the baseline, the
latency disruption lasts 7.96s, which is 15X of the Nu’s 0.54s
duration. Figure 18 shows the result of K-means. Nu takes
24ms to resolve the pressure and achieves 94.2% throughput

(a) Nu (fast migration). (b) Baseline (slow migration).

Figure 15: For KV store under memory pressure, Nu is able to maintain 99.9th tail latency under 85µs as it migrates proclets faster than the
memory allocation speed of the antagonist. In contrast, the baseline suffers from poor tail latency (≈ 2×106µs) since it cannot keep up with the
allocation speed and has to swap memory.

(a) Nu (fast migration). (b) Baseline (slow migration).

Figure 16: For K-means under memory pressure, Nu maintains stable throughput during migration, whereas the baseline only achieves 67%
throughput. We do not show the memory utilization here as K-means has a tiny per-machine memory footprint.
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(a) Nu (fast migration). (b) Baseline (slow migration).

Figure 17: Under compute pressure, the KV store server becomes overloaded and the client-perceived 99.9th tail latency spikes from 33 µs to
≈1 ms. Nu only takes 0.54 s to fully recover the performance, while the baseline requires 7.96 s (≈15X).

(a) Nu (fast migration). (b) Baseline (slow migration).

Figure 18: For K-means under compute pressure, Nu takes 24ms to resolve the pressure and achieves 94.4% throughput during migration. In
contrast, the baseline takes 0.65s and only achieves 49.7% throughput.

during migration. In contrast, the baseline takes 0.65s and
only achieves 49.7% throughput.

These results demonstrate that Nu’s logical processes react
quickly to CPU pressure. Some performance degradation is
unavoidable, but the impact is short-lived: after a sub-second
delay, proclet migrations relieve the resource pressure.
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Abstract
Emerging high-quality real-time communication (RTC) appli-
cations stream ultra-high-definition (UHD) videos with a high
frame rate (HFR). They use edge computing, which enables high
bandwidth and low latency streaming. Our measurements, from
the cloud gaming platform of one of the largest gaming compa-
nies, show that, in this setting, the queue at the client-side decoder
is often the cause of high latency that hurts the user’s experience.
We, therefore, propose an Adaptive Frame Rate (AFR) controller
that helps achieve ultra-low latency by adaptively coordinating
the frame rate with fluctuating network conditions and decoder
capacity. AFR’s design addresses two key challenges: (1) queue
measurements do not provide timely feedback for the control
loop; and (2) multiple factors control the decoder queue, and
different actions must be taken depending on why the queue
accumulates. Both trace-driven simulations and large-scale de-
ployments in the wild demonstrate that AFR can reduce the tail
queuing delay by up to 7.4× and the stuttering events measured
by end-to-end delay by 34% on average. AFR has been deployed
in production in our cloud gaming service for over one year.

1 Introduction
Emerging network technologies like 5G have gotten both
academia and industry excited about high-quality real-time
communication (RTC) applications with ultra-high definition
(UHD), high frame rate (HFR), and reduced delays. Examples
include cloud gaming [41, 82], virtual reality [37, 88, 63] and 4K
video conferencing [40, 49]. Some high-quality RTC services
have already been deployed in production (e.g., cloud gaming
from Google [3], Microsoft [1], Nvidia [5]). For example, the
market share of cloud gaming reached one billion dollars in
2020, with an expected growth rate of 30% [19].

To achieve a satisfactory user experience, those applications
need to stream with high resolution, high frame rate, and a low
delay (§2). For example, cloud gaming services deliver content
with a resolution of ≥1080p [3] and frame-rate of 60fps [61],
while requiring a tail end-to-end delay of less than 100ms [43].
Streaming like this significantly improves users’ experience and
enables new applications.

This paper argues that, in addition to modulating bitrate
to match network capacity, a high-quality RTC system must
regulate the queuing at the decoder queue. For traditional
standard quality RTC, the time required to decode a frame is
much shorter than the interarrival time of frames. Thus, the
decoder queue is not a bottleneck and a traditional RTC service
only needs to adjust the bitrate to match the network bandwidth.
However, in high-quality RTC, the high frame rate reduces the
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High 
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Figure 1: Comparison of the decoder queue between traditional
and high-quality RTC applications. Due to the high frame rate and
resolution, when network condition or decoder capability fluctuates,
high-quality RTC applications may overload decoder queues, leading
to high delay at the tail.

time between the arrival of frames at the client, while the high
resolution increases the decoding delay for each frame. At the
decoder queue, the frame arrival rate frequently exceeds the
departure rate, leading to a long queue, as shown in Figure 1.
The video delivery is required to not only adapt the bit-rate to the
network bandwidth but also coordinate with the decoder queue
capacity. From measurements of our production cloud gaming
service, Tencent Start [4], we find that video delivery without
coordinating the queue capacity could introduce a non-negligible
queuing delay at the client-side decoder queue. Moreover, such a
queuing delay accounts for a large proportion of delayed frames
in satisfying the much tighter delay requirement of high-quality
RTC, especially when the network delay has been reduced with
recent infrastructure developments (e.g., edge computing [57]).
According to our measurements, among all frames with a total
round-trip delay of >100ms, 57% of them have been delayed
at the decoder queue for >50ms (§3.1). Our survey finds that the
future demands of UHD and HFR video will further exacerbate
the problem, even with the evolution of decoding hardware (§3.1).
Therefore, for high-quality RTC, to reduce the end-to-end delay,
it is essential to reduce the queuing delay at the decoder.

Not all interventions are effective at regulating the queuing at
the decoder queue (§3.2). For instance, decoding delay is not af-
fected much by bitrate. It is affected by resolution, but adjusting
the resolution requires the client to request a new key frame. This
consumes bandwidth and incurs several extra frame intervals of
delay. Discarding a frame at the client also requires a new key
frame, which incurs the same cost. Hence, we introduce an adap-
tive frame-rate (AFR) controller, which controls the frame rate
at the encoder. Reducing frame rate gives the decoder more time
to process frames. Hence, it is effective at reducing the queue
length. Further, edge streaming services offer short RTTs, which
means the control loop to adjust the encoder’s frame rate is short.

Note, there have been previous efforts to adapt the frame-rate
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(e.g., CU-SeeMe [38] decades ago). However, the development
of decoding hardware had made it redundant in the recent decade,
and traditional RTC in the recent decade is mostly bottlenecked
in the network. In this paper, we show how high-quality RTC,
with UHD resolution, HFR, and stringent delay requirements,
has changed this. We further improve upon these proposals in
two ways. First, existing control mechanisms are based on delay
or queue length [60, 34, 77], which are slow to react since they
need to wait for the queue to build up. AFR instead relies on
the arrival and service processes in addition to the queue length
to adjust the frame rate. Second, not all increases in decode
queuing delay need to reduce the frame rate. For instance, when
queuing delay increases due to a transient burst of arriving
packets. Hence, AFR uses two control loops that adjust the
frame rate at different time scales.

We implement the AFR controller on both simulators and
the production of the cloud gaming service from Tencent
Start [4]. Trace-driven simulations and deployments in the wild
demonstrate that AFR could effectively reduce the tail queuing
delay by up to 7.4×, and consequently reduce the ratio of frame
stutters measured by total delay by up to 2.2× (§6.1 and §6.5)
with negligible overhead. AFR has been deployed on Tencent
Start since February 2021, serving millions of sessions. We will
release the collected traces and the simulation code.

We make the following contributions:
• We carry out a month-long measurement campaign to

motivate the significance of controlling queuing delay at
the decoder queue, and identify the unique challenges from
high-quality RTC with stringent delay requirements (§3).

• We design a hierarchical frame-rate controller, AFR, to
control the decoder queue towards an ultra-short delay under
different scenarios for high-quality RTC (§4).

• We evaluate AFR with both trace-driven simulations and
large-scale deployments in production in the wild (§5). Our
evaluation shows that both queuing delay and total end-to-end
delay could be significantly improved (§6). AFR has been
used in deployment for over one year.

2 Background: High-Quality RTC
High-quality RTC applications are attracting attention from the
industry and academia. A series of high-quality RTC products
have been released recently, including cloud gaming [3, 1, 5],
virtual reality (VR) [12, 11, 6], and 4K videoconferencing [8].
For example, by generating high-quality content and streaming
to the user via Internet, users can enjoy better video quality with
low-cost devices. Specifically, the high-quality RTC has the fol-
lowing features standing out from traditional RTC applications:
• High frame-rate. Traditional RTC usually delivers content

with a low frame rate (LFR) of 24fps [9]. However,
high-quality RTC requires a frame rate of up to 60fps, some
of which even require a frame-rate of 240fps [73].

• High resolution. Most existing RTC applications are delivered
at SD resolutions by default (e.g., 360p for Google Meet [7]).
In contrast, high-quality RTC applications require a resolution
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Figure 2: A general delivery pipeline of RTC services. We highlight
the major contributing components in the tail end-to-end delay of
high-quality RTC according to our measurements in red.

of 1080p to 4K or higher [62].
• Stringent delay requirement. Furthermore, high-quality RTC

applications also have stringent latency requirements. For
example, videoconferencing requires a round-trip interaction
delay of 150ms [9] and gaming for 100ms [43].

Existing delivery pipeline. To better understand the bottleneck
of high-quality RTC, we present the key components of the
existing RTC delivery pipeline in Figure 2. First, the video
encoder captures the contents generated from video sources
(e.g., gaming applications [23, 57]) and encodes them into video
frames. Then, encoded frames are sent over the network from
the streaming server to user clients. After that, on the client
side, upon receiving new frames from the network, the decoder
will decode those frames. Finally, decoded video frames will
be displayed on users’ displays.

Optimization goal: low tail delay. With the intelligence
from each community, the delay of each component has been
intensively optimized in recent research efforts. To reduce
the network delay, existing providers either deploy stream
servers at the edge [57, 74], introduce low-latency congestion
controllers [16, 25], or suggest users use wired connections. For
example, recent measurements unveil that cloud gaming services
could deliver the RTC streams with an average round-trip
network delay of 20ms [57, 26]. Similarly, streaming encoders
are optimized for low latency to satisfy the stringent delay
requirements in high-quality RTC services [58, 69, 34].

Meanwhile, optimizing the tail performance is also critical for
user’s experience for high-quality RTC [56]. The increase in tail
delay will result in frame stuttering or freezing, degrading the
user’s experience. Quality of experience assessment frameworks
in video streaming usually individually calculate the stuttering
time as a penalty to the user’s experience [33, 80]. Considering
the high frame rate of high-quality RTC, further tails of 99th
or 99.9th percentiles need to be focused on. For example, at
the frame rate of 60fps, even the 99.9th percentile delay could
happen every 16 seconds. Especially for applications such as
cloud gaming, such a delay might lead to the loss of the game
(e.g., stalls when the gamer is discovered by the opponent in a
shooting game) [67, 43]. Therefore, it is essential to control
the tail delay and reduce frame stutters for high-quality RTC.

3 Motivations and Challenges
In this section, we first explain the formulation of drastic queuing
delay in high-quality RTC (§3.1). We then present our thinking
over the design choice of adjusting frame rate (§3.2). We
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Figure 3: Release year and benchmark score distribution of user de-
vices in production. We use the single-core score in GeekBench [15]
for the CPU benchmark and Aztec Ruins Normal Tier score in
GFXBench [13] for the GPU benchmark.
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Figure 4: While network delay should usually be blamed when the
total delay is above 200ms, queuing delay plays a dominant role
among all frames with a total delay of more than 100ms. The color
indicates the conditional probability P(X>Xth|T >Tth) for X∈{N,Q}.
Stars denote Xth=50ms, Tth=100ms.

further analyze the unique challenges of effectively achieving
an ultra-short queue (§3.3).

3.1 Motivation: Drastic Queuing Delay
Observation: decoder queuing delay is a critical contributor
to the total delay at the tail. We profile the delay of each frame
at each stage in the delivery pipeline in Figure 2. We measure
the Tencent Start cloud gaming service for a month in 2021,
containing tens of thousands of users, with thousands of different
CPU and GPU models. We present release dates and benchmark
scores of CPU and GPU in Figure 3 and list top models in
Appendix B.1. Unless other specified, all measurements in this
paper are analyzed from this dataset.

According to our measurements, among all components in
the pipeline, the network, queuing (at the decoder queue), and
decoding delay are >10ms at the 99th percentile. We highlight
them in red in Figure 2. The tail of the application and encoding
delay is light since they are processed on commercial servers,
which are stable compared to networks and heterogeneous clients.
Therefore, we focus on the network, queuing, and decoding
delay in the following discussion. We leave the measurement
results to Appendix B.2.

We investigate how these three components contribute to
the increase of total delay at the tail. For each frame, we
denote N, Q, D, and T as the network, queuing, decoding,
and total end-to-end delay. We then calculate the conditional
probability of P(X >Xth|T >Tth) for each X ∈{Q,D,C} from
our measurements, where Xth and Tth are thresholds for statistics.
A high conditional probability suggests that the component is
more likely the cause of T >Tth. We calculate the conditional
probability with different thresholds, and present the results for

Figure 5: Illustration of the 99th percentile of the utilization ρ of the
decoder queue. For high-quality RTC applications (in the top-right
corner), the decoder queue is heavily loaded at the tail (shaded red),
resulting in an increase of queuing delay at the tail.

network delay and queuing delay in Figure 4.
As we can see, when analyzing the root causes of frames

with T>200ms for traditional RTC services, network delay has
a high probability (shaded red) to be blamed. However, when
analyzing the frames with T>100ms, queuing delay dominates
the increase of total delay. Our measurements show that among
all frames with an end-to-end total delay of more than 100ms,
queuing delay increase happens more frequently than all other
component delays: 57% of them have a queuing delay of more
than 50ms (stars in Figure 4). Considering the stringent delay
requirement of ∼100ms for high-quality RTC, the increase in
queuing delay plays a dominant role.

Root cause: The UHD resolution and HFR jointly contribute
to the increase in queuing delay. Compared to LFR streaming,
HFR increases the arrival rate of the decoder queue by reducing
the interarrival time between frames. Also, UHD decreases
the departure rate compared to SD streaming by increasing the
decoding delay of each frame.

Specifically, we illustrate how the frame rate and resolution
could affect the load of the decoder queue by presenting the
99%ile queue utilization in Figure 5. We scale the distribution of
interarrival time and decoding delay from our measurements to
other frame rates and resolutions. As we can see, for traditional
RTC services (the down-left corner), due to their low frame
rates and resolutions, the decoder queue still has a utilization of
ρ ≪ 1 at the tail. However, for high-quality RTC applications
(the up-right corner), the decoder queue would be heavily loaded,
leading to a drastic queuing delay.

The issue is the inconsistency of the decoder’s performance on
average and at tail. In fact, many of the hardware decoders that
we measured claim to support UHD and HFR videos (e.g., Nvidia
GTX series in Table 4). However, according to our measurement,
supporting UHD and HFR does not really mean consistently
supporting. For example, the decoding delay can fluctuate due to
numerous reasons including overheating at the client [64], CPU
scheduling (§5.1), and the prediction errors [48], all of which are
difficult to control for an application. From our measurement
with devices in production, the decoding delay is 18ms at the
99th percentile even with hardware acceleration (Appendix B.2).
Note that at the frame rate of 60fps, the interarrival time between
frames is 16.7ms, resulting in a heavily loaded decoder queue at
the tail.

We further analyze the necessity and sufficiency between the
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Figure 6: A trace for the accumulation of decoder queue. Note that this
is an illustrative example – the distribution of all traces can be found
in Appendix B.4.
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Figure 7: Decoding hardware cannot keep pace with the rapid increase
of demands of videos with high resolution and frame rate. Note that
the required decoding speed from demands is the frame rate times the
square of resolution times the aspect ratio.

increase of other components and total delay in Appendix B.3
and figure out that the minor fluctuation of decoding delay leads
to the increase of queueing delay. From the queuing theory, when
the queue is heavily loaded, the queuing delay will drastically
increase [32]. This is because while the decoding delay is con-
tinuously fluctuating, the queuing delay is accumulating all the
fluctuations of precedent frames. Especially in heavy traffic, a
minor fluctuation of the decoding delay could result in a magni-
tude increase in queuing delay. We refer the readers to [32] for
more theoretical analysis. Illustratively, we present a trace from
our production service in Figure 6. In the trace, the interarrival
time is 16ms, and the decoding delay is 18ms, while the queuing
delay is 54ms on average. The continual increase of the decoding
delay, although not much by magnitude (18ms) and not long
by duration (20 frames, approximately 0.3s), leads to a drastic
queuing delay. If such a trace happens with a probability of
1%, we will have a 99th percentile decoding delay of 18ms, and
a 99th percentile queuing delay of 55ms. In this case, the tail
queuing delay is much higher than the decoding delay, which
also contributes to more than half of the end-to-end stutters as
analyzed in §3.1.

Trend: hardware decoders cannot keep pace with the
increasing demands of UHD and HFR video. User demands
for video have increased sharply, as shown in Figure 7(a). For
example, the highest supported resolution and frame rate of
YouTube have increased from 360p@30fps (7Mpx/s) in 2005
to 8K@60fps in 2015 (2Gpx/s), doubling every 14 months
on average. Emerging services at 16K [85, 62] or 240fps [73]
further indicate the future demands of UHD and HFR streaming.

However, the decoding speed of the hardware is not increasing
as fast. We summarize the decoding speed of state-of-the-art

video decoders from recent academic papers [53, 30, 90, 91, 89,
85]. As shown in Figure 7(b), the decoding speed of the state-
of-the-art decoding hardware doubles only approximately every
27 months (blue dotted line). Meanwhile, we also calculate the
required decoding speed from the existing demands of videos
by multiplying the estimated resolution and frame rate from
Figure 7(a) and plot the estimation in red in Figure 7(b). The re-
quired decoding speed from demands, doubling every 20 months,
(red dashed line) increases much faster than the development of
decoding hardware (blue dotted line), indicating the continuous
incapability of decoding hardware for UHD and HFR videos.

In addition to the state-of-the-art hardware, there are still
a considerable number of low-end and mid-end devices in
our users. User devices, even in the same generation, could
also be very heterogeneous. For example, in Figure 3, notice
that the performance of Intel Iris Xe is 2× better than Intel
UHD 770 even though the latter is more recent. Thus, there
is heterogeneity in user devices even in the same generation.
Moreover, new video codecs (e.g., H.265), although with a
higher compression ratio, even slow down the decoding speed
by up to 60% [24, 55, 21]. In this case, the mismatch between
the decoder and UHD and HFR videos will further exacerbate,
making the queuing delay at the tail a lasting issue.

3.2 Choice: Controlling Proper Parameters

We motivate the need to adjust the frame rate. For an encoder,
there are three parameters that could be independently set,
including the frame rate, bit rate, and resolution. The encoder
will automatically optimize other parameters (e.g., quantization
parameters) based on current contents to achieve the target frame
rate, bit rate, and resolution. We refer readers to [17] for more
details on video codec.

We first analyze how these parameters could affect the delay
of different components. When the bit-rate increases, the network
delay will increase due to the congestion. When the resolution
increases, since the decoder needs to decode frames with larger
pixels, it needs a longer time to decode. The queuing delay
depends on the enqueue rate (i.e., frame-rate) and the dequeue
rate (i.e., decoding delay). In contrast, for example, if the bit-rate
decreases, yet the resolution is kept the same, the decoding
delay for each frame will hardly decrease due to the hardware
design of the codec, which we further measure in Appendix B.4.
Thus, relying on the total delay (e.g., Salsify [34]) would lead
to ambiguity in taking effective actions to reduce the delay.

Therefore, we need to individually control respective
parameters to reduce different delays. In response, we adjust
the frame rate to control the queuing delay for high-quality
RTC. When the fluctuations of the decoder and network result
in an increase of queuing delay, it is essential to adjust the
encoding parameters to reduce the queuing delay. In this case,
after collecting measurements from the client and network, the
encoder at the server could accordingly adjust the frame rate
for the following frames. We could dynamically specify certain
timestamps where new frames are encoded.
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(a) Stalled decoder services.
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(b) Bursty network arrivals.

Figure 8: Two traces of transient fluctuations of the decoder queue
from online traces. Legends are the same as Figure 6.

We further discuss several potential solutions and concerns of
adapting frame rates in Appendix A. In summary, adjusting the
resolution or dropping frames is impractical due to the significant
overhead of bandwidth. Statically choosing the frame rate based
on the client model is also insufficient due to the fluctuation of
decoding delay in the runtime. Moreover, since applications have
limited control over users’ systems, it is also impractical to control
the user’s system (e.g., pinning the application to a CPU core) for
a large-scale production-level service [14]. In terms of frame-rate
adaption, note that there are previous efforts in the adaption of
frame-rate (e.g., CU-SeeMe [38] decades ago). However, as we
discussed in §3.1, with the increase in resolution and frame-rate,
and the stringent delay requirements, we need to reemphasize the
significance of adapting frame rate now. We also show that it is
timely enough to control the frame rate over the Internet.
3.3 Challenges
Achieving an ultra-short queue. To achieve an ultra-short queu-
ing delay for the decoder queue, it is challenging to pick the
appropriate indicator to inform the controller when it needs to
take action. Existing signals (queue length [60] or queuing de-
lay [77, 34]) fail to achieve an ultra-short queuing delay. Since
the accumulation of the decoder queue is the consequence of the
fluctuation of the arrival or departure process, both the queue
length and queuing delay can only be observed when the queue
has already been built up. For the example in Figure 6, while
the decoding delay starts to increase at the 3rd frame, a non-zero
queue length can only be observed by the 9th frame. We also eval-
uate baselines based on queue length and queuing delay in §5.2.

In response, we want to capture the earliest signal to perceive
the potential queuing delay. Therefore, instead of measuring
the queuing delay, we want to estimate the potential increase
of queuing delay predictively. For example, inspired by recent
advances in congestion control [36, 50], a straightforward way
is to measure the dequeue rate of the decoder queue to estimate
the potential increase of the queuing delay.

However, in terms of tails, the arrival process is also
fluctuating, which could also lead to an increase in queuing
delays. For example, the network delay might increase by ten
times at the 99th percentile than the median [25]. In response,
to precisely avoid queue accumulation, we extend the designs
of [36, 50]: AFR comprehensively measures the arrival and
departure process and controls the queuing delay based on
queuing theory. We introduce the design in §4.2, and evaluate
the necessity of measuring the arrival process in §5.2.

Handling various events. Furthermore, the reason behind

Algorithm 1: Hierarchical AFR control.

Input: Enqueue process {An}, dequeue process
{Sn}, queue states Q. (An denotes the interarrival times,
and Sn denotes the decoding delays of frames {n}.)

Output: Target frame rate f .
1 f0= StationaryController({An},{Sn})
2 α= TransientController(Q)
3 f =α f1

the formulation of the decoder queue in high-quality RTC is
complex. As we introduced in §3.1, the stationary degradation
of decoding capacity could lead to the accumulation of the
decoder queue, e.g., the traces in Figure 6. Besides, the decoder
queue could also be accumulated due to transient contingencies.
For example, from our experiences in production, the decoder
might contingently experience a sudden decoding lag of ∼100
milliseconds (e.g., the 3rd frame in Figure 8(a)). The sudden
interference in wireless channels might also lead to the bursty
arrival of several frames (e.g., the 4th to 8th frames in Figure 8(b)).
In both cases, the decoder queue will be accumulated. Since
these transient fluctuations happen suddenly, it is challenging for
the controller to react by measuring enqueue and dequeue rates.

Thus, AFR differentiates the causes of queue accumulation
and reacts respectively to fluctuations at different time scales.
We design a stationary controller to avoid queue accumulation
in heavy traffic (§4.2), and a transient controller to reduce the
queuing delay in contingencies (§4.3).

4 Design – Adaptive Frame-Rate (AFR)
We first analyze the overall workflow of AFR in §4.1, and then
present the two controllers of AFR (§4.2, §4.3).

4.1 Workflow Overview
The workflow of AFR is presented in Algorithm 1. Specifically,
the stationary controller (§4.2) maintains the queue around an
ultra-short target based on dynamics of enqueue and dequeue
processes. By measuring the statistics of both processes, AFR
calculates the expectation of the queuing delay based on queuing
theory. The frame rate can therefore be optimized towards a given
queuing delay target (line 1). The transient controller observes the
queue states Q (queue length and queuing delay) and calculates
the discounting factor α ⩽ 1 (line 2) to further decrease the
frame rate when the queue formulates. The final frame-rate is
the stationary frame-rate f0 discounted by α (line 3). In this case,
AFR can react to various scenarios of queue accumulation.

4.2 Stationary Controller
As introduced above, we measure the arrival and service
processes and control the expected queuing delay of the queue.
Specifically, we use the Kingman formula as an approximation of
the expectation of queuing delay. Kingman formula is a widely
adopted approximation formula of queuing delay [45] for G/G/1
queues. Compared to other approximation methods, in this paper,
we adopt the Kingman formula to estimate the queuing delay
since its estimation is from both arrival and departure processes
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without relying on queue states, which could provide the earliest
signal for the potential queuing delay. According to the Kingman
formula, the expectation of queuing delay τqueue follows:

E
(
τqueue

)
≈
(

ρ

1−ρ

)(
c2

a+c2
s

2

)
µs (1)

where
ca=σa/µa, cs=σs/µs, ρ=µa/µs (2)

(µa, σa) and (µs, σs) are the mean and standard deviation of the
arrival and service processes:

µa=E{An},σa=
√

var(An),µs=E{Sn},σs=
√

var(Sn) (3)

From Eq. 1, the queuing delay is related to the following factors:
• Queue utilization ρ. The queuing delay will increase when

the queue is overloaded (ρ→1). The current frame rate and
decoding delay determine the queue utilization.

• Arrival and service fluctuations ca and cs. When the arrival
or the service processes fluctuate, the queuing delay will also
increase.

• Service time µs. Finally, the queuing delay scales with the
average decoding delay.

Therefore, we control the expected queuing delay by controlling
the right-hand side (RHS) of Eq. 1. We set E{τqueue} to a
pre-defined queuing delay target W0. Consequently, the target
frame-rate f0 could be calculated as:

f0=ρ/µs=1
/(

µs ·
(

1+ µs
W0

· c2
a+c2

s
2

))
(4)

Discussion: Approximation method. The AFR mechanism
supports any approximation formula by design. There are other
research efforts to control the queue. For example, recent efforts
in congestion control [36, 50] directly set the target utilization
(e.g., setting ρ = 0.95) and calculate the enqueue rate. In this
paper, we adopt Kingman formula to capture both the arrival
and departure processes, as discussed in §3.3. We also evaluate
the performance of other baselines in §6.1.

Measurements of queuing dynamics. According to Eq. 4, we
need to measure the mean and variance of the arrival and service
processes. Similar to the RTT measurements in TCP [44], we
adopt the exponentially weighted moving average (EWMA) and
exponentially weighted moving variance (EWMV) to estimate
the µs,σs,µa,σa in Eq. 1 and 2.

µ̂n=ξµxn+
(
1−ξµ

)
µ̂n−1

σ̂n=
√

ξσ (xn−µ̂n)
2+(1−ξσ )σ̂2

n−1

(5)

where xn denotes interarrival time An or service time Sn. µ̂n and
σ̂n are the EWMA and EWMV. ξµ and ξσ are the discounting
factors for the measurement of mean and standard deviation,
trading off between precision and sensitivity.

However, due to bursty arrival or stalled services (§4.1),
both the arrival and service processes could have significantly
deviated value. For example, the 3rd frame in Figure 8(a)
has a decoding time of 82ms while other frames are below
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Figure 9: Reflection in outlier removal. Figure 9(b) presents the
frequency of frames with r∈ [ 1

C ,C]. Measurement details in §5.2.

4ms. Such outliers will significantly deviate the estimation of
stationary statistics for a long period. In fact, as we discussed
in §4.1, these contingent events are designed to be handled
by the transient controller. Therefore, we need to filter those
outliers out to precisely estimate the stationary status of arrival
and service processes. Due to the highly skewed distribution of
decoding delay, existing outlier removal mechanisms based on
standard deviation (e.g., the three-σ rule [65, 68]) suffer from
differentiating stationary state transitions from outliers.

To capture the transitions of the status of decoders while elim-
inating the influence of the contingent outliers, we introduce an
outlier removal mechanism based on priori knowledge from mea-
surements in production. The key intuition is that decoding delay
differences (Sn − Sn−1) are related to the probability of being
outliers. For example, an increase of 20ms on decoding delay
is probably the transition between stationary states (Figure 6).
However, a sudden increase of 80ms on decoding delay is likely
to indicate that decoding delay is an outlier, which is usually the
scenario of contingent stalls in Figure 8(a). This is because com-
mercial decoders are usually able to decode frames at the frame
rate of 24fps on average. According to our measurements, when
the decoding delay difference is above 50ms, the possibility of be-
ing an outlier for that frame is 95%. Thus, we remove frames with
a decoding delay difference of >50ms in the stationary controller,
and leave the control of those frames to the transient controller.

We further characterize our observation based on measure-
ments in production. As shown in Figure 9(a), we quantify
the outlier with reflection ratio r, which illustrates the recovery
of decoding delay before and after the potential outlier. The
numerator is the difference between the current decoding delay
(τ0) and the average decoding delay of the previous 10 frames
(τ−10:−1), and the denominator is the difference between τ0 and
future decoding delay. For outliers of contingent stalled service
(e.g., the 3rd frame in Figure 8(a)), their reflection ratios would
approach -1. This is because previous frames and subsequent
frames have similar decoding delays, while the outlier has a
much higher decoding delay (τ0≫τ−10:−1≈τ1:10).

We then plot the relationship between the difference of de-
coding delay (τ0−τ−1) and the average reflection ratio (r) of all
frames with the same difference from our measurements in Fig-
ure 9(b). When the decoding time difference is larger than 50ms
(marked with a red arrow), the average reflection ratio is less than
-0.95, indicating that most frames in this scenario are outliers.
Therefore, the stationary controller in AFR does not calculate the

1434    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



K1

K2-1

K1+1

…

K2

dequeue

enqueue

(a) Queue. (b) Bursty network arrival. (c) Stalled decoder service.

Figure 10: Differences between bursty network arrivals and stalled
decoder services. The y-axis is the accumulated enqueue/dequeue
frames. For example, the enqueue curve in Figure 10(b) increases
from 1 to 2 at 1ms, indicating that frame #2 enqueues at 1ms.

frames with a decoding delay difference larger than 50ms.

Convergence time analysis. To help operators to better under-
stand the behavior of the stationary controller, we investigate the
convergence of the stationary controller during state transitions
of the service process. We want to answer the following question:
During the transition from stationary state (µ1,σ1) to (µ2,σ2),
how long will the stationary controller take to converge to the
new frame-rate and drain the potential accumulation of the queue
due to the transition?

We outline the main conclusion here and leave the detailed
analysis in Appendix E. When the control loop (round-trip delay)
of AFR is τ frames, the convergence time T0 is bounded w.r.t.
τ and W0, and is acceptable for most scenarios. For example,
when the average control loop of AFR is the interarrival time
of one frame (τ=1), and W0=2ms, the stationary controller
could converge to the new stationary state within 2 frames. We
illustrate the convergence time of the stationary controllers with
more settings in Appendix E.

4.3 Transient Controller
The transient controller is designed to handle the contingent
queue accumulations (§4.1). Therefore, we need to first
understand how we should react to these queue contingencies.

Understanding queue contingencies. As shown in Figure 8(a)
and 8(b), both stalled decoder services and bursty network arrivals
will cause a sudden increase in queue length. We illustrate the
enqueue and dequeue events of two contingencies in Figure 10.
In Figure 10(b), 5 frames arrive at the client together within 4ms,
resulting in a queue length of 4 when the 5th frame arrives and
observes, as illustrated with the LQ (blue arrow). In Figure 10(c),
the decoder takes 80ms to decode the 0th frame, when queued
frames cannot be dequeued to the decoder. Therefore, upon the
arrival of the 5th frame, it also observes a queue length of 4.

However, the bursty network arrivals and stalled decoder
services should be handled separately. In the scenario of
bursty network arrivals, the bottleneck of total delay is still
in the network due to its long network delay. As long as the
decoder is functional, even if multiple frames arrive at the queue
simultaneously, they could be processed efficiently (Figure 8(b)).
In this case, the queue will be drained in a short time, and we
do not need to reduce the frame rate. In contrast, the stalled
decoder service will drastically increase the queuing delay of
subsequent frames and needs adaption (Figure 8(a)). Thus, we
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Figure 11: Illustrations and measurements of the transient controller. A
series of linearly distributed dark blue clusters in Figure 11(b) indicate
that LQ and τQ are linearly correlated.

need to differentiate between the two scenarios.
Since both scenarios result in an increase in queue length,

they cannot be effectively differentiated with queue length only.
Our insight is that we can differentiate them with the sojourn
time of the first frame in the queue. As shown in Figure 10(a),
at the arrival of frame K2, the sojourn time τQ of the first frame
K1 and queue length LQ observed by K2 are:

τQ=t(K2)
enq −t(K1)

enq , LQ=K2−K1 (6)

where t(i)enq is the enqueue timestamp of frame #i, and frame #K1
is the frame at the head of the queue. For bursty network arrivals,
since frames arrive at the decoder queue simultaneously, when
the last frame of the burst arrives, the first frame has only been
queued for a short time. For example, τQ in Figure 10(b) is 4ms
(marked red). In contrast, for stalled decoder service, the head
frame has been blocked for a long time, leading to a high τQ of
66ms in Figure 10(c). Therefore, we use τQ to adjust the frame
rate in the transient controller.

Feedback control. For the transient controller, the design space
is to find out a mapping between the discounting factor α and
the queuing delay τQ. Since the transient controller is designed
to reduce the frame rate based on the results of the stationary
controller, the possible range of α satisfies:

fmin/ fmax=αmin⩽α⩽1 (7)

where fmin and fmax are the lower and upper bounds for frame
rate required by the application. Since longer τQ indicates a
more severe load of the queue, the discounting factor should
decrease with the increase of τQ. Besides, the α-τQ mapping
should also have the following properties:

First, avoid overreactions. As we discussed above, for
bursty network arrivals, τQ will also slightly increase due to the
volumetric arrived frames. However, since such a transient queue
accumulation will be cleared quickly as long as the decoder is
functional (Figure 10(b)), we should not decrease the frame rate.
Therefore, we need to introduce an upper reservoir (as shown
in Figure 11(a)) to avoid overreactions. In the upper reservoir,
when a non-zero but small τQ is observed (0 ⩽ τQ ⩽ Q1), the
transient controller will not decrease the frame rate. The reservoir
threshold Q1 should be set based on measurements. We measure
the observed LQ and τQ from frames and present the results in
Figure 11(b). Peaks near the left axis (marked by red dashed
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arrows) represent frames with a long LQ yet with a short τQ,
which are due to the bursty network arrivals. Therefore, we set
Q1 to filter out those bursty arrival-related peaks (e.g., Q1=14ms
in our deployment, the red line in Figure 11(b)).

Second, respond timely. Due to the stringent delay require-
ments of high-quality RTC applications, a long queuing delay
will drastically degrade the users’ experiences. Therefore, we
need to control the slope of the mapping in Figure 11(a) to
effectively reduce the queuing delay. Since α is lower bounded,
we could control the slope of the mapping by introducing a
lower reservoir, as shown in Figure 11(a). We set Q2 as the
maximum tolerable queuing delay:

Q2=max(Q1,Deadline−τnetwork−τdecode) (8)

where τnetwork is the round-trip network delay, and τdecode is the
decoding delay µs. Deadline is the requirement for the total
delay of the application. Based on users’ experiences in the
human-machine interaction and our operational experiences, we
set Deadline to 100ms in our deployments [43].

5 Implementation
We implement the AFR with a frame-level trace-driven simulator,
and deploy the AFR onto a production high-quality RTC service
in the wild. In this section, we present the design of our simulator
(§5.1), introduce the simulation setup (§5.2) and the deployment
setup (§5.3).
5.1 Simulator Design
To faithfully compare and replay the traces for different queue
control algorithms, we design a simple simulation environment
that models the dynamics of RTC. The simulator maintains the
decoder queue and replays the traces collected from online ser-
vices, where the traces contain the decoding delay, network delay,
original queuing delay, and also the arrival timestamp for each
frame. Specifically, frames arrive at the decoder queue according
to timestamps in traces, wait in the decoder queue for dequeuing,
and are decoded according to decoding delays in traces. To
avoid frequently sending frame-rate adjustment requests to the
servers, frame rates are quantized at the level of 5fps, which
is also followed by our online deployment. We implement the
potential interference from CPU time-slicing: since the fetching
of frames to decoders depends on the CPU, there are possible
cases where fetching the frame from the queue to the decoder
needs waiting to be scheduled by the CPU by up to several
milliseconds [20]. Therefore, we further profile such a delay
in the traces and introduce the scheduling waiting time in our
simulator. We also implement the response time of the encoder
between the new frame-rate actions and new frames generated
with the updated frame rate, according to our measurements in
§6.4. Please refer to Appendix C for implementation details.
5.2 Simulation Setup
Traces. We measure the frame-level statistics of our cloud
gaming service (introduced in §3.1) on two types of clients
(Windows and MacOS) and access networks (Ethernet and
WiFi). We profile each step of received frames in one of our

Category Session Frame Playtime
(1) Windows+Ethernet 29.7k 6.35 B 34.2k hours
(2) Windows+WiFi 6.4k 1.12 B 6.2k hours
(3) MacOS+Ethernet 0.4k 40.9 M 0.2k hours
(4) MacOS+WiFi 2.1k 216 M 1.1k hours

Total 38.1k 7.73 B 41.7k hours

Table 1: Distribution of our traces on the client type.

production clusters for 24 days in December 2020. This results
in a dataset with 7.73 billion frames and 41.7k hours of playtime
(Table 1), which is the largest frame-level dataset for interactive
streaming to the best of our knowledge.

Parameter settings. There are several parameters in AFR
to be determined. Except for the parameters related to the
transient controller (§4.3), we set W0 in the stationary controller
to 2ms and the discounting factors in EWMA ξarrv=0.033 and
ξserv=0.25. We discuss the sensitivity of those settings and their
influence on the performance in §6.3.

Metrics. In the evaluation, we mostly measure the delays (includ-
ing the queueing delay and the end-to-end total delay). As we
discussed in §2, the delay in interactive streaming is orthogonal
to other video quality metrics (e.g., PSNR [2] or SSIM [76]).
The delay, which represents interactivity, is the main optimiza-
tion goal in this paper. We demonstrate that AFR has negligible
degradation on the video quality in §6.4.

Baselines. To evaluate the performance of AFR, we implement
existing frame control mechanisms as follows:
• DropTail is the frame control mechanism in WebRTC [60].

When frames overflow the queue, the client will first clear
the queue, then request a new key frame, and finally drop
all frames until the next key frame arrives. We set the queue
capacity to 16 frames.

• QLen-S observes the current queue length, skips frames
from the content generator before the encoder if the queue
length is ⩾1, and resumes if the queue length is <1.

• QWait-S. We migrate the frame control mechanisms from
existing academic efforts in our simulator [34, 77], and
replace the signal from total delay to queuing delay to better
reduce the queuing delay. Since these baselines are not
designed for stringent delay requirements of 100ms, we also
finetune their parameters with our traces. QWait-S skips
frames before the encoder if the queuing delay is ⩾32ms, and
resumes if the queuing delay is <4ms.

Besides, to evaluate the effectiveness of different components
in AFR, we also different variants of AFR:
• AFR-QLen. We demonstrate the insufficiency of controlling

the frame rate with queue states with a feedback algorithm
based on current queue length: it observes the current queue
length at the arrival of each frame, and maps the queue length
of{0, 1+} to frame-rate{60, 24}fps.

• AFR-QWait. A feedback algorithm maps current queuing
delay of{(0, 4), (4, 8), (8, 12), (12, ∞)}ms to frame-rate of
{60, 48, 36, 24}fps. The parameters have also been finetuned
with our traces.
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• AFR-TX. To demonstrate the effectiveness of measuring
both the arrival and service process, we further implement
a dequeue rate-based algorithm. AFR-TX measures the
dequeue rate and sets the target frame-rate with ρ = 0.8,
where ρ has been tuned with our traces. The dequeue rate
is the reciprocal of decoding delay.

• AFR-Kingman. Moreover, we individually evaluate the sta-
tionary controller of AFR to further illustrate the effectiveness
of the transient controller.

• AFR. Finally, we put all optimizations in this paper (both the
stationary and transient controller) together.

We present how we tune the parameters, and evaluate the
trade-offs between frame rate and queuing delay in §6.3.

5.3 Deployment setup
We finally deploy AFR onto our cloud gaming service. The
gaming service X employs the H.264 codec to increase
the coverage of hardware decoding and adaption towards
heterogeneous clients1, and customizes the codec performance
for the optimization of gaming. Tencent Start currently
supports 13 production-level games, including action-adventure,
first-person shooter, and real-time strategy games. To optimize
the network delay, the service is accelerated with multi-access
edge computing similar to [74, 57, 86]: Users are split into tens
of operation regions with a geographical diameter of hundreds
of kilometers. Cloud gaming servers are deployed on clusters in
each operation region, resulting in an average round-trip network
delay of 15ms (Appendix B.2).

The frame-rate adaption algorithms are implemented on the
client side. The AFR controller continuously measures the statis-
tics of the decoder queue, and sends requests to edge servers to ad-
just the frame rate when necessary. The edge server then forwards
the frame-rate adjustment requests to both the video encoder and
the gaming application. New frames will be generated following
the new inter-frame interval. We evaluate the response timeliness
and overhead of video encoder and gaming application in §6.4.

6 Evaluation
We evaluate the AFR controller in the following aspects:
• Delay improvements. We present the performance improve-

ments: The ratio of frames with long queuing delay and
total delay of AFR has been improved by 2.1×-26× and
13%-2.2× against existing baselines (§6.1).

• Frame-rate maintenance. We then demonstrate that AFR
introduces negligible impacts on the metrics related to
frame-rate (§6.2).

• Parameter sensitivity. Our evaluation shows that parameters
in AFR have a wide range of settings to gain performance
improvements against finetuned baselines (§6.3).

• Microbenchmarking. We further demonstrate that the
timeliness, overhead, and image quality of frame-rate
adjustments are satisfactory for online deployment (§6.4).

1Hardware decoding has a shorter decoding delay than software decoding
and supports higher frame rates. H.264 has a higher coverage of hardware
decoding support compared to other advanced codecs [54].
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Figure 12: Simulation results of queuing delay (the 99%ile and the
ratio of frames with >50ms queuing delay).
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Figure 13: Simulation results of total delay (the 99%ile and the ratio
of frames with >100ms total delay).
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Figure 14: Ratio of sessions with different stuttered frames.

• Deployment in the wild. Finally, we report the A/B test
results and the deployment progress of AFR on our cloud
gaming service online (§6.5).

6.1 Delay Improvements

We compare the queuing delay and the total delay of each frame
with AFR and baseline algorithms in four sets of traces (Table 1).
We measure the queuing delay in two dimensions: we present
the 99th percentile queuing delay and the ratio of frames with a
queuing delay >50ms in Figure 12. We first analyze the results
of AFR against three existing mechanisms (DropTail, QLen-S,
and QWait-S). AFR could reduce the 99%ile queuing delay by
1.9× to 7.4×, and the ratio of severely queued frames by 2.1×
to 26× on different sets of traces against three baselines. In
this case, the 99%ile queuing delay could be squeezed to 6.9ms.
This indicates that AFR could effectively achieve an ultra-short
queuing delay. AFR also demonstrates satisfactory performance
improvements on the total end-to-end delay, which is directly
related to users’ experiences. AFR improves the 99%ile total
delay by 27% to 36%, and the ratio of severely delayed frames
(total delay >100ms) by 1.6× to 2.2× in all traces. We also
measure the session stutter ratio, i.e. the ratio of frames with
a total delay of >100ms in a session, for each session. We
then measure the ratio of sessions with a session stutter ratio of
>5% and >10%, which indicates how many users suffer from
unsatisfactory experiences and present the results in Figure 14.
For the major population of our service (Cat. (1), Table 1), AFR
reduces the stuttered sessions by 17% and 21% compared to
the best of the three baselines. For other categories, the ratio of
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Figure 15: Frame-rate maintenance. Better viewed in color.

stutter sessions has also been reduced by 5% to 37%. AFR could
significantly improve experiences for high-quality RTC.

We further understand the performance improvements with
the comparisons among different variants of AFR. Compared
to DropTail, baselines based on queue states (AFR-QLen,
AFR-QWait) could effectively reduce the queuing delay,
indicating the necessity of actively controlling the queuing delay
(§3.1). Compared to QLen-S and QWait-S, controlling the
frame rate achieves better performance than skipping frames
from the encoder. This is because skipping frames would
drastically degrade the tail frame rate, for which the parameters
of baselines are tuned (§6.3). AFR-TX could further reduce the
queuing delay than the queue state-based baselines, indicating
that observing the service process could know the potential
degradation in advance and effectively take actions, validating
our analysis in §3.3. AFR-Kingman further improves the
performance by 10% against AFR-TX, demonstrating that the
fluctuating arrival of the high-quality RTC could also affect the
estimation of the decoder queue. AFR finally reduces the tail
queuing delay by 2-4% against AFR-Kingman, indicating the
necessity of the transient controller to handle contingencies.

Besides, we also find that AFR has larger performance
improvements when the network is better. The performance
improvements on two sets of Ethernet traces (55% and 37%
for Cat. (1) and (3)) are larger than the on WiFi traces (35%
and 27% for Cat. (2) and Cat. (4)). Considering the ongoing
deployment of next-generation access networks with better
network conditions (e.g., 5G and WiFi 6), the necessity of
controlling the decoder queue would be more significant.

6.2 Frame-rate Maintenance
Besides, we also measure the effect of AFR on the frame rate. We
first measure the interarrival time between frames at the arrival
of each frame on the client. For example, a frame rate of 60fps
should result in an interarrival time of around 16.7ms. We tune
the parameters of each algorithm to keep the 99th percentile of
their interarrival time at the same level (details in §6.3). Therefore,
for 10-90th percentiles, as shown in Figure 15(a), most algorithms
except for DropTail are comparable. Compared to the existing
deployed mechanism DropTail, AFR even improves the tail
user-perceived frame rate due to its better management of frame

Figure 16: The trade-off between the tail interarrival time and queuing
delay. We tune the parameters for baselines and AFR to illustrate the
capability of each algorithm in the trade-off.

drops. AFR slightly decreases the median frame rate by 3%-9%,
which brings the negligible quality of experience (QoE) degra-
dation to users considering the improvements on delay [71, 81].

We further measure the smoothness of frame-rate, which
might also have potential effects on users’ experiences [33]. We
measure the differences of interarrival time as an indicator of the
smoothness of frame rate and present the results in Figure 15(b).
Except for DropTail, all baselines and AFR have similar
interarrival differences and are better than DropTail. This is
mainly because that frame drops in DropTail will introduce
a sudden increase of interarrival differences. Moreover, we
also measure the frame adjustment interval and present the
distributions in Figure 15(c). The median adjustment interval of
AFR is hundreds to thousands of frames, which is much longer
than the response time of frame-rate adjustment (§6.4).

6.3 Parameter Sensitivity
We then evaluate the sensitivity of parameters in AFR and
other baselines. We tune parameters of all baselines in §5.2:
thresholds for skipping frames for QLen-S and QWait-S,
mappings for AFR-QLen and AFR-QWait, ρ for AFR-TX,
and W0 for AFR-Kingman and AFR. We present the ratio of
frames with queuing delay >50ms (P(Q>50ms)) and the 99th
percentile of interarrival time on Cat. (1) traces in Figure 16.
The down-left corner indicates the algorithm has a satisfactory
trade-off between the queuing delay and the frame rate.

As we can see, AFR outperforms all other baselines in a
wide range of settings, achieving a better trade-off between
the queuing delay and frame rate. QLen-based algorithms are
challenged in achieving ultra-short queuing delay: with the
extremest parameters (skipping/decreasing frame-rate as long
as queue length is non-zero), QLen-S and AFR-QLen could
only achieve a P(Q>50ms) of 2.2‰ and 1.7‰, much higher
than other baselines. This follows our analysis in §3.3 that queue
length is too coarse-grained as a signal to control the queue with
an ultra-short target. Meanwhile, skip-based algorithms could
achieve lower queuing delay compared to frame-rate-based
algorithms, yet with higher interarrival time. The parameters of
all algorithms are tuned according to Figure 16 by aligning the
99th percentile interarrival time.

We also evaluate how different percentiles of queuing delay
and total delay are affected by the setting of W0 in Appendix D.3.
The performance of AFR reacts sensitively to the setting of
W0, indicating that operators could effectively balance the total
delay and frame rate by adjusting W0. We further evaluate
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Figure 18: Frame-rate adjustment overhead.

the sensitivity of the discounting factors ξ of the EWMA and
EWMV in the transient controller (§4.3) in Appendix D.3,
demonstrating how operators should set these parameters to
balance between the precision and sensitivity.

6.4 Microbenchmarking
We also benchmark AFR in a testbed of our cloud gaming service.

Effectiveness of frame-rate adjustment. We first measure the
responsiveness and precision of frame-rate adjustment at the
video encoder. We enumerate all frame-rate switching within{25,
30, ···, 60}fps, and measure how many frames the encoder needs
to take to steadily output video streams at the new frame rate.
The response time measured by the unit of frame (i.e. response
frame) is presented in Figure 17(a). For each group of settings,
we repeat the experiments 100 times to eliminate the randomness.
When decreasing the frame rate, the 90%ile response frames is
less than 3 frames, indicating the encoder and gaming application
could decrease the frame-rate timely. This could effectively
alleviate the overload of the decoder queue. When significantly
increasing the frame rate, the frame rate might be slightly delayed
to change. This is because the frame rate at the client side follows
the bucket effect. Either encoder or the gaming application
decreases the frame rate will lead to a decrease of the final frame
rate, while the increase of frame rate needs an increase from both
components. Even so, the tail response frame is <10 frames,
which is much less than the adjustment interval (Figure 15(c)).

We then measure the fluctuation of the frame rate of the output
of the streaming encoder. We set the frame rate to several levels
as above, and measure the interarrival time between each frame.
For each frame rate, we measure the interarrival time for 30,000
frames and present the distribution in Figure 17(b). The interar-
rival time between frames largely falls around the target frame
rate. Therefore, unlike the fluctuating bit-rates in video stream-
ing [42], frame-rate could be precisely controlled by the encoder.

Frame-rate adjustment overhead. We further measure the
potential processing overhead of frame-rate adjustment at the
edge server. To magnify the overhead, we change the frame rate
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Figure 19: The image quality differences of AFR and the original
video tested in a running scene (R) and stable scene (S). The error bar
represents the standard deviation.

from 60fps to 30fps and back to 60fps every 6 frames, which
is much shorter than the usual adjustment interval. We then
measure the CPU and memory utilization of the cloud gaming
application and encoder by sampling the CPU processing time
and application private bytes with the typeperf [66] every 1
second. We measure for 30 minutes to eliminate the randomness.
We compare the scenario with a stable frame-rate of 60fps
(stable) and a frequently switching frame-rate (switch) in
Figure 18. For CPU utilization, both scenarios have a similar
distribution from 0% to 20%. switch is a little better than
stable since producing a lower frame rate takes fewer CPU
resources for the gaming application. As for memory utilization,
the major memory consumption is from the gaming application.
Frame-rate switching slightly increases the utilization of private
bytes since frequently resetting the encoder requires allocation
of memory. Nonetheless, the increase of memory utilization is
less than 1.8% even at the 99%ile, which is negligible and could
be even lower in the case of normal frame-rate adjustments.

Image quality degradation. We also investigate the potential
image quality degradation caused by AFR. We record two raw
videos from games, one in a running scene (R) and another in
a standing scene (S). For each video, we switch the frame rate
every 100 frames 15 times and measure the video quality for the
following 400 frames. We investigate three video quality metrics,
peak-signal-to-noise-ratio (PSNR) [2], structural similarity
index (SSIM) [76], and video multimethod assessment fusion
(VMAF) [51], and present the results in Figure 19. stable

and switch denote the scenarios where the frame-rate remains
unchanged or frequently switched. Results demonstrate that
frequently switching the frame rate will not affect the video
quality: the video quality of two videos on three metrics are
comparable in all cases.

6.5 Deployment in the Wild
Finally, we evaluate the performance of AFR by deploying it
onto Windows clients of our cloud gaming service, Tencent Start,
in one of its production clusters. Before the deployment of AFR,
our cloud gaming service follows the frame control strategy
in WebRTC (i.e., DropTail). To make a clean and controlled
comparison, we only present the results from online A/B tests
in our production clusters, when all other implementations and
settings are kept the same. The A/B test is conducted from
January 8, 2021, to January 14, 2021, resulting in 5369 Ethernet
sessions and 1467 WiFi sessions. The parameter settings of AFR
remain the same as the simulation (§5.2). We randomly enable
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Cat. (1) Q99 Q>50ms T99 T>100ms Session
DropTail 54ms 1.11% 101ms 1.03% 7.30%

AFR 22ms 0.51% 80ms 0.68% 5.82%
Cat. (2) Q99 Q>50ms T99 T>100ms Session
DropTail 64ms 1.83% 174ms 3.00% 24.00%

AFR 37ms 0.54% 160ms 2.11% 21.17%

Table 2: Performance of deployment in the wild. Metrics are the
99%ile of queuing delay (Q99), the ratio of frames with Q>50ms,
the 99%ile of total delay (T99), and the ratio of the stuttered frame
(T>100ms). Session is the ratio of sessions with stutter ratio >5%.
Cat. (1) and (2) are Ethernet and WiFi on Windows clients.

(or disable) AFR with a probability of 50% for each session, and
present the results in Table 2. Similar to the simulation results, the
ratio of stuttered frames measured by total delay (P(T>100ms))
in both categories has been improved by 34% and 30%, which
significantly improves users’ experiences in interactive streaming.
The stuttered sessions (with the same metric as Figure 14(a))
have also been reduced by 17% on average, indicating these
users could be alleviated from stuttering streaming experiences.
Therefore, the online deployment also demonstrates significant
benefits of AFR for high-quality RTC users. AFR has already
been deployed onto all production clusters of Tencent Start for
over one year, serving thousands of users each day.

7 Discussions
In this section, we discuss the potential limitations of AFR.
Application scenarios. In this paper, we mainly evaluate the per-
formance of AFR on traces or production clusters of our cloud
gaming service. However, as we introduce in §1 and §2, the over-
load of decoder queue generally exists in many high-quality RTC
scenarios, such as VR streaming or 4K live streaming, as long as
they stream high frame-rate and high bit-rate video onto commer-
cial clients. We evaluate AFR with cloud gaming due to access
to the real-world traces and production services X. We leave the
deployment of AFR over other scenarios as our future work.
Coexistence of multiple control loops. There are other control
loops that work simultaneously in the RTC system. For example,
the underlying congestion controller will also control the bit-rate
of the video based on network conditions [25]. The video codec
will also adjust the quantization parameter based on the scenes
to encode [17]. As we discussed in §3.2, these parameters
are affected by different causes (network congestion, decoder
degradation, scene variation), which are orthogonal to each other.
Therefore, the adaption of the frame rate is orthogonal to the
other controllers in the RTC system. In §6.5, we evaluate the per-
formance of AFR with all these controllers in our real production
in the wild. We leave the coordination of different controllers on
the joint optimization over the user’s experience for the future.

8 Related Work
There has been little prior work on the decoder queue for
high-quality RTC. We survey the following three aspects.
Frame controls in RTC. As we discussed, besides the Drop-

Tail mechanism in WebRTC, there are a series of research
efforts in the active control of RTC frames. For example, some

work [38, 77, 34] maintains a certain number of in-flight frames
based on total delay [77] or frame-level acknowledgement mech-
anisms [34]. AFR differentiates from them in two aspects. First,
the end-to-end control introduces ambiguity in taking effective ac-
tions, as discussed in §3.2. AFR takes effective actions to reduce
the queuing delay. Second, existing control strategies are based
on queue lengths or queuing delay. In contrast, measuring the
arrival and service processes in AFR could help high-quality RTC
to achieve lower queuing delays. Furthermore, researchers also
proposed to co-design the codec and network [35, 34, 79, 75] or
even redesign new decoding ASICs [90]. These cannot be acceler-
ated with commercial hardware and are hard to deploy in practice.
Adaptive Bit-rate Control. There have already been a series
of research efforts on the optimization of low-latency streaming.
Different congestion control [78, 83, 25] or rate adaption
algorithms [87, 84] have been proposed to enable the low-latency
transport for real-time communications. However, as we
discussed above, changing the bit rate without changing the
frame rate will not alleviate the load of the decoder queue. Since
bit-rate and frame-rate are independent in video streaming,
bit-rate adaption is orthogonal to frame-rate adaption and could
be integrated with AFR to control the network delay and queuing
delay together.
Cloud gaming. As a recently emerging application, cloud gam-
ing also attracts the attention of researchers. Researches include
the optimization of the renderer [23, 52, 27] and streaming
codec [72], which are independent of the optimization at the trans-
port level. There are also investigations on the user experience
of cloud gaming [81, 71, 28], which could be integrated with our
work by better customizing the optimization goal. Recent efforts
also try to investigate the performance of production-level cloud
gaming services from the client side [26], which are limited in
scale and completeness. To the best of our knowledge, we are
also the first piece of work to investigate the performance of
production-level cloud gaming services from the server side,
with the scale of tens of thousands of hours of playtime.

9 Conclusion
In this paper, we propose AFR to reduce the queuing delay of the
decoder queue for high-quality RTC by dynamically adjusting the
frame rate. AFR introduces a stationary controller and a transient
controller to respectively mitigate the stationary heavy traffic and
contingent arrivals and services. We further evaluate the perfor-
mance of AFR with trace-driven simulations and deployments
in the production clusters. Experiments demonstrate that AFR
could significantly reduce the stuttering ratio and tail total delay.
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Appendices
A Potential Solutions and Concerns
In this section, we discuss why other potential solutions are
insufficient to address the problem in this paper, and discuss
other concerns of adapting the frame rate during runtime.

A.1 Potential Solutions
Discarding frames or adjusting resolutions. For most widely
adopted codecs, dropping one frame or changing the resolution
will make the following frames fail to recover the raw pixels of
the block because they are differentially encoded by the motion
vector to the previous one2. This is to utilize the redundant
information between frames to reduce the bitrate of the stream.
Since key frames do not rely on previous frames, they are usually
much larger than other predictive frames (sometimes 10×) [46].
Therefore, given the same bottleneck bandwidth, sending a frame
with 10× larger size will take approximately 10× time (tens to
hundreds of milliseconds), which drastically increases the delay
for the users. Moreover, frequently requesting key frames will
degrade the goodput of the streaming and potentially increase
the congestion in the network. Therefore, directly dropping
delayed frames at the client or frequently changing the resolution
will introduce stalls for the subsequent frames and degrade the
users’ experiences of high-quality RTC.

Adjusting the bit-rate. Without changing the resolution and
frame rate, adjusting the bit rate has a very limited effect in reduc-
ing the decoding delay. Generally speaking, resolution, bit rate,
and frame rate could be independently set. The display resolution
describes the number of distinct pixels in each dimension that

2Recent advances on scalable video coding could partially break the
inter-frame dependency, yet degrades video quality with the same bit-rate [69].
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can be displayed, and the frame rate represents the number of
pictures within one second of video. And the bit rate represents
the amount of data used for storing the coded bit-stream. So the
higher resolution we set, the more pixels a single picture will have,
which could mean a higher definition of the video. And setting
a higher frame rate means there will be more pictures per video
second to make the video smoother. If we set a higher target bit-
rate while keeping other parameters unchanged, the encoder can
use more data to represent the pictures to achieve lower possible
image distortion with a lower quantization parameter [17].

In this case, with the unchanged frame rate and resolution,
the decoding procedure is also unaffected. For example, in
H.264/AVC, a sequence of macroblocks can be composed
of a slice, a picture, therefore, is a collection of one or more
slices. Slices are completely independent of each other, and
the macroblocks inside a video frame can be reconstructed
in parallel. The video decoding has been parallelized using
slice-level or block-level parallelism. The resolution will affect
how many pixels there are in one frame, and the frame rate
determines the tolerable decoding delay for each frame. The
parallelized decoder is not significantly affected by the precision
of each pixel. We further measure the decoding performance
with different bitrates in production in Appendix B.4.

Preset the frame rate and resolution based on client types. An
alternative to AFR is that the application checks whether the hard-
ware could reliably decode the video at a certain resolution and
frame rate at initialization. This, however, would lead to underuti-
lization on the client side. The decoding capability of hardware
is fluctuating over time due to various reasons. For example, we
measure the distribution of decoding delay of each user session
in Appendix B.5. One-fourth of users will have at least 1‰ time
of a long decoding delay of >18ms, which could result in severe
queuing delay, as we illustrated in Figure 6. In this case, if we set
the resolution and frame rate based on this tail metric, users will
have a much lower resolution and frame rate during most of the
time. Therefore, we need to control the frame rate in the runtime
to dynamically adapt to the network and decoder dynamics.

Allocating the application with dedicated resources. Another
seemingly feasible solution is to bind the application to a certain
CPU core or GPU core to avoid the potential fluctuations caused
by scheduling. However, we do not have such privileged control
on client devices. As a user space application, the controllability
over the user’s system is limited. Even if an expert user pins the
application to a certain core, for commercial systems such as Win-
dows, pinning does not indicate isolating the core for that applica-
tion only [14]. The system can only ensure the pinned application
to run on that core, but could also schedule other processes if still
available. Moreover, since our application is not CPU-intensive
most of the time, there would usually be idle resources on the
same core where the user binds the application to. Therefore,
there could still be the same issue of latency increases at tail.

CPU Release date Score Portion
Intel® CoreTM i5-4590 Q2 2014 868 1.66%

Intel® CoreTM i5-7200U Q4 2016 481 1.61%
Intel® CoreTM i5-9400F Q1 2019 1058 1.56%
Intel® CoreTM i5-4460 Q2 2014 801 1.41%

Intel® CoreTM i5-5200U Q4 2014 573 1.38%

Table 3: Top 5 CPU models of clients in our cloud gaming service.
GPU Release date Score Portion

Intel® UHD Graphics 630 Q3 2017 888 4.54%
Intel® HD Graphics 4600 Q2 2013 474 3.42%

Nvidia GeForce GTX 1050Ti Q4 2016 5059 3.19%
Intel® HD Graphics 630 Q3 2016 825 2.77%
Nvidia GeForce GT730 Q2 2014 863 2.48%

Table 4: Top 5 GPU models of clients in our cloud gaming service.

A.2 Practical Concerns
Since the frame-rate needs to be adjusted at the server, a
straightforward concern is whether the frame-rate adaption over
the Internet is timely for the stringent delay requirement of
high-quality RTC. The measurements in production have two
following findings. On one hand, the round-trip network delay is
short enough to enable timely feedback: the average round-trip
network delay is around 20ms of our cloud gaming service
(Appendix B.2). Measurements over other high-quality RTC
services (e.g., Google Stadia) have similar results of less than
20ms [26, 57]. On the other hand, the degradation of decoding
delay usually lasts for a long time, with a median duration
of more than 100 milliseconds (Appendix B.5). Moreover,
we also demonstrate that the increase in decoding delay and
network delay is hardly correlated (Appendix B.6). Therefore,
for high-quality RTC, when the decoder fluctuates, it is timely
enough to control the frame rate over the Internet.

B Measurement over Dataset
In this section, we supplement the observations in the main text
with measurements in production. The measurement settings
follow the details in §5.2.

B.1 User Characteristics
In addition to the distribution in §3.1, we present the top-5
models, with their release dates, benchmark scores, and portion
in our users, of CPU and GPU in Table 3 and 4.

B.2 Delay Distributions
Compared to traditional RTC scenarios, the delay distribution
for high-quality RTC has some unique features according to our
measurements. We present the Cumulative distribution function
(CDF) of component delays and the total delay to explore the
delay patterns.

First, due to the edge deployments, the network delay in our
cloud gaming service is quite small. According to Figure 20,
the average round-trip network delay is approximately around
20ms. Even in this case, similar to traditional RTC services, the
network delay is accounted for a large part of the total delay, the
network delay line closely follows the total delay at the median
for all four categories in Figure 20.

However, the tail delay of others component delays like
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Figure 20: Raw measurements of delays from production.

decoding delay and queuing delay are noticeable under cloud
gaming scenarios. For the decoding delay, we can notice that the
decoding delay for 1080p frames is 18ms at the 99th percentile.
Note that the decoder of all sessions evaluated in this paper
has been hardware-accelerated. Therefore, as analyzed in §3.1,
the queuing delay is becoming noticeable at the tail. Referring
to Figure 20, the 99th percentile of queuing delay can reach
50ms under categories (2) and (4), which could degrade users’
experience for high-quality RTC services. We further present
the root cause analysis below in Appendix B.3.

B.3 Root Cause Analysis
The total delay is mainly contributed by the network delay,
decoding delay, and queuing delay §3. Therefore, we want to
investigate how these three components contribute to the increase
in total delay at the tail. For each frame, we denote T as total
delay and C as component delay, where the component delay
could be the network, decoding, or queuing delay.

To analyze the necessity and sufficiency of the component
delay increasing to the total delay at the tail, we then calculate
two conditional probabilities between the event of T longer than
a certain threshold Tth, and the event of C longer than a certain
threshold Cth:
• P(C>Cth|T >Tth). We want to account for how component

delay increasing contributes to total delay under different
delayed degrees Tth, and this conditional probability is subject
to quantify it. If this conditional probability is close to one,
there will be great confidence to blame the component delay
for contributing Cth delay to the total delay to reaching Tth.

• P(T > Tth|C >Cth). As the sum of component delays, the
total delay should increase when one of the component delays
increases. This conditional probability is subject to illustrate
this assumption and indicates the probability of total delay
reaching the Tth under different component delay increasing
degree Cth.
We calculate the conditional probabilities for three components

for different Cth and Tth, and have the following observations.
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Figure 21: The heatmap of conditional probabilities for wired
connections. The horizontal and vertical axes have been normalized
by their average values. The star point’s value is recorded in table 5
The down-left corner is 100% since the total delay should always be
larger than the component delay.

Network Queuing Decoding
P(C>Cth|T >Tth) 44.7% 56.6% 4.0%
P(T >Tth|C>Cth) 29.8% 69.5% 84.2%

Table 5: Conditional probabilities with Tth = 100ms and Cth = 50ms
for wired connections, which accounts for 82% of total users of our
cloud gaming service.

Total delay increasing is a reflection of components delay
increases. As the sum of the different types of components
delay, It’s obvious that no matter what kind of component delay
is increasing, the total delay will also increase.

So to find out the sufficiency of total delay increasing, we
calculate the conditional probability of P(T > Tth|C >Cth) in
right-side of Figure 21. We can notice that for all the component
delays, their delay increasing can also mean a higher probability
of total delay increasing (75%ile line in the figure is shifting to
the right with the component delay increasing). The down-left
corner is 100%, because as the sum of all types of component
delay, the total delay must be larger than any component delay.

Queuing delay is responsible for delay increases of >100ms.
To figure out the necessity of total delay increasing, we calculate
the conditional probability of P(C > Cth|T > Tth) in left-side
of Figure 21. Our major finding is that with the different
order of severity of total delay increasing (2-16× of E(T),
the root cause of it is also changing. As we can see, when
Tth is larger than 8E(T), network delay has a high probability
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Figure 22: The correlation between the frame size and decoding delay
for hardware decoders.

(shaded red) to be blamed. However, when Tth is from 3E(T)
to 8E(T), queuing delay dominates the most increased events.
It illustrates that the queuing delay is responsible for the increase
of total delay by around 100ms. Specifically, we present the
conditional probabilities for three components with Tth=100ms
and Cth = 50ms for wired connections in Table 5. As we can
see, queuing delay has both high P(C|T) and P(T |C). Indicating
that the total delay has a great possibility of reaching 100ms
when queuing delay increases to 50ms. And for those video
frames that total delay truly getting the 100ms, there will be
great confidence to blame the queuing delay for contributing to
the majority of delay increasing. So the queuing delay will be
the root cause of the increase of total delay to 100ms.

B.4 Decoding Performance
In this section, we explain the reasons behind the ineffectiveness
of controlling the service process for eliminating queuing time
by adjusting the bit rate. The decoding time of decoders mainly
depends on the resolution of the streaming. However, due to
the dependency between frames, changing the resolution during
the streaming will make the subsequent frames undecodeable
and needs to request a new key frame for most codecs [29].
Yet, since the frame size of key frames is usually several times
ofthose of other frames [46], frequently requesting key frames
will impose additional overhead on the network and degrade the
users’ experiences.

Another straightforward solution is to try to accelerate the
service process by reducing the bit rate while maintaining the
same resolution. With the same resolution and frame-rate options,
reducing the bit rate means lesser video data per video frame can
carry. We are to investigate whether sending video frames with
smaller data sizes is helpful for decoding acceleration. However,
according to our measurements on the H.264 decoder, merely
changing the bit rate does not significantly reduce the decoding
time.
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Figure 23: Decoder degradation when filtered with different thresholds
for decoding delay.

We measure the relationship between the frame size and decod-
ing time of the dataset described in §5.2. We first present the heat
map in Figure 22(a). With the variation of frame size, the distri-
bution of decoding time does not significantly change, where the
decoding time of most frame sizes intensively falls around several
milliseconds, as shown in the red area at the top of the heat map.
To eliminate the frame size variation under the same target bit
rate, we split the frame size into different intervals and present the
cumulative distribution function (CDF) in Figure 22(b). As the
frame size become larger, the [128KB, ∞) the line does not locate
in the rightest area (higher decoding delay). And other frame size
interval’s CDF lines stay together, indicating that the lowering
frame size does not help for the decoding time acceleration.

Moreover, we split the dataset into four different categories
(Table 1), to demonstrate that reducing frame size will not help de-
code acceleration under various platforms. We leverage the Pear-
son correlation coefficient to illustrate the independence, which
value of zero can indicate that there is no association between the
two variables [70]. Figure 22(c) shows that most of the Pearson’s
r value is located around zero, indicating the poor association
between frame size and decoding delay. Therefore, controlling
the service process of encoding bit-rate cannot effectively reduce
the decoding time and alleviate the load of the decoder queue.

B.5 Decoder Degradation
Because the queue overhead will be introduced by the mismatch
of the rate of two sides of the queue [39], if the decoding speed
is not capable of processing the incoming default 60fps, it will
be necessary for AFR to change to a lower target frame rate.
However, since the client and server are located distant, the
frame-rate adjustment request to the server side will need a
control loop to take effect on the client side with the updated
frame rate. So if the AFR control loop is shorter than the decoder
degradation duration, the decoder will be capable of processing a
higher incoming frame rate before the AFR requests take effect.

We measure the duration of the decoder degradation level over
the traces introduced in §5.2. As we can see in Figure 23(a), for
frames with a decoding time of more than 12ms, 50% of them
last for more than 10 frames. Under 60fps streaming, considering
the average of RTT is close to one frame interval of 16.7ms,
and the 90%ile encoder response delay is less than three frames
interval §6.4. In this case, lowering the frame rate will be helpful
for alleviating the decoder queue even under the control loop
delay of AFR. Therefore, AFR is capable of timely adjusting
the frame rate to adapt to the decoder degradation. Moreover, the
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Figure 24: Pearson’s r (left, higher is more correlated) and normalized
DTW distance (right, lower is more correlated) between delay
components.
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Figure 25: Cramer’s V between different delay components.

AFR can significantly help alleviate the queue overhead under
those frames with a long period of decoder degradation and
sustain queuing time for waiting for overhead queue elimination.

We further measure the ratio of frames with different decoding
delays and present the results in Figure 23(b). Half of the user
sessions suffer from a decoding delay of >12ms for at least 1‰
frames. This also indicates that the degradation of decoding
delay is a general issue among all clients.

B.6 Component Correlation Analysis
The streaming pipeline will be affected by many components,
like the networking, decoding, and queuing delays can both
cause total delay increases to degenerate the user’s experi-
ence Appendix B.3. In this paper, we propose AFR to reduce
the tail queuing delay by matching the arrival rate of the decoder
queue to the service rate (decoding speed). When decoding delay
increases to disable decode frames timely, the AFR will send a
frame-rate adjustment request from the client to the server. How-
ever, the request and subsequent frames need to be transported
through the network. Therefore, a straightforward question is:
does the increase of decoding delay affect the network delay to
put an extra effect on the AFR control loop? We will figure out
this by measuring the independence of those component delays.

We quantify the independence of different component delays
with Pearson’s r value [70], dynamic time warping (DTW) [18],
and Cramer’s v value [31]. In short, all these metrics demonstrate
the poor association between networking and decoding delay,
inclining that we could decouple the network and decoder issues
and independently control them.

Regarding the Pearson correlation coefficient, the value of
zero can indicate that there is no correlation between the two
variables [70]. Figure 24 illustrates that for all four categories
in Table 1, the Pearson’s r value of networking and decoding
are close to zero, indicating a poor correlation between them.

Moreover, the different component delays might be correlated
with each other across frames. For example, the decoding delay
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Figure 26: Illustration of frame-rate adjustment in our simulator.

could affect the subsequent queuing delay by its incapacity
to decode video frames timely. To measure the correlation
across frames, we leverage DTW to calculate the optimal match
between two-time series [18]. The DTW algorithm is widely
used in many scenarios like sign language recognition and time
series clustering [47, 59]. The optimal match calculation under
DTW is denoted by the match with minimal cost, where the
cost is computed as the sum of absolute differences, for each
matched pair of indices, between their values. Therefore, a larger
DTW distance can be considered the mismatch between two
series to a further extent. According to Figure 24, the normalized
DTW distance of network delay to decoding delay under all four
categories is large, showing the lack of correlation between them.

The strength of the relationship can also be assessed by
Cramer’s V value, which is a metric based on the χ2-test but
normalized for different data sizes. It indicates how strongly two
categorical variables are associated [31]. A Cramer’s V value of
⩽0.1 can be interpreted as hardly correlated [22]. According to
our measurement in Figure 25, we can notice that all the Cramer’s
V values of networking and decoding delay are ⩽0.2, illustrating
the weak association between networking and decoding state.
Therefore, according to our measurements before, we can see
the independence between networking and decoding delay.

C Simulator Implementation
In this section, we introduce the implementation of our simulator.
Specifically, traces are recorded in the following format:

R(n)=
[
ts(n),τ(n)net ,τ

(n)
queue,τ

(n)
decode

]
(9)

where ts(n) is the arrival timestamp of the n-th frame, τnet , τqueue,
and τdecode are the round-trip network delay, queuing delay, and
decoding delay of that frame. The simulator reads the traces
frame-by-frame at specific timestamps and measures the current
frame rate based on the interarrival time as §4.2. The simulator
then dequeues the head frame in the decoder queue when the
decoder is available, where the decoding time of each frame is
also read from the trace.

When the adaptive frame-rate decides to set the frame-rate
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Figure 27: Average queuing delay (left) and total delay (right).
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Figure 28: The number of wasted frames when skipping frames instead
of adjusting the frame rate for AFR.

to fset , the simulator first reads the current control loop by the
round-trip network delay of the current frame τ

(n)
net . The simulator

then calculates the earliest frame n+k that the new frame-rate
fset will take in effect:

k=argmin
k

(
ts(n+k)−ts(n)⩾τ

(n)
net

)
(10)

After that, based on the measurement of the current frame-rate
fcur, the simulator calculates the slowdown factor β = fcur/ fset ,
and reads the traces with a slowdowned speed. For example,
as shown in Figure 26, When there are frames R(n+k+1) to
R(n+k+3) in the original trace, the simulator reads the traces
with indices R(n+ k+ β),R(n+ k+ 2β),··· . When β is not
integer, the simulator interpolates the traces with its neighbor
frames (S(n+k+1) and S(n+k+2)).

D Supplementary Experiments
D.1 Average Delay
We further measure the average queuing delay and total delay for
four traces and present the results in Figure 27. As we can see, the
reduction of tail delay of AFR does not sacrifice the average delay
on all traces. In contrast, the average delay has also been slightly
improved against baselines, due to the improvements at the tail.

D.2 Frame Costs of AFR with Skipping
Besides, as we discussed in §6.4, skipping frames without
changing the frame rate from the content generator (e.g., gaming
application) would waste the rendering resources of the server.
For example, for high-quality RTC, rendering at 60fps would
take approximately one time more GPU resources than rendering
at 30fps. Therefore, we measure how many frames have been
wasted (i.e., frame cost) if we merely skip the frames to approxi-
mate the target frame rate without adapting the content generator.

We present the results of all traces in Figure 28. For all traces,
adjusting the frame rate could save 3% to 12% frame costs in
all traces, saving considerable operating expenses for the service
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Figure 29: Sensitivity analysis on W0 on different traces.

Figure 30: Performance of AFR with different settings of ξarrv and
ξserv. Y-axes have been magnified compared to Figure 29.

provider since GPU is one of the highest expenses. For stuttered
sessions (following the definition in §6.2), the saved frame cost
would be even higher.
D.3 Parameter Sensitivity
Long-term control target (W0)We present the simulation results
on the sensitivity of W0 (in the stationary controller) on different
traces in Figure 29. As we discussed in §5.2, a lower W0 results
in a more aggressive queue control yet leads to the degradation
of frame rate. We vary W0 from 0.25ms to 16ms and measure the
interarrival time, queuing delay, and total delay. By adjusting W0,
operators could effectively balance the total delay and frame rate.
Therefore, operators could adjust W0 according to the preferences
on total delay and frame rate for different users and games.

EWMA discounting factors (ξarrv and ξserv). We also vary
the EWMA discounting factors (ξarrv for the arrival process and
ξserv for the service process). Higher ξ indicates that the EWMA
focuses on the recent values more to capture changes, while
a lower value indicates more attention to the historical trends.
As shown in Figure 30, the performance metrics (including the
queuing delay, total delay, and frame rate) are relatively robust to
these two parameters. By varying ξarrv and ξserv across several
magnitudes, most metrics change marginally. For example,
the 99%ile of queuing delay changes by 4× when varying
W0 (Figure 29) while only changes by less than 15% when
varying ξarrv by three magnitudes (Figure 30). We also observe
trends in varying ξarrv and ξserv. Lower ξarrv values will slightly
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Figure 31: The system begins to control the queue after control-loop
delay τ and stabilize the queue at T0.

improve the performance of AFR, implying that the long-term
behavior of arrival service is more critical. Higher ξserv also
slightly improves the performance, indicating focusing on recent
decoding time is helpful. This is because we have already filtered
out outlier decoding time. Paying more attention to recent
decoding time could make the AFR quickly adjust the frame rate.

E Convergence Analysis
Finally, we provide a detailed analysis of the convergence
time during the state transitions of the stationary controller.
As introduced in §4.2, let the expectation of queuing delay
E(τqueue)=W0, according to Eq. 1, we have:

µa=
µs

ρ
=

(
1+

c2
a+c2

s
2W0

µs

)
µs (11)

Then we can discuss the convergence time of the system. The
convergence time here refers to the time at which the stationary
controller converges to a stationary state when the service
process changes, and the potential accumulated queue during
the transition is drained up.

Specifically, without loss of generality, we discuss a simplified
case shown in Figure 31: Both the arrival and service process
have an average value of zero for t<0, and the service process
changes from zero to one at t=0. The arrival rate will gradually
respond to the change after a control loop of τ. We want to find
the convergence time T0 where

∫ T0

0
µadt>

∫ T0

0
µsdt (12)

In this case, the queue accumulated during the response to the
arrival rate will be cleared. We further illustrate the convergence
in Figure 31. By substituting Eq. 11, we have:

∫ T0

τ

(
µs+

c2
a+c2

s
2W0

µ
2
s

)
dt>

∫ T0

0
1dt (13)

From the measurement of EWMA in Eq. 5, we have

µ̂s=1−(1−ξµ)
t−τ (t>τ) (14)

Therefore, let γ=1−ξµ to simplify the expression, we need to
find the minimum T0 such that:

∫ T0−τ

0

((
1−γ

t)+ c2
a+c2

s
2W0

(1−γ
t)2

)
dt>T0 (15)

Figure 32: Contour plot of the convergence region of T0 with different
parameters.

By solving the integral in Eq. 15, finally we have

W0<
c2

a+c2
s

2
(γT0−τ−1)(γT0−τ−3)+2(T0−τ)lnγ

2(γT0−τ−1)+2τlnγ
(16)

For example, when set c2
a + c2

s = 2, we vary the other
parameters in Eq. 16 and present the minimum T0 in Figure 32.
In the most general settings of AFR (τ=1 since the average RTT
is around 15ms, ξµ = 0.25 as introduced in §5.2, W0 = 2ms),
the stationary controller can converge to the new stationary state
within 2 frames. In other settings of the AFR parameters, the
stationary controller could also converge and drain the queue
within tens of frames, which is much less than the frame-rate
adjustment interval of hundreds of frames as evaluated in §6.2.
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Abstract
NFV has entered into a new era that heterogeneous frame-

works coexist. NFs built upon those frameworks are thus not

interoperable, obstructing operators from getting the best of

breed. Traditional interoperation solutions either incur large

overhead, e.g., virtualizing NFs into containers, or require

huge code modification, e.g., rewriting NFs with specific ab-

stractions. We present LemonNFV, a novel NFV framework

that can consolidate heterogeneous NFs without code modifi-

cation. LemonNFV loads NFs into a single process down to

the binary level, schedules them using an intercepted I/O, and

isolates them with the help of a restricted memory allocator.

Experiments show that LemonNFV can consolidate 5 com-

plex NFs without modifying the native code while achieving

comparable performance to the ideal and state-of-the-art pure

consolidation approaches with only 0.7–4.3% overhead.

1 Introduction

The past decade has witnessed the flourish of Network Func-

tion Virtualization (NFV) research, with the goal of replacing

hardware middleboxes with software network functions (NFs)

running on commodity servers. Prior research efforts have led

to a plethora of NFV frameworks focusing on various aspects,

including performance optimization [30, 33, 35, 49], program-

ming models [34, 41], resource management [51, 60], and

more recently security [43, 52, 54]. Since there are no conven-

tional and widely-adopted interfaces, these NFV frameworks

are unsurprisingly implemented in heterogeneous ways, with

different libraries (e.g., DPDK [5], netmap [57]), languages

(e.g., C, C++, Rust), and abstractions (e.g., Click element [37],

BESS module [30]).

NFs built upon these heterogeneous NFV frameworks are

not interoperable, which exposes two hard choices for users

in actual deployment. The first choice is asking operators

to learn, deploy, and maintain multiple frameworks to serve

different purposes. The second choice is picking one frame-

work and asking the developers to add extra functionalities

by reinventing the wheel. The former choice dramatically

increases the cost of operation, and the latter choice requires

substantial engineering effort and is error-prone. This reality

raises a timely and important question: can heterogeneous
NFs interoperate without modifying the code?

To answer this question, the first natural candidate solution

is using virtualization. Under this model, each NF runs in

a virtual machine or a container on one core, and packets

are steered across cores to chain multiple NFs. While this

approach hides the heterogeneity of NFs under standardized

virtualization interfaces, it incurs prohibitive performance

overhead when chaining multiple NFs [33, 49]. The overhead

stems from three main sources: virtualized components, cache

misses, and context switches (details in §2.1). Despite the

efforts of various lightweight virtualization techniques [39,

56,68], these overheads cannot be fully eliminated. As a result,

this virtualization approach fundamentally cannot achieve the

line speed, one of the key requirements of NFV deployment.

The second candidate solution is using consolidation. This

model implements NFs as software modules and runs them

in the same process. NFs are chained through function calls

and scheduled in a run-to-completion (RTC) mode, i.e., once

a packet is received by an NF, the NF continues processing it

until finishes. By eliminating cache miss and context switch

overheads, this approach ensures the line-rate processing and

has been adopted by existing high-performance NFV frame-

works such as Metron [35] and BESS [30]. While consolida-

tion works well for NFs under the same framework, it seems

unlikely to be applied to heterogeneous NFs without modi-

fying the code due to three key challenges across loading,

scheduling, and memory management.

• How to launch heterogeneous NFs in one process?
Launching NFs written with different frameworks and

languages into the same process could result in vari-

ous conflicts (e.g., dependencies, functions, variables).

A potential solution that manually modifying the code

to resolve each conflict could be tedious.

• How to chain multiple NFs with separate control flows
within a process? Each NF has its own control flow
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which often includes an infinite loop of packet process-

ing. Chaining these separate control flows requires lo-

cating new entry points and correctly schedule them to

process packets.

• How to isolate memory of multiple NFs within a process?
NFs running in the same process share the same stack

and heap, without memory isolation. This brings security

concerns when chaining multiple NFs from different and

possibly untrusted vendors. A previous solution that

rewrites NFs with safe programming languages would

incur large porting efforts.

In this work, we propose LemonNFV, an NFV framework

that enables consolidating heterogeneous NFs without modi-

fying the code. To address the above challenges, LemonNFV

provides three abstractions for NFs: the compiled binary, the

scheduling entry points, and the memory allocation interfaces.

The key point of these abstractions is that they (1) are es-

sential and sufficient for making NFs interoperable, and (2)

can be easily adopted to NFs without much coding efforts by

capturing the natural homogeneity that already exists in all

NF implementations. By transforming NFs into such LEast
Modified network functiONs (LEMONs), LemonNFV then

implements a set of utilities upon those abstractions that load,

execute and manage NFs inside a process. Concretely, we

make the following contributions in designing LemonNFV.

Loading via LEMON Binary (§4.1 and §4.4). We view each

NF as a software module and leverage the standard binary

format to load them. The binary hides the complexity of NFs

written in different languages and/or with conflicting names.

To further enable dynamic chaining and NF migration, we

build a LEMON loader to specify memory layout and resolve

dependency conflicts, both of which are not supported by

existing loaders (e.g., ld.so).

Chaining via Schedulable I/O (§4.2). We observe that packet

I/O could be an ideal scheduling point where an NF’s pro-

cessing logic starts and ends. Based on this observation, we

provide unified I/O interfaces as entry points for inter-NF

scheduling. These interfaces can replace existing NFs’ I/O

interfaces, which are usually built on top of several common

packet I/O libraries, such as DPDK, libpcap and netmap. To

chain multiple NFs inside one process, we provide a scheduler
to correctly switch between different NF control flows.

Isolation via Restricted Memory Interfaces (§4.3). We use

a restricted allocator to set explicit NF boundaries by creat-

ing private stack and heap for each NF, which can replace the

native memory allocation interfaces like malloc and its vari-

ants. To isolate different NFs in the process, we implement an

isolator that leverages hardware-aided technique (Intel PKU)

to realize efficient intra-process memory isolation 1.

We evaluate LemonNFV with real NFs and traffic (§6). The

1Currently, our isolation model focuses on memory isolation only and

does not support control flow integrity, state sharing and packet isolation as

in related works [31, 52, 66]. See §4.3 and §7 for details.

results show that LemonNFV can (1) consolidate 5 complex

NFs without code modification – even they are implemented

with different frameworks and/or languages; (2) realize com-

parable performance to the ideal and state-of-the-art consoli-

dation approaches with only 0.7–4.3% overhead of isolation.

Ethics: This work does not raise any ethical issues.

2 Motivation

In this section we explain why neither virtualization (§2.1)

nor existing consolidation techniques (§2.2) can address the

need of heterogeneous NF interoperation.

2.1 Virtualization is Slow

Figure 1a shows the three types of performance overhead

incurred by virtualization approaches. (V1) Heavyweight com-
ponents: Packets may need to go through all levels of vir-

tualization components: host OS, VM hypervisor, guest OS

and software switch. Each of the components brings a non-

negligible overhead since they may run protocol stacks and

perform queueing. (V2) Cache misses: If the NF instances

are deployed on separate cores, passing packets across cores

will be inevitable, in which case accessing each packet will

become LLC or DRAM bounded. Moreover, passing packets

across cores is often achieved by software switches, requiring

frequent enqueuing and dequeuing when the NFs send and re-

ceive packets. (V3) Context switches: Scheduling will happen

if there are multiple NF instances pinned to a single physical

core, which would result in extra switching overhead.

Researchers have been leveraging the emerging lightweight

virtualization techniques to improve the performance of virtu-

alization NFV systems. By reducing full-fledged VMs into

more lightweight environments, such as containers [21,61,63,

68], unikernels [39,46,69], and even processes [40,42,56,76],

the virtualization overhead, i.e., V1, is greatly reduced or elim-

inated, yet still preserving V2 and V3.

In fact, running NFs as separate instances makes it impossi-

ble to reduce V2 and V3 at the same time. Pinning instances to

dedicated cores (e.g., OpenNetVM [76], NFP [64]) eliminates

the overhead of context switches (-V3), but forces packets

to be delivered over shared memory and results in L1/L2

cache misses (+V2). On the other hand, compacting instances

on a single core (e.g., Quadrant [68], EdgeOS [56]) would

reduce the cache misses on packets (-V2), while frequent

context switches can lead to much more system calls and

TLB misses (+V3). Therefore, we reach a conclusion that

virtualization-based NFV frameworks can hardly meet line-

rate (i.e., 100/400Gbps) processing requirements because of

its inherent overhead.
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(a) A virtualization approach that runs NFs as separate in-
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and grey boxes are components that can be optimized out.
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(b) A consolidation approach that executes NFs in a single

process. Black arrows are the ideal workflow while the red

ones signify the obstacles when the NFs are heterogeneous.

Figure 1: The virtualization approach is slow, while the consolidation cannot handle the conflicts between heterogeneous NFs.

2.2 Consolidating Heterogeneous NFs is Hard

Consolidation, on the other hand, avoids all the extra overhead

from the virtualization approaches by eliminating the bound-

aries between NFs [17, 30, 35, 52, 61]. Under this model, the

SFC is deployed in one process, i.e., no V1, and NF instances

are executed in an RTC manner i.e., no V2 and V3, as shown

in Figure 1b. However, it introduces even more challenges

when trying to consolidate heterogeneous NFs.

Challenge 1: NFs cannot be loaded. NFs are independently

developed with different frameworks and abstractions. As

such, when putting them together in the same process, they

may conflict with each other in terms of dependencies, func-

tions and variables. For example, two NFs may define global

data structures with the same name, while simply linking their

source code would raise a multi-definition error. Things get

more complex if NFs are written in different languages.

Naive solution: A naive solution for loading NFs into a

single process includes three time-consuming tasks. First, op-

erators have to check all symbols exposed by NFs to locate the

conflicts. Second, they should manually resolve the conflict-

ing symbols, which however is not always a feasible task, con-

sidering the conflicts that may happen between closed-source

libraries. Third, they need to reconstruct other code with the

resolved name, which usually requires deep understanding

of the whole NF codebase. Despite the above tedious efforts,

manual resolution can never work for the cross-language NFs

or dynamic SFC updating without halt.

Challenge 2: NFs cannot be scheduled. The workflow of

each NF is driven by an infinite loop of receiving and sending

packets, i.e., processing packets after receiving them, and

receiving more after sending the processed ones. As a result,

an NF will take up a core forever once it starts running, and the

downstream NFs in the same process will never be scheduled.

Naive solution: To break the infinite loop inside each NF,

one could extract the packet processing logic of each NF, and

combine them together to form a synthesized SFC [17, 35,

36]. However, the packet processing logic is closely coupled

with NF-specific packet and state abstractions, and combining

them results in a large amount of code modification. For

example, Snort [10] leverages its unique Data AcQuisition

Library (DAQ) to receive packets and fill the metadata like

timestamp, protocol annotation, etc. Such packet abstraction

is incompatible with the packet abstraction under Click [37].

As a result, composing a synthesized SFC of Snort→Click

requires to transform the packets as well as all metadata from

the DAQ abstraction into the Click abstraction, and vise versa

for Click→Snort.

Challenge 3: NFs may affect each other. Being in the same

process, all NFs share the same stack and heap. In this way,

operators are not able to restrict any memory operations of al-

location, read and write, and thus lose the control over illegal

accesses, i.e., each NF can (unintentionally) modify others’

data and make their states inconsistent. For example in Fig-

ure 1b, NF1 (yellow) can silently modify the data (red arrow)

allocated by NF2 (green).

Naive solution: Consolidation frameworks often choose

to trust the NFs under the same process since they come

from the same vendor. However, trust cannot be granted when

it comes to heterogeneous NFs across vendors. Using safe

language, e.g., Rust in NetBricks [52], to rewrite the NFs is

a feasible option, but it’s not practical given the large body

of existing NFs and limited popularity of the safe language.

Formal verification on NFs [72, 74, 75] on the other hand

requires verification expertise and sometimes also forces NFs

to use certain APIs [73].

3 LemonNFV Overview

The heterogeneous NF consolidation is challenging because

NFs in the same process share the namespace, the control

flow, and the memory. In this section, we introduce the key

abstractions for breaking such sharing, and explain why they

can be easily adopted without code modification (§3.1). We
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Figure 2: A LEMON with unified abstractions of binary, I/O

and memory interfaces. Grey boxes are the common points

existed in NFs, and the blue boxes modify/leverage their se-

mantics for providing the unified behaviors (red annotations).

then overview the workflow of LemonNFV that implements

a set of utilities upon those abstractions, including the loader,

scheduler, isolator and the migration manager, to load, execute

and manage LEMONs within the same process (§3.2). We

finally discuss the ongoing challenges of LemonNFV (§3.3),

which will be addressed in the next section.

3.1 Unified LEMON Abstractions
A LEMON carries an unmodified NF with its own namespace,

control flow and memory, each of which could conflict with

other LEMONs inside the process. The key challenge here

is to decide the proper level to resolve the conflicts. Typical

solutions either choose the lowest level for avoiding the code

modification, i.e., packaging NFs into OS-level containers, or

operate at the highest level for ideal performance, i.e., rewrit-

ing NFs’ source code, neither of which can fully address our

goal.

Instead, LemonNFV aims to resolve such conflicts with

three middle-level abstractions: a binary that isolates the

namespaces of each NF, a set of I/O interfaces that decou-

ple the packet processing logic from infinite loop, and a set

of memory interfaces that restrict the memory operations.

These abstractions are high-level enough for resolving the

underlying conflicts, while also low-level enough to hide the

heterogeneity. In fact, there exists natural homogeneity in

all NFs’ implementation, and by leveraging it, LemonNFV

can equip any NF with the proposed abstractions by a simple

interception, i.e., without code modification.

LEMON binary: wrapping the namespace. Simply putting

all NFs’ code together usually does not compile, because the

independent-developed NFs might define variables, functions

and dependencies with the same name but different seman-

tics, which would cause name conflicts. Instead of manually

wrapping an NF into an isolated namespace, e.g., packing it

to a C++ class with private members, we observe that the

compiled binary naturally separates the namespaces of each

software module, and the conflicts can be resolved through

the symbol resolution process when loading the binary.

Natural homogeneity: ELF is the standard format for ex-

ecutables and shared libraries under Linux, which reveals a

chance for LemonNFV to package each NF as a software mod-

ule without modifying its native code but through a simple

recompilation (right part in Figure 2).

Schedulable I/O: creating entry points. The packet process-

ing logic of NFs are usually implemented as an infinite loop,

which is not schedulable. Nevertheless, we observe that the

I/O behaviors reveal the natural boundaries between NFs. To

this end, we design a new set of I/O in substitution for the

original, which creates explicit entry points of each NF for

scheduling: for the packet receiving function, it could read

packets from a shared memory region instead of the physical

NIC; for packet sending, it could jump out of the infinite loop

after pushing the packets back to specific queues on shared

memory, according to the output port of the NF.

Natural homogeneity: NFs are built on a handful of I/O

libraries like DPDK and libpcap, which means we can im-

plement the schedulable I/O by only intercepting limited func-

tions of these libraries (lower part in Figure 2).

Restricted allocator: separating memory domains. To re-

alize the isolation requirement, one should create isolated

memory regions for each of the NFs, even with the same pro-

cess. While not all NFs have the compilation support from

safe languages like Rust, the feasible solution is to create sep-

arate (instead of interleaved) memory domains for each NF,

and protect those domains with bound guard [67] or privilege

management [14, 53].

Natural homogeneity: All NFs rely on the native allocator,

which only provides limited functions like malloc, realloc
and free. That is, LemonNFV can override the native allo-

cator with the restricted allocator, which enforces that the

dynamic memory allocation in a LEMON takes place in its

own heap (upper part in Figure 2).

3.2 LemonNFV Workflow
Having the above unified LEMON abstractions, LemonNFV

implements several key components to build, execute and

manage LEMONs. As shown in Figure 3, an SFC is a pro-

cess (dashed rectangle) that runs two types of threads: hy-

pervisor (red) and worker (gray). The hypervisor consists of

two components: the LEMON loader that loads LEMONs

and intercepts the original allocator and I/O functions, and

the migration manager that migrates the LEMON to another

worker, SFC, or server. The worker implements the tram-

polines, which process the packets from the hardware NIC,

schedule a chain of LEMONs with virtualized I/O while en-

suring their isolation. There is also a LemonNFV controller,

relaying the user commands like LEMON loading to the hy-

pervisors, which can be deployed on a remote server.
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Figure 3: LemonNFV workflow, where a dashed rectangle

represents a process (SFC) with two threads: a hypervisor

(red) and a worker (grey). �–� illustrate how a packet being

processed; and �–� are for runtime SFC changing.

Loading a LEMON. Each LEMON carries an unmodified

NF, as well as its dependent libraries and configuration files.

To this end, the NF developers are required to recompile the

NFs into shared libraries, which only needs a few lines of

modification in the make rules (See §6.2). This task can also

be done by the operators if the target NF is open-source. Then,

the operator should fetch all dependencies of the LEMON,

pass their paths to the loader, and specify the total amount

of memory needed. With these information, the LEMON

loader would allocate the memory, load the code and variable

segments, resolve the potential conflicts, and grant the corre-

sponding privileges. The user can then consolidate an SFC

by providing the path and interconnection of each LEMON

in an interactive terminal.

Chaining and isolating LEMONs. Inside each worker,

LemonNFV executes a chain of LEMONs in the RTC way.

When receiving a (batch of) packet(s) from NIC (�), the

LEMON scheduler in the trampolines will pass the packet to

the first LEMON of the SFC, by calling its schedulable packet-

receiving function (�). After the processing in LEMON1, the

schedulable packet-sending function would transfer the con-

trol flow back to the trampolines (�), which would trigger the

next LEMON, i.e., LEMON2 (�). When it reaches the end of

the chain (	), the trampolines send the packet(s) back to NIC

(�). All of �–� are done within a single thread, thus will

not produce any inter-core communication or thread context

switch. When an SFC wants to scale out its performance,

LemonNFV can duplicate the worker into more cores, and

dispatch the flows using hardware NIC.

The trampolines also ensure the LEMON isolation through

above chaining process. Specifically, the LEMON isolator

would adjust the memory access privileges of each LEMON,

e.g., when executing LEMON2, the memory domains of

LEMON1 and LEMON3 should be protected.

Managing LEMONs in runtime. Consider a simple man-

agement task that attaching LEMON3 to the end of current

SFC. The hypervisor would first load and initialize LEMON3

(�) using the LEMON loader. After that, it will notify the

trampolines with the new LEMON, i.e., the packet receiving

function of LEMON3 (
). Finally, the trampolines will exe-

cute LEMON3 next time a packet leaves LEMON2 (�). Note

that the hypervisor is in an individual thread, which means �
can be done asynchronously without halting SFC. 
 is also

lightweight, as the hypervisor only needs to notify the tram-

polines with the new entry point, which is a rare operation

and would only halt the SFC for a negligible moment.

3.3 Ongoing Challenges

While making the LEMON interoperation a possible vision,

LemonNFV is still faced with several practical challenges.

Isolated LEMON namespace. LEMON binary wraps the

namespaces of each NF, but the name conflicts between multi-

ple binaries still needs to be resolved. This is the responsibility

of the LEMON loader, while the OS-default loader cannot

suffice, because it tends to reuse the dependencies for all

LEMONs.

Correct LEMON scheduling. Having the schedulable I/O,

the LEMON scheduler in the trampolines needs to further

address the following concerns for correctly scheduling the

LEMONs. (1) how to efficiently switch LEMONs; (2) how

to properly execute the logic other than the packet process-

ing, e.g., initialization; and (3) how to correctly handle the

complex I/O behaviors like asynchronous Rx and Tx.

Efficient memory isolation. The restricted memory allocator

guarantees the separate memory domains for each LEMON.

However, it is still unclear how the LEMON isolator restricts

the memory accesses to the legal areas. The key challenge

here is to isolate those memory domains without compromis-

ing too much performance.

Flexible LEMON migration. NF migration is a critical re-

quirement in NFV systems. Even with the help of the LEMON

loader, it is still unclear for the migration manager to migrate

the LEMONs to other workers, SFCs or even servers. The key

challenge here is that the LEMON loader can only handle a

LEMON as a whole, while the inner data structures (i.e., NF

states) of a LEMON might need to be partially migrated to

another core or re-accessed in a different process for intra- or

inter-server load balancing.

4 Detailed Design of LemonNFV

In this section, we discuss in details how LEMONs are

loaded (§4.1), scheduled (§4.2), isolated (4.3) and mi-

grated (§4.4) using the unified abstractions of LEMON.
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4.1 Loading the LEMONs

Given an ELF binary, the loader is responsible to allocate the

memory for the executable, copy the segments to the corre-

sponding memory regions, resolve the external symbols, and

finally call the constructors. While Linux has offered a mature

toolchain for loading the ELF file at runtime, i.e., dl-family

functions, they are ill-suited for serving as the LEMON loader.

In the following, we explain the specific requirements when

loading a LEMON, and present our solution for the LEMON

loader.

Dependency isolation. The OS loader, i.e., ld.so with

dlopen, attempts to reuse the libraries that have been al-

ready loaded for saving the memory and improving instruc-

tion cache affinity. However, this would cause dirty access of

common libraries if multiple LEMONs depend on them.

In LemonNFV, the LEMON loader views each NF and its

dependencies as a sandbox, and will load the dependencies

no matter whether other LEMONs have already loaded them.

For example, each LEMON will load its own libc, such that

they will not share the global variables like optarg. so that

Targeted symbol resolution. While loading, lots of functions

in LEMONs should be intercepted to the customized versions,

e.g., the DPDK I/O to the schedulable I/O, the native malloc
to the restricted malloc. The common solution to this task

is LD_PRELOAD, which instructs the loader to first lookup the

preload libraries when resolving every symbol of the exe-

cutable. However, LD_PRELOAD redirects all symbols with

the same name, while LEMONs and trampolines should use

different versions. For example, trampolines call rx_burst
to receive packets from NIC, which should not be resolved to

the schedulable version as in LEMONs. Besides, LEMONs

may depend on different versions of the libraries, and the

intercepted functions with the same name also need vary to

those semantics.

LemonNFV implements a symbol resolution mechanism

tailored for loading LEMONs, which allows the trampolines

and each LEMON to specify their own preload libraries, en-

abling different semantics for symbols of the same name.

Consistent loading address. The Linux loader cannot man-

ually specify the loading address. Instead, the recent Linux

kernels enable the random address loading, e.g., ASLR [1],

mostly due to the security reason. Such random loading would

disable the ability of reloading a LEMON, because all pointers

in the reloaded LEMON would become invalid. This feature

is critical for fault recovery and LEMON migration.

To this end, the LemonNFV process reserves the same

virtual address space, which is partitioned into fixed-size slots.

the LEMON loader would load each LEMON to its unique
slot, and allocate the fixed address regions for the private

stack, heap and dependencies. As a result, all the pointers

(expect packet pointers) in a LEMON snapshot would remain

valid even being reloaded or migrated to another process.

1. While True:
2. Receive packets
3. Switch stack to M

4. Send packets
5. EndWhile

Trampolines (T)
1. Initialization
2. While True:
3. Call rx_burst()
4. Process the packet
5. Call tx_burst()
6. Fill the packets
7. Switch stack to T
8. Return
9. EndWhile

LEMON (M)

Loop back to Line 2

Loop back to Line 3

(a) Scheduling between the trampolines and the LEMON.

1. Load LEMON
2. Save the stack
3. If not init:
4. Execute LEMON

5. init← true
6. EndIf
7. Notify trampolines

Hypervisor (H)
1. Initialization
2. While True:
3. Call rx_burst()
4. If not init:
5. Switch stack to H
6. Fill the packets
7. Return
8. Process the packet
9. Call tx_burst()
10. EndWhile

LEMON (M)

(b) Initialization with the hypervisor.

Figure 4: Scheduling LEMONs with the schedulable I/O and

private stacks. Solid arrows indicate the executing paths, and

dashed lines are the function/stack transitions. The blue paths

are executed by the working thread, and the red ones are from

the hypervisor thread. Shadowed texts are the pseudocode of

tx_burst and rx_burst.

4.2 Scheduling the LEMONs
A typical NF implementation consists of four stages: (1) the

NF initializes its own data structures and hardware; then it

starts an infinite loop which (2) receives packets using a func-

tion like rx_burst(pkts); (3) processes the packets; and (4)

sends the packets out using a function like tx_burst(pkts).
The LEMON I/O interfaces unify the way for LEMONs to

fetch and send packets, i.e., stage 2 and stage 4. Specifically,

the LemonNFV trampolines are responsible to communicate

with the hardware NIC. And the “NIC” in the LEMON is

actually a memory region that stores the packets. As a result,

rx_burst should fill pkts (the pointers of packets) with the

packets from the trampolines; and tx_burst should fill pkts
back to trampolines for the downstream LEMONs.

Having those basic I/O operations, how to schedule the

LEMONs such that the packets can flow through them as if

they were chained together will be our focus here.

Scheduling LEMONs with schedulable I/O. Each NF has

its own control flow, from main function to the infinite loop of

packet processing. The LEMON scheduler needs to cooperate

with those control flows to properly jump into and out from

the LEMON execution.

To this end, LemonNFV creates private stack for each

LEMON, making its control flow separated from the trampo-

lines and one another. Specifically, LemonNFV allocates a

dedicated memory region for each LEMON as its stack, and
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the trampolines maintain the corresponding stack pointers

(i.e., SP and BP registers). In this way, the LEMON schedul-

ing can be simply implemented as saving the current states

of registers (stack pointers and other callee-saved registers)

and restoring the previously saved ones of the target LEMON.

This process operates purely in the user space, thus incurs

much less overhead than the context switch between processes

or threads, which would trap into kernel and flush TLBs. We

implement the above stack switch logic in the packet sending

functions, because each time the NF is sending the current

batch of packets out of the NIC, the control flow should move

to the next NF in the SFC.

We use Figure 4a to illustrate how the scheduling works.

Assume the SFC has only one LEMON, which has processed

a batch of packets and is sending them out, i.e., calling (the

schedulable) tx_burst in Line 5 of M. After filling the pack-

ets, the execution stack is saved and switched to the tram-

polines (from Line 7 of M to Line 3 of T). The trampolines

then send the packets to the NIC (Line 4 of T). In the next

loop it receives a new batch of packets (Line 2 of T) and

schedules the LEMON again (Line 3 of T), which will jump

back to Line 7 of M. The LEMON will continue to receive

and process the packets from the trampolines, i.e., Line 8–9,

3–4 of M, until it is scheduled out, i.e., tx_burst is called

again. Any additional logic besides Line 4 (e.g., profiling after

sending packets) will also be executed at this moment.

Handling the logic other than packet processing. The hyper-

visor needs to take care of the LEMON initialization, which,

like the packet processing logic, has no explicit boundary in

the NF’s code. To this end, we view the initialization as the

logics from the first line of main function to the very first
time the rx_burst is called, which means all preparations

for packet processing have been done. We use Figure 4b to

depict such process. The hypervisor thread (red path) loads

the LEMON, saves its stack and executes the LEMON (Line

1–4 of H). After LEMON is initialized (Line 1 of M), it will

eventually call (the virtualized) rx_burst (Line 3 of M). For

the very first time it is called (i.e., init==0), the LEMON

should switch back to hypervisor’s logic, and the hypervisor

will notify the trampolines that the initialization is done. The

trampolines will execute the LEMON from the saved stack

(Line 6 of M) next time it is scheduled.

Except for the initialization, NFs may also include logic

for event logging and runtime configuration. These routines

are usually conducted in individual threads. See Appendix A

for scheduling a LEMON with such threads.

Complex I/O behaviors. The above scheduling assumes the

NFs call the packet I/O in a synchronized way, i.e., receiving

(Rx) and sending (Tx) once per batch, while NFs can also

invoke less Rx and more Tx (e.g., multicast), or more Rx and

less Tx (e.g., packet buffering). The current scheduling is

based on Tx, thus can still handle the former case, and we

extend the virtualized Rx I/O to deal with the latter. To be

specific, we add a flag in virtualized Rx function to check

whether it is called for the first time in this batch. If not, the

Tx function is not called, which means this LEMON buffers

or drops all packets, and blocks the downstream LEMONs.

In such case, the trampolines should continue to receive the

next batch instead of scheduling the next LEMON, ensuring

correctness of NFs that buffer packets (e.g., Reframer [28]).

4.3 Isolating the LEMONs

LemonNFV provides each LEMON with a separate memory

domain via the custom allocators, so that the legal region a

LEMON can access is bounded. However, achieving this is

far from sufficient to isolate each LEMON from each other,

because the illegal accesses are only defined but not prevented.

We now discuss how LemonNFV checks illegal memory ac-

cesses efficiently. In the following, we first present the threat

model of LEMON isolation, then introduce two software fault
isolation (SFI) techniques to sandbox the memory accesses.

After making our design choice, we present how LemonNFV

realizes the LEMON isolation in runtime.

Threat model. LemonNFV isolates the SFCs from different

tenants with processes. For each process, LemonNFV allo-

cates two virtual functions (VFs), i.e., NICs virtualized by

SR-IOV [15], which provide almost the same performance

compared to the physical NIC. Given such strict isolation be-

tween SFCs, we only need to take care the isolation between

LEMONs along the SFC, i.e., the intra-process isolation.

We assume each NF has its own packet processing logic,

which are expected to be independent of the others. That is,

even in the same process/thread, the data and states of NFs are

strictly independent. This assumption disables most commu-

nications between NFs, and thus is weaker than NetBricks’s

threat model that supports state sharing [52]. However, we

argue that this assumption is actually aligned with the case

when chaining physical middleboxes, where the internal states

are unavailable to external NFs, and packets are the only in-

formation that can be exchanged between NFs.

We assume the trampolines and hypervisor are written with

care, while NFs are written in a negligent way that they might

illegally modify the data, e.g., overwrite the state in other NFs

or hypervisor. Such bad operations can happen in either NF

itself, e.g., *(bad_addr)=1, or the libraries it depends, e.g.,
memset(good_addr,0,bad_size).

Two design options. The above threat model falls into the

SFI area, where the most classical implementation is to check

the bound of each memory write [38,67,71], e.g., *p=1 would

be modified into if(p>L&&p<H) *p=1 to ensure p is always

within its own memory region (L,H). Its performance is de-

termined by (1) the number of the legal regions, since each

instrumentation must check all these regions, and (2) the num-

ber of memory access statements, which equals to the number

of instrumentation.
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Recent studies advocate to leverage hardware-aided tech-

niques to realize SFI [31,45,66]. To be specific, they partition

the memory into domains, and a certain software module can

only access its legal domains. When switching to another

software module, this method has to change the legality of

the domains. As such, its runtime overhead is mainly deter-

mined by the number of domains. Another defect of domain

switching is that it restricts the number of domains due to the

limitation of hardware.

Our design decision. Bounds checking would incur unaccept-

able runtime overhead for realizing LEMON isolation for the

following reasons. First, the legal regions of a LEMON, e.g.,
code, stack and heap, are separate, making each instrumenta-

tion quite costly. Second, the number of memory access state-

ments could be large for NFs like encryption, which further

lowers the performance. To make the performance penalty

clear, we implement an extra compiling pass in LLVM that

injects bound checking before every memory write at the IR

level. We then prototype three typical NFs including NAT,

firewall and IDS, and by chaining them into an SFC, we find

that the isolated SFC is in average 24% slower than the orig-

inal one. Such penalty is usually unacceptable for realizing

the wire-speed processing.

On the contrary, we find domain switching is quite suitable

for LEMON isolation. Recall the threat model that LEMONs

do not share states between each other. That is, each LEMON

can be packaged into a disjoint domain, such that the number

of domain switching is actually the length of SFC, which is

fixed and stable no matter how complex a LEMON is. For the

limitation on number of domains, it should still be sufficient

for LEMON isolation, since the length of SFC is usually small,

i.e., less than 10 for most real-world cases [4]. As a result,

the domain switching approach is preferred to realize SFI

between LEMONs.

Among the others like VMFUNC that require code modifi-

cation [38, 45], PKU has been viewed as the fastest domain

switching approach and requires little modification on exist-

ing code [31, 66]. PKU uses the spare four bits in each page

table entry to partition memory into 16 domains, and specifies

the access restrictions for each domain by a pkey. In doing so,

the protection can be naturally guaranteed when accessing the

page table, and thus incurs zero extra cost in runtime. More

importantly, the operation of domain-switching, i.e., writing

the permissions to pkeys, purely works in userspace and only

incurs negligible overhead, i.e., less than 100 cycles.

Isolating LEMONs with PKU. Inside the process, Lemon-

NFV specifies one pkey for each LEMON. In runtime, when

a LEMON is scheduled by the trampolines, LemonNFV en-

ables its pkey to grant the access rights to its own domain, i.e.,
its own stack, heap and data segments, and disables the ac-

cess to any other domain. Since the switching happens when

scheduling LEMONs, the switch logic is embedded into the

schedulable I/O for each LEMON.

Consider a simple example with two LEMONs, M1 and

M2. The trampolines’ domain occupies pkey0, and each

LEMON (as well as its stack, heap and dependencies), is

allocated with one pkey, i.e., pkey1 and pkey2, respectively.

The packet domain is always readable/writable to trampo-

lines and LEMONs, and thus does not need a specific pkey to

protect. At runtime, when trampolines are receiving or send-

ing packets, all three pkeys are enabled, because trampolines

have the full visibility to all domains. Before going into M1,

trampolines would disable pkey0 and pkey2. After M1’s pro-

cessing, the schedulable I/O in M1 would enable pkey2 for

M2’s processing. After the processing of the last LEMON,

i.e., M2, its schedulable I/O will disable pkey2 and enable

pkey0 to jump back to trampolines. Note that to reduce the

domain switching, M1 would directly jump to M2 instead

of jumping back to the trampolines. In general, LemonNFV

would switch N +1 times for an SFC with N NFs.

4.4 Migrating the LEMONs
NF migration is essential when operators seek a balanced load

and/or efficient resource utilization. Existing works realize

this feature on top of a fully supervised infrastructure, e.g.,
OS-level virtualization [12, 44], or through specific migra-

tion interfaces, e.g., OpenNF [27]. Without above prerequi-

sites, LemonNFV leverages the standard LEMON binary to

empower users to migrate the LEMONs to other cores and

machines in an efficient way 2.

Intra-process LEMON migration. In consolidation ap-

proach, it is important that packets should be evenly dis-

patched to the workers, otherwise the CPU resources are

wasted [35]. Due to the dynamics in network (e.g., traffic

burst) and resources (e.g., adding a core), such balance is hard

to achieve if statically binding packet classes (i.e., a set of

flows) to cores. Instead, the NFV framework needs to migrate

the packet classes and the corresponding NF states to a new

core, to balance the working load.

LemonNFV addresses this challenge by relieving the close

binding between cores and LEMONs, making the consistent

migration possible for any state structures used in LEMONs.

To be specific, LemonNFV creates a pool of LEMONs, each

of which is dedicated for a packet class. Given the simple fact

that both executable code and states are within the LEMON,

“migrating the state of packet class P to core C” becomes

“letting core C execute the LEMON corresponding to P”.

Figure 5 shows a simple migration scenario, where the op-

erator allocates two cores (C1 and C2) to handle three packet

classes (P1–P3). In this case, LemonNFV will create three

LEMONs (M1–M3) dedicated for P1–P3, and ensure that cores

will always handle the packet classes with their correspond-

ing LEMONs. Assume we want to migrate P2 to C2. The

2The proposed migration schemes are for common load balancing scenar-

ios, while specific migration cases, e.g., migrating an arbitrary flow, balancing

a non-splittable flow, are not supported. See §7 for a discussion.
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NIC

C1

C2

P2

P1

P3

M1

M3

M2

1 New rule: P2→C2

2 P2 is handled by C2

3 C1 no longer sees P2

4 C2 processes P2 with M2

Figure 5: Intra-server LEMON migration. C1 and C2 are cores,

P1–P3 are three packet classes, and M1–M3 are three identical

LEMONs dedicated for P1–P3.

hypervisor first issues a new rule to the NIC (or modifies the

global RSS table [16]), which directs the NIC to tag and send

P2 to the queue binding to C2 (�). At this point, all packets

belonging to P2 will be handled by C2 (�), and C1 cannot see

P2’s packets immediately (�). When C2 receives the packets

of P2, it can safely process them with M2 (�). Since the states

of P2 are always within M2, there is no need to synchronize

or copy states between cores. However, since each core has

a receive queue, there is a minor risk that C1 still holds a

few packets of P2 after the migration. For this case, we could

create a receive queue for each packet class, and let different

cores to handle the queue while migration, which would cost

little performance [16].

�–� are natural consequences of �, meaning that the over-

head of migration is essentially the time of rule installation,

which only amounts to sub-milliseconds.

Inter-process LEMON migration. Besides the intra-server

load balancing, the network-wide load balancing calls for

migrating LEMONs across different LemonNFV servers (pro-

cesses) in runtime. This is done by (1) allocating identical

addresses for LEMONs across processes and (2) migrating

the snapshots (memory dump) of LEMONs iteratively.

For the first, the LEMON loader has ensured the address

consistency across different processes. One concern here

is that can a single process provide enough address space,

if considering different types of NFs and per-packet-class

pool of LEMONs. In fact, modern 64-bit system can eas-

ily reserve 96TB of virtual memory (e.g., 0x100000000000

- 0x700000000000) to support 32768 LEMON instances

(6GB memory each), i.e., 128 types of NFs with 256 packet

classes, which are sufficient given limited number of popular

NFs. Note that this restriction is for the unique LEMONs in

network-wide servers, and the length of SFC in a single server

is still bounded by the physical memory and PKU limitation.

Secondly, LemonNFV needs to realize a packet-lossless

migration. In runtime migration, the snapshot is taken after

the LEMON loosing references over a batch of packets, and is

transmitted to its destination. The LEMON loader then loads

it into the corresponding slot and modifies the SFC. Since

all states are within the LEMON, the migration will not lose

any state. However, the cross-machine transmission might be

time-consuming due to the large snapshot, resulting in packet

losses to the LEMON.

To this end, LemonNFV iteratively copies the snapshot [12].

Specifically, in phase -1, LemonNFV pre-copies the whole

snapshot to the target, and uses dirty page tracking [8] to

locate that a portion of memory d becomes dirty through this

phase. Then in phase 0, LemonNFV only transmits the dirty

bytes, and locates the new dirty memory d. When d is getting

smaller, the transmission time also decreases, which further

reduces d in the next phase. Iteratively, the dirty memory

transmission can finish within a negligible time, which is the

right timing to route the packets to the new machine. See

Appendix B for a detailed implementation.

5 Implementation

We implement a prototype of LemonNFV with 5K lines of

C code, including the unified abstractions, i.e., the schedula-

ble I/O and the restricted allocator, and the system compo-

nents, i.e., the LEMON loader, the LEMON scheduler and

the LEMON isolator with PKU. We highlight several key

implementations and enhancements in our prototype.

Schedulable I/O. The prototype implements a schedulable

version for all I/O functions used by NFs in §6, which includes

28 libpcap [7] and 41 DPDK [5] functions. The user can

easily intercept I/O interfaces not included in the prototype

by adding functions to the preload libraries when involving

new NFs.

Restricted allocator. As mentioned in §3.2, each LEMON

should notify its memory budget to LemonNFV. This is to

avoid the runtime fault like memory leak: if the customized

memory allocator detects that a LEMON exceeds its memory

limitation, LemonNFV can unload it before it drains all host

memory. Besides, this also enables a simple but effective

optimization, i.e., memory pre-allocation, which can largely

improve the memory performance in runtime for memory-

intensive NFs. To be specific, when a LEMON requires a

certain portion of memory, the customized memory allocator

pre-allocates all memory in the heap, so that it does not need

to make expensive syscalls like mmap in runtime.

Fault isolation. §4.3 mainly considers the memory isola-

tion, while the fault isolation is also critical for consolidation

approaches. Since all NFs are in the same process, a run-

time fault, e.g., divided by zero, of a single NF would fail

the whole chain. This task is addressable with the help of

the trampolines in LemonNFV. First, LemonNFV registers a

set of signal handlers for dealing with the runtime fault like

SIGABRT, SIGSEGV and SIGILL. Then, once those signals are

captured, the trampoline can decide how to prevent the faulty

LEMONs from impacting others. In the prototype we simply

remove the faulty one and pass the packets to downstream

LEMONs. Other policies like restoring a LEMON to its near-

est checkpoint can also be implemented based on the above

fault capture scheme.
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6 Evaluation

In this section, we evaluate the practicality, performance and

overhead of LemonNFV with real and synthesized NFs. We

are particularly interested in the following questions.

1) Can LemonNFV consolidate heterogeneous NFs to ob-

tain high performance without much coding effort? Ex-

periments show that LemonNFV can consolidate real

NFs from different frameworks as the virtualization ap-

proach, i.e., without modifying native code, and achieve

a high-performance SFC as the consolidation approach,

i.e., incurring minor overhead between NFs (§6.2).

2) Can LemonNFV outperform state-of-the-art NFV sys-

tems? Experiments show that LemonNFV is 1.9–2.4×
faster than a state-of-the-art virtualization approach, and

incurs only 0.7–4.3% overhead compared to a state-of-

the-art consolidation approach (§6.3).

6.1 Experimental Setup

Testbed. Our testbed is an x86 machine (24×Intel Xeon 3Ghz,

256GB memory) equipped with a Mellanox CX-6 DX NIC

(2-port 100Gbps). Hyperthreading and frequency boosting are

disabled in all CPUs, and the host OS is Ubuntu 20.04 with

Linux kernel 5.11. We use DPDK 21.05 as the packet I/O for

LemonNFV with 32 as the batch size, and enable S-RSS in

multi-core experiments.

We prepare two traces for testing: ISP trace from a large

service provider that contains majorly TCP flows (8.6M pack-

ets, 3.9M active flows, 652 bytes in average) and ENT trace

captured from an enterprise network which mostly consists of

GTP (UDP) packets (11.2M packets, 462 bytes in average).

Another server with the same NIC replays the traces to

the testbed at line rate, serving as the packet generator. The

testbed is configured to forward all traffic back to the genera-

tor, no matter whether NFs drop them or not. We run each ex-

periment under 100Gbps traffic and record the average value

of 20 seconds. Each experiment is then repeated 10 times and

the average result is reported.

Real NFs. We consider NFs built upon the fast userspace

I/O (DPDK) and kernel I/O (libpcap). We involve three

DPDK NFs: an IDS based on Rubik [41] that matches the

reassembled payload with snort-like rules; a NAT based on

FastClick [17] that is composed of many inherent elements

like traffic classifier and ARP querier; and an ACL based

on NetBricks [52]. We further involve two libpcap NFs: a

connection tracker (CT) based on mOS [34] that tracks the

status of TCP connections; and a DPI tool based on nDPI [9]

that can identify 170+ L7 applications.

Synthesized NFs. We further choose several synthesized NFs

which are feasible to be ported, such that we can fairly com-

pare them under different frameworks. We use NFD [32] to

produce four stateful NFs: network address port translator,

heavy hitter detector, super spreader detector, and UDP flood

Table 1: The real NFs and the efforts for interoperation.

NF Framework Lang. I/O CN CF CH

IDS Rubik [41] C DPDK 337 31K 2

NAT FastClick [17] C++ DPDK 94 331K 2

ACL NetBricks [52] Rust DPDK 401 58K 8

CT mOS [34] C libpcap 325 139K 4

DPI nDPI [9] C libpcap 4498 121K 2

CN: the LOC of the NF logic, CF: the LOC of the framework
CH: the LOC modified by LemonNFV for interoperation

mitigation. We further extract four NFs from OpenNetVM’s

repository [76], including payload scanning, stateless fire-

wall, AES encryption and decryption, which are stateless but

computing-intensive.

6.2 Comparing with the Ideals

When interoperating, i.e., chaining, isolating and managing,

heterogeneous NFs, we have two ultimate goals: without code

modification and performance penalty. To this end, we use

the real NFs to compare LemonNFV with two ideals, i.e., a

virtualization approach that does not modify a single line of

code, and a pure consolidation approach that does not incur

any performance penalty.

Efforts of interoperating NFs. As shown in Table 1, the real

NFs are heterogeneous in many ways including the language,

I/O, etc. We assume the virtualization approach emulates a

full running environment, e.g., with VM or Docker, and thus

does not need to modify the real NFs for chaining them. On

the other hand, the consolidation approach needs to extract or

wrap the NF logic for interoperation.

Intuitively, it would only cost limited coding efforts, since

the high-level NF logic is relatively simple and neat, as shown

in CN in the table. However, the factual task would cost much

more than that number. For example, to implement an NAT in

FastClick only needs to write 94 LOC for a Click script, while

to interoperate this NF with CT in mOS, one has to dig into

the detailed implementation in FastClick and mOS, to ensure

they have the same packet abstractions, are not conflicting

in variable/function names, and do not incur dirty writes on

global data structures, etc. Things get more complex when

porting NFs with different languages, e.g., rewriting a Rust NF

into a C/C++ one. Generally, the effort of code reading and

writing for consolidating heterogeneous NFs would approach

to the numbers shown in CF.

LemonNFV does not modify a single line of native code

(e.g., C/C++, Rust) for consolidating these NFs. The only

effort we made is to modify the compilation configurations

of the NFs, e.g., adding -fPIC and -shared in Makefile, to

compile the NF as a shared library instead of an executable,

which amounts to a handful of LOC. We also feed the com-

mand line arguments, i.e., argv, to each LEMON with a con-

figuration file, which also contains minor LOC. CH in Table 1

shows the total number of modified LOC.
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Table 2: Performance comparison over real NFs.

Per-Packet Latency (us) Throughput (Gbps)
Ideal Docker LemonNFV Ideal Docker LemonNFV

ISP 0.66 240 (+362×) 0.68 (+3.8%) 22.9 11.6 (-49%) 22.0 (-3.8%)

ENT 0.59 224 (+223×) 0.60 (+2.8%) 18.3 12.7 (-31%) 17.7 (-3.2%)

Performance comparison. We chain the real NFs to conduct

a sequential SFC: IDS→NAT→ACL. We do not involve the

two libpcap NFs here because the slow packet I/O would

significantly enlarge the performance gap between virtual-

ization and other approaches. As a reference, CT and DPI

with LemonNFV are 5.6× and 3× faster than their libpcap
versions respectively. We consider two performance metrics:

the processing time of each packet, i.e., the elapsed time after

it entering the first NF and before it leaving the last NF, and

the end-to-end throughput.

For virtualization approach, we use Docker containers to

carry the NFs. Each container is equipped with one CPU

core and two virtual NICs, and the SR-IOV [15] technique

ensures the line-rate packet forwarding between Dockers with-

out CPU interventions. Due to the large codebase of real NFs,

we do not implement a pure consolidation approach. Instead,

we estimate its performance as follows: for the per-packet

latency, we simply accumulate the processing time of each

single NF; for the throughput, we set up a basic DPDK I/O,

and delay each packet for the accumulated processing latency.

This should present the performance upper bound of con-

solidation since interference between NFs (e.g., cache and

memory contention) is removed.

Table 2 shows the performance comparison. It can be seen

that the Docker approach adds more than 200× latency com-

pared to the Ideal approach. Since those NFs are with high-

speed I/O, the major overhead comes from the packet pool in

the virtual NIC and DPDK, i.e., V2 mentioned in §2.1. On the

other hand, LemonNFV eliminates such overhead and only

incurs 2.8%–3.8% overhead, largely resulting from the PKU

switch between NFs.

Since Docker uses three separate cores, we also scale Ideal

and LemonNFV with three cores for throughput comparison.

The results show that Docker is in average 40% slower than

Ideal, while the overhead of LemonNFV is just 3.5%. The per-

formance gap between Docker and LemonNFV is narrowed

compared to the per-packet latency because the end-to-end

measurement includes the I/O latency between the testbed

and the packet generator (∼100us). Such gap would again

enlarge with longer SFC.

Loading and migration. Under LemonNFV, loading a

LEMON is essentially loading a shared library, which is fast

and predictable. We measure the loading time of all 5 real NFs,

and report that the max/average loading time is 28ms/7ms.

Note that LEMONs are loaded by the hypervisor in an asyn-

chronous way, so the factual overhead for the SFC can be

neglected. As a comparison, booting a container usually takes

hundreds of milliseconds [47].

(a) Throughput (b) Latency

Figure 6: Performance comparison with different SFCs and

traces using 4 cores. LemonNFV-M indicates LemonNFV

with memory pre-allocation enabled.

We also verify that our inter-process migration can be fin-

ished rapidly. We setup two processes on a single server, each

of which carries a naive packet forwarding LEMON. The

source process then loads IDS in Table 1, runs it for some

time, and migrates it to the destination process. Results show

that iterative migration copies over 400 dirty pages within

1.2s, and efficiently reduces the total downtime to only 6.9ms.

6.3 Comparing with Existing NFV Systems

We compare LemonNFV with state-of-the-art NFV frame-

works. For obtaining higher performance, these frameworks

often require developing NFs using specific interfaces. To this

end, we port the synthensized NFs to these frameworks and

compose two SFCs: Stateful that chains the four stateful NFs

from NFD, and Stateless that chains the four OpenNetVM

NFs. Performance is the focus of this comparison.

Comparing with NFVnice. We port the synthesized NFs into

NFVnice [40], a state-of-the-art virtualization-based approach

that deploys NFs inside processes and enables back-pressure

between them to minimize wasted work. NFVnice sets a large

packet queue (215) between each NF for higher throughput

and less packet loss, which would in turn increase the latency.

To this end, we measure the throughput with the default set-

ting, and measure the latency by reducing the queue size to

32 (default batch size). This could represent the ideal perfor-

mance a virtualization approach can achieve.

Figure 6 shows the comparison of NFVnice and Lemon-

NFV. LemonNFV is at least 88% faster than NFVnice with

55% less latency. Note that besides the four worker cores,

NFVnice employs two extra cores dedicated for packet I/O,

which, however, has been heavily hindered by the context

switches and cache misses when traversing SFCs.

Comparing with FastClick. FastClick [17] is an enhanced

version of Click [37] with high-speed I/O, optimized com-

pilation stages, and many useful elements. FastClick is the

basis of many state-of-the-art consolidation approaches like

Metron [35], RSS++ [16], PacketMill [25] and Reframer [28].

In FastClick, each NF is a C++ object, and chaining NFs is

just calling a function of the object. This implementation elim-

inates all extra overhead between NFs, indicating the ideal

performance of a consolidation approach.

Figure 6 shows that LemonNFV is only 1.5% slower than
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Figure 7: Throughput comparison with NetBricks.

FastClick for Stateful. This demonstrates the end-to-end over-

head employed by LemonNFV, including the stack switch,

the pkey set, etc. The overhead increases to 4.2% for Stateless,

because this SFC is more lightweight, making the cost from

LemonNFV more significant.

After enabling the pre-allocation, LemonNFV-M even out-

performs FastClick by 9.2% in Stateful. This is because NFs

in Stateful are memory-access-intensive, such that the pre-

allocation would improve the performance significantly. For

the similar reason, Stateless performs almost the same with

and without this feature.

Comparing with NetBricks. The closest work to ours is

NetBricks [52], which also runs SFC in a single thread and

provides isolation among NFs. To compare the runtime over-

head when hosting NFs, we implement a simple ACL NF

using C in LemonNFV and Rust in NetBricks. This NF does

not use any complex algorithms and data structures, e.g., hash

table, from the standard library, to minimize the performance

difference from the language. We chain this NF for several

times to measure the scalability, and further involve the pure

consolidation, i.e., chaining the C NF by function call, as the

ideal approach.

Figure 7 shows that LemonNFV is on average 2.6% slower

than Ideal, while NetBricks incurs 11.9% overhead. With a

longer chain, the overhead of LemonNFV is stable (always

∼2.5%), but NetBricks incurs larger overhead (from 8.9% to

18.1%). This is because the overhead of NetBricks mainly

comes from the NF logic itself, i.e., checking array bounds

with Rust (reportedly a 14% overhead for an LPM [52]), while

the overhead of LemonNFV is irrelevant to the NF logic. As

a result, though the increasing chain length also increases the

number of domain switching, such overhead is still negligible

compared to the workload of NF itself. Considering that the

example NF is largely simplified, the factual gap between

LemonNFV and NetBricks would be much significant in real

cases.

Overhead analysis. We quantify the overhead employed by

LemonNFV to better understand the performance illustrated

above. For each LEMON switching, LemonNFV incurs the

following overhead: (O1) switching the memory domain by

writing the pkey registers, (O2) switching the private heap,

and (O3) switching the private stack to the target domain.

For O1, each domain switching invokes one write to the

pkey register, which averages to 82 cycles in both SFCs. O2 is

stable and minor (i.e., 9 cycles), because heap switching only

changes the base pointer of the heap. For O3, stack switching

needs to save the current context and restore the target. We

measure such overhead for each NF switching in Stateful and

Stateless and the result averages to only 31 cycles. Note that

above overhead is for a whole batch, meaning that the per-

packet overhead with default batch size (32) is only∼4 cycles

for each switching.

As a comparison, virtualization frameworks would be im-

peded by context switching, cache misses and TLB flushes.

To the best of our knowledge, Quadrant [68] has the least

overhead by pinning the NF instances on the chain to a single

core, which results in a per-packet overhead of ∼110 cycles.

In Stateless with 4 NFs, it will cost 530 more cycles than

LemonNFV ((110−4)×5 switching). As the per-packet la-

tency of Stateless is ∼4000 cycles in LemonNFV, Quadrant

is thus ∼13% slower in terms of the isolation overhead.

7 Related Work and Limitations

We discuss efforts that relate to or inspire LemonNFV.

NF development. FastClick [17] and BESS [30] can flexibly

wire their elements/modules up to the SFC (in an off-line

manner). However, those modules must be programmed with

specified interfaces, e.g., being inherited from certain base

classes. To reduce the overhead between NFs, NetBricks [52]

proposes to use a new language, Rust, with a set of domain-

specific abstractions for building NFs. However, it is costly

to re-implement all existing NFs using such new language.

NFD [32] can generate NF code from a high-level behavior

model. While this facilitates the porting task, NFD does not

make heterogeneous NFs interoperable, and operators are

still bound to a specific interface. Nethuns [18] advocates a

socket-independent programming abstraction for NFs, trying

to unifiying the packet I/O, but in turn proposing a new I/O.

Moreover, with LemonNFV, one can directly launch a

NF with out-dated I/O, e.g., official NetBricks with DPDK

17.08 [11], or develop a new NF with the simple packet I/O,

e.g., libpcap, and get the newest and fast I/O for free.

NF optimizations. OpenBox [19] and SNF [36] optimize

the SFC by eliminating the redundancy logics in NFs.

Metron [35] goes a step forward by offloading part of the

merged logic to programmable switches. PacketMill [25] and

Morpheus [50] compiles optimal data structures and control

flows for NFs. These optimizations require inner logics of

NFs, and thus cannot be borrowed by LemonNFV that views

each NF as an opaque box. We see it as an inherent trade-off

between the reusability and deep optimizations.

NF execution models. Virtualization approaches are eager

to improve the performance [22, 33, 40, 51, 76]. Exploiting

the parallelism of NFs is viewed to be a promising direc-

tion [64, 77]. However, according to its own results, the paral-

lel approach (NFP [64]) is 16.5% faster than the non-parallel

one (OpenNetVM [76]), but 26% slower than the RTC ap-

proach (BESS [30]). The factual gap should be larger be-
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cause BESS has reached the wire-speed in that results. Quad-

rant [68] packages NFs into containers and schedules them

in a single core to avoid the cache misses, which, however,

would cause the thread context switch.

FastClick [17], BESS [30], OpenBox [19] and Metron [35]

are pure consolidation approaches, which achieve high per-

formance without isolation. NetBricks [52] is the first con-

solidation approach that considers the isolation. By reimple-

menting NFs with a safe language (Rust), NetBricks ensures

each instruction cannot access the data beyond its legal scope.

However, such operation in Rust is too strict, lowering ∼20%

throughput compared to native consolidation approaches [52].

Intra-process isolation. Hodor [31], ERIM [66], EPK [29]

and CubicleOS [59] leverage Intel PKU to isolate software

modules inside the process. LemonNFV is inspired by them

and is the first for using PKU to isolate NFs in SFC. However,

NFs can change pkey privileges themselves and thus break

the control flow integrity or subvert the hypervisor. We see

this as the nature of PKU and can leverage methods discussed

in existing works to harden PKU-based isolation [20].

Besides memory and fault isolation, previous work has also

proposed and enforced packet isolation, which prevents NFs

from accessing packets that don’t belong to them. Specifically,

an NF may tamper packets outside its batch since the packet

pool is shared by all NFs, contradicting the isolation among

them. To solve this, NetBricks [52] leverages safe language to

disable pointer arithmetic, and Quadrant [68] copies packets

to cast packets on memory private to each NF. Similarly,

LemonNFV can either limit permission on the exact batch

using pkeys, or simply copy packets to address this problem.

NF migration. NFV frameworks need to migrate NFs and

their states to balance the load across the cores or machines.

Previous literatures achieve this feature by adding migra-

tion APIs [27, 55], copying states with identical state struc-

tures [35], or using centralized state tables [16], all of which

require significant code modification to NFs. LemonNFV ad-

dresses this need by migrating the LEMON that packages the

NF logic and code together. However, each LEMON corre-

sponds to a certain packet class, which means LemonNFV

cannot migrate a specific flow [27], or balance the load for a

single large (i.e., non-splittable) flow [16].

Limitations. The design of LEMON and LemonNFV does

not meet every possible situation in deployment. (1) NFs

that do not run as a standalone process (e.g., NFs based on

eBPF [3] or partially offloaded to hardware [35]) are not sup-

ported due to their fundamental deviation from a LEMON’s

execution model. (2) LemonNFV enables fast inter-server

migration by disabling ASLR, which might be exploited by

buffer overflow. Nevertheless, the operator can still migrate

the whole LemonNFV process with ASLR enabled by lever-

aging checkpoint/restore methods (e.g., CRIU [2]), when con-

solidating untrusted NFs.

LemonNFV requires recompiling NFs from the source

code, which is not always available for off-the-shelf NFs.

However, we believe it does not compromise much practical-

ity of LemonNFV because the recompilation (1) still uses the

standard compiler (e.g., gcc), not raising concerns of security

and inconsistency, and (2) only recompiles the main program,

meaning that the original dependencies can be reused. These

facts help the NF vendors to re-publish their NFs as LEMONs

with a simple recompilation, and the users can directly plug

them into LemonNFV.

We emphasize that LemonNFV does not aim to address

all challenges in NFV. Instead, it tries to shed the light for

the NFV world by enabling the ability of heterogeneous NF

interoperation. On such basis, approaches like centralized

state management [70], NF fault recovery [62], load balanc-

ing [16, 58], VNF placement and orchestration [24, 26], etc,

could be complementary to LemonNFV.

8 Conclusion

We presented LemonNFV, a novel NFV framework that con-

solidates the heterogeneous NFs without code modification.

We demonstrated the practicality of LemonNFV with 5 real

NFs, and evaluated LemonNFV by comparing with state-of-

the-arts. The results showed that LemonNFV outperforms the

state-of-the-art virtualization approach by 1.9–2.4×, while

only sacrifices 0.7–4.3% performance for isolation compared

to the ideal consolidation framework.
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Appendix A Multi-Threaded LEMON
Scheduling

For a single-threaded LEMON, the hypervisor would initial-

ize it, and the working thread will continue executing it, as

shown in Figure 4b. However, a LEMON could create its

own threads, which, except for the packet processing threads,

could include threads for event logging or user input com-

munication. In the following, we present how LemonNFV

cooperates with the multi-threaded LEMONs.

Taking Figure 8 as an example, a LemonNFV process has a

hypervisor thread (Th, red path), and an RTC working thread
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1. Load LEMON
2. Save the stack
3. If not init:
4. init← true
5. Execute LEMON

6. EndIf
7. Notify trampolines

Hypervisor (H)
1. Initialization
2. Create thread
3. Print logs, etc.

LEMON (M)
1. Initialization
2. While True:
3. Call eth_rx_burst()
4. Process the packet
5. Call eth_tx_burst()
6. EndWhile

LEMON (P)

Loop back to Line 3

Figure 8: Cooperating with multi-threaded LEMONs. The

red path is the (original) hypervisor thread, and the orange

path is the newly created packet processing thread. After the

LEMON is initialized, the red thread becomes its main thread,

and the orange thread becomes the hypervisor thread.

(Tr, blue path). Assume a new LEMON M1 is being loaded

into the SFC, which creates a new thread for packet processing

(Tp, orange path), and manages that thread in its main thread

(Tm). The hypervisor would first execute the main function

in Th, that is, Tm = Th (Line 5 in H). After creating Tp in Th
(Line 2 in M), the execution in Tp would eventually call the

virtualized I/O for the very first time, i.e., the initialization part

(Line 3 in P). Then the execution would be switched into the

hypervisor stack (Line 6 in H). Note that since Tp is executing

the hypervisor logic, this thread now actually plays the role

of hypervisor thread. Next, Tp (the new hypervisor thread)

would notify Tr that a LEMON is ready to be attached into

the SFC (Line 7 in H), and Tr will switch the stack into the

packet processing logics of this LEMON next time received

the packets (Line 4 in P).

In sum, after loading a LEMON, Th becomes the manage-

ment thread of the new LEMON, Tp becomes the new hyper-

visor thread, and Tr is still the RTC working thread. Note that

the LEMON can also use Tm as the packet processing thread,

and create a new thread for management. In this case, Tm (Th)

will still be the hypervisor thread. The key here is that there

is only one packet processing thread for each LEMON, so the

virtualized I/O calls in that thread would eventually guide the

hypervisor and trampolines to properly handle it.

Appendix B Dirty Pages Tracking in Inter-
Process Migration

In the case of VM, the hypervisor can migrate the running VM

to another host without halting it, namely live migration. The

key is to capture the dirty pages by changing the accessing

rights of the page table entries. For example, Xen implements

a shadow page table to the original VM page table [44]. When

the hypervisor decides to track memory modifications, the

internal page table of the VM is transparently set to read only.

That is, memory writes will not trigger a fault, but propagate

to the shadow page table, recording the dirty pages during

pre-copy stage in the hypervisor. vMotion in VMWare takes

a similar approach [12].

Although each LEMON does not have a shadow or an iso-

lated page table, its memory region has explicit boundary.

(a) Lightweight (b) Heavy

Figure 9: Performance comparison of differently-loaded NFs

between their LemonNFV and vanilla DPDK version.

As a result, it is possible to adopt the above method by di-

rectly changing the accessing rights of the page table inside a

LEMON. To be specific, when migrating a LEMON, Lemon-

NFV first blocks the LEMON and changes the permission

of the LEMON’s memory to read only. Then, all the mem-

ory writes to the LEMON will trigger a SIGSEGV signal. A

pre-registered signal handler would capture this signal, record

the address to be written (which pollutes the page), and grant

write permission to the corresponding page. Upon completion

of the pre-copy stage (i.e., phase -1 in §4.4), the LEMON is

set to read only again, waiting for the next iteration.

Experiments on libnids [6], prads [13] and nDPI [9] with

real traffic show that after a few iterations, the number of

the modified pages eventually converge to 13, 7 and 4, re-

spectively (4KB for each page), which are far lower than the

stopping condition of iteration in Xen (<50 pages) and vMo-

tion (<16MB) [23], meaning that the factual migration would

only halt the LEMON for a neglected moment.

Appendix C Microbenchmark

In this section we present some additional microbenchmarks

of LemonNFV.

As in §6.3, the overhead of LemonNFV is irrelevant to the

NF logic, contrast to array bound checking. It’s then worth

discussing how this overhead would impact the performance,

under various workload and SFC length.

We prepare a light NF (∼200 cycles per packet) and a heavy

NF (∼2300 cycles per packet), packing them as LEMON as

well as porting them to DPDK. Under LemonNFV, variable

number of identical LEMONs are chained together, while

the DPDK version repetitively invokes the packet processing

function until chain length is met. Since the vanilla DPDK

version does not introduce additional overhead, it is referred

to as ‘Ideal’ later as a baseline.

Figure 9 presents the end-to-end throughput under variable

chain length and NF workload. We have the following ob-

servations and analysis for the results. First, the performance

gap between LemonNFV and Ideal is large when the NF is

lightweight (17.1% on average across all chain length), but

becomes much less significant when the NF is heavy (4.3%

on average). This corresponds to our analysis in §6.3 that

the overhead of LEMON switching is irrelevant from NF

logic. Since real-world NFs are generally more complex and
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time-consuming, LemonNFV would be more preferable than

isolation methods based on array bound checking.

Second, given the fixed switching overhead, the perfor-

mance gap should be stable when the chain length increases.

This is also verified in Figure 9 when the chain length is under

7. However, the slowdown of LemonNFV grows when the

chain length continues to increase. For example, the average

slowdown of lightweight NF rises from 16.0% to 20.2% when

the SFC is longer than 8. We believe that this is mainly due to

cache contention of NFs co-locating on the same core [48,65].

Compared with virtualization based systems that often run

NFs on separated cores, RTC scheduling will be more likely

to drain cache and cause performance degradation [78]. We

consider it as a feature of RTC and leave better profiling and

optimizing cache performance as our future work.
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Abstract– For security, isolation, metering and other pur-
poses, public clouds today implement complex network func-
tions at every server. Today’s implementations, in software
or on FPGAs and ASICs that are attached to each host, are
becoming increasingly complex, costly and bottlenecks to
scalability. We present a different design that disaggregates
network function processing off the host and into shared re-
source pools by making novel use of appliances which tightly
integrate general-purpose ARM cores with high-speed stateful
match processing ASICs. When work is skewed across VMs,
such disaggregation can offer better reliability and perfor-
mance over the state-of-art at a lower per-server cost. We de-
scribe our solutions to the consequent challenges and present
results from a production deployment at a large public cloud.

1 Introduction

All major cloud providers implement stateful network func-
tions at their servers. These network functions are essential for
network virtualization (e.g., private address spaces [75, 88]),
enhanced security (e.g., stateful firewalls [14, 15]), load bal-
ancing [56, 87], QoS [62, 68, 92] and cost metering [5, 9, 20].

The key challenges in implementing stateful network func-
tions in a virtualized context are three-fold:

• First, the state that must be maintained and accessed
at line-rate can be per flow (for stateful firewalls) or
per endpoint (to virtualize IP addresses) and can ex-
ceed 100MB for many virtual machines. Programmable
switches [24, 25] have small SRAMs and are hence
appropriate only in niche cases such as to only sup-
port a small subset of all flows [83, 85] or in bare-
metal settings where the cloud provider has no ac-
cess to the servers [41]. The most widely-used NF im-
plementations today combine software in host virtual
switches [52, 57, 88] with FPGAs or smart NICs that are
directly attached to the servers [6, 58].

• Next, attaching FPGAs and smart NICs to each server
is wasteful because these cards must be provisioned to

… … …

Datacenter Core
(e.g., CLOS)

… …

VM1 VMnvSwitch

NIC FPGA

…

Shared Stateful 
NF Processing Pool

Figure 1: Today, stateful network functions are implemented on-host in vir-
tual switches, NICs and FPGAs shown with a dark background. We propose
to disaggregate stateful NFs, i.e., also process them in shared resource pools
located elsewhere in the datacenter.

meet the peak anticipated usage at each server but the
actual usage is far below the peak most of the time, and
on most servers. Moreover, VMs that use networking
features which are only supported by the latest FPGA
or smartNIC cannot be deployed on older hardware; in
turn, this can lead to a sizable waste of non-networking
resources.

• Finally, the tail performance is limited today. For exam-
ple, in the three largest public clouds, we will show that
the number of new connections per second a VM can
support is well below the NIC capacity and is likely bot-
tlenecked on stateful NFs that are applied on each new
connection. Customers who deploy middleboxes in VMs
(such as the Palo Alto VM-series firewall [33]) to secure
access to their other VMs are forced to deploy many
more middleboxes to offset the performance limitations
in the provider’s NF processing [35].

We propose to disaggregate the processing of stateful net-
work functions into shared off-host resources pools as shown
in Figure 1. Similar to how a customer can pick the CPU or
memory for a VM, customers can also now pick a floating
network interface (fNIC) which explicitly specifies NF re-
quirements (e.g., # new flows per second, # concurrent flows)
as well as the network capacity in Gbps. When deploying a
VM, we allocate resources for the fNIC either on-host (that
is, on the vswitch and the FPGA), or at an off-host shared
resource pool or some combination at both locations.

We call out a few advantages from such a disaggregation
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Stateful NF State at each VM Computation
Private address
spaces [2, 10, 22]

A dictionary that maps customer’s private addresses to the provider’s physical addresses;
one entry per remote endpoint that the VM speaks with.

Lookups, adds and deletes into the
mapping dictionary

Stateful ACLs [32,
36]

Per ongoing flow that has passed the ACLs, a hashmap containing the flow’s five tuple
and the reverse five tuple

Lookups, adds and deletes into the
per-flow hash table

Billing [5, 9, 20] Total bytes, sliced by windows and per billable communicating entity such as a datacenter
or a cloud service; also, bursts and peak rates

Multiple counters and sketches

Stateful NATs, load
balancers

Per ongoing flow, the new flow to masquerade as. Lookups, adds and deletes into the
rewrite dictionary

Table 1: Some example stateful network functions that are implemented at cloud VMs and the associated state and computation. For more details, see [52,57,88].

of stateful NFs. First, we will show that for most of the time
most of the VMs require much fewer NF processing capacity
than the peak. We can thus reduce cost and power usage by
equipping servers with less capable FPGAs or smart NICs and
handling all of the spillover load at the shared resource pools.
Next, we can deploy VMs which require novel NF processing
on any server in the datacenter, including on older hardware,
as opposed to restricting to just servers that have the latest
FPGAs or smart NICs. As noted above, doing so reduces the
fragmentation of non-networking resources. Third, we show
how to increase the tail performance for VMs well beyond
what is achievable from using the single FPGA or smartNIC
that is attached to the host; for example, the number of new
connections-per-second a VM can accept may only be limited
by its NIC capacity. Doing so reduces cost and eases the
deployment of middlebox VMs.

There has been much work on resource disaggregation.
Disaggregating stateful NFs is similar in some ways to prior
works that disaggregate resources such as memory, storage or
GPU [45, 63, 74, 91] but there are a few key differences. One
challenge is with regards to implementing a high-performance
shared NF resource pool. The pool must simultaneously sup-
port large state and high-speed packet processing (e.g., 100s
of GBs of states at multi Tbps packet processing rates). Doing
so requires coherent access over a large memory at a high-
speed. Programmable switches [24, 25] can process at multi
Tbps but only have about 1GB of SRAM per switch. We
have implemented an appliance which can be thought of as a
bag-of-NICs wherein each NIC contains match-processing-
unit ASICs that are programmable in P4 as well as a large
coherently-accessible memory. Each appliance has 12 NIC
cards, each card has a power draw of 75W, 16GBs usable for
NF state and can process duplex packets at 100Gbps.

Another novel challenge from disaggregating stateful net-
work functions is that fault tolerance shifts from a fate-sharing
mode to a single point of failure. That is, when an FPGA or
a smart NIC fails, only the VMs on the corresponding host
fail but when an appliance (in the shared NF resource pool)
fails the impact is felt by any VM whose fNIC happens to be
allocated on that appliance. Naïvely replicating the state of
network functions is hard because both primary-backup style
replication [44, 51] and Paxos-like protocols [46, 48, 50, 81]
queue requests while the state is being replicated. In the case

of stateful NFs, requests can be any packet that changes state
and so holding requests at speeds of hundreds of Gbps will
require a very large packet buffer. We show how to replicate
state in-line by ping-ponging packets between the replicas
(pairs of programmable NICs) effectively buffering the state-
changing requests on the network wires.

To the best of our knowledge, we are not aware of any prior
work that disaggregates stateful NFs such as connection track-
ing firewalls or uses programmable bag-of-NICs appliances
or supports in-line state replication. Some works offload spe-
cific stateful NFs to top-of-the-rack switches [41, 83, 85, 95]
but do not support a rich class of NFs and the memory limit
on Tofinos restricts them to only speedup a small subset of
flows. Andromeda [52] deploys dedicated software middle-
boxes to process NFs but does not support stateful NFs citing
concerns such as “state loss during upgrade or failure” and
“transferring state when offloading”. We discuss other related
work in §7. To sum up, our key contributions are:

• We build a case to disaggregate stateful NFs by studying
the functions and telemetry at a large cloud provider (§2).

• We present Sirius which disaggregates a rich class
of stateful network functions onto pools of P4 pro-
grammable NIC cards. We show how to replicate state
inline between pairs of nearby cards such that individual
card failure does not adversely impact ongoing connec-
tions (§3.2). We discuss multiple disaggregation design-
points including those that split or migrate the load of
a VM across different NF processors (§3.3) and show a
programmable NIC implementation that achieves better
performance-over-cost than state-of-the-art (§4).

• We report results from a production deployment which,
in part, show that when VMs offload onto Sirius, their
stateful NF processing capacity improves by about 10×.

2 Background and Motivation

2.1 Stateful Network Functions
Table 1 lists some stateful network functions that are sup-
ported by public cloud providers. As the table notes, some
NFs must maintain per-flow state whereas others keep state at
coarser granularity. Counters and sketches are used to measure
network usage for billing and diagnostics [73]. Customers
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can also configure (add to) the stateful NFs on their VMs.
As exemplars, we discuss two kinds of stateful NFs that are
widely used in production but less well known academically.

First, virtual network peering [8, 12, 23] allows VMs in dif-
ferent virtual networks to communicate. Doing so requires
all VMs in participating vnets to know how to map a virtual
address belonging to any vnet into the corresponding physi-
cal address. This mapping must be kept up-to-date whenever
VMs are deployed or migrated. Today’s vnet peering imple-
mentations cache the map in a stateful layer at VMs [8,12,23].

Next, private links [7, 11, 29] let VMs communicate with
PaaS services that have public IPs on a more direct path. For
example, when a VM in AWS reads from an EBS volume
which has a public IP, naïvely, such traffic must go via the
cloud egress gateway similar to traffic to any public IP and
then turn back towards the cloud store. Private links are more
efficient and secure by having such traffic go directly to the
cloud storage; a stateful layer at each VM encapsulates the
outgoing traffic based on the VMs vnet id and the private IP
address of the PaaS service and, in the reverse direction, a
stateful layer at the PaaS service remembers which virtual
and physical addresses a flow comes from when decapsulat-
ing (so-called stateful decap) and uses that state to encapsulate
packets so that they go back to the appropriate VM.

To sum, associated with each VM in the public cloud,
providers implement numerous stateful network functions.
Among the NFs considered in this paper, the connection-
tracking firewalls, NATs and load balancers are the most
intensive – they all require per-connection state. The total
state to maintain per VM is often large since there can be
hundreds of distinct rules to apply: one per private link, state-
ful ACL or vnet peer. NF actions on new connections are
often implemented in software due to complexity and ease-of-
programmability [52, 57, 88] whereas the per-packet actions
are implemented in FPGAs or ASICs [6, 58].

2.2 NF workload at a public cloud

We characterize the usage of network functions at Azure. For
each VM and each minute, we obtain the number of newly
established flows, the number of active flows and the byte and
packet counts. Our results here summarize metrics from a
three month period. A typical minute has reports from O(108)
VMs and O(107) nodes. Our key findings are as follows.

Skew in load for NFs: Figure 2a shows that the load for
network functions is skewed; we measure load in terms of the
number of newly arriving flows which must be verified to be
policy compliant, the number of concurrently active flows for
which state has to be maintained and the number of packets
being exchanged. We see that the median load is multiple
orders of magnitude smaller than the peak load. The inset
zooms in on values further on the tail.

When the load is skewed, provisioning every host for the
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Figure 2: Characterizing the workload for stateful NFs at a large public
cloud; data collected across over 108 VMs in a three month period.

Metric Containers Nodes Racks
σ / µ 14.23 5.00 0.67
99th / µ 13.54 10.49 2.52

Table 2: Coefficient-of-variation (=stdev σ/ avg. µ) of the number of newly
arriving flows per minute at each VM compared to the same metric when
rolled up into the nodes or racks that contain the VMs.

peak (e.g., by adding FPGAs or smart NICs), can be costly
and most of the NF processing capability remains unused. We
aim to provision hosts for the average load and handle the
excess load using a disaggregated, logically shared, pool.

Containers with high NF load are spread throughout
the network: Figure 2b zooms in on VMs and timewin-
dows (minutes) which report high NF load; the x axes is a
logarithmic bin, that is x = 18 denotes that the numbers of
new flows in a (VM, minute) was in the range of [217.5,218.5).
The bottom-most line on the figure reports the fractions of dis-
tinct containers which exhibit high NF load. If the high-load
containers were concentrated into a few nodes and racks, then
the fraction of nodes and racks which show high load will be
no larger than the fraction of containers. However, the figure
shows that highly-loaded containers are spread across many
more nodes and racks. The case for other NF load metrics is
similar. About 10% of the racks have at least one container
which reported over 50000 new connections in a minute.

Variation in NF load: At the granularity of individual VMs,
we observe sizable temporal variations in NF load of up to
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one order of magnitude larger than the median (see Figure 15).
However, the variability appears uncorrelated spatially. That
is, the sum of the load of all the VMs in a server or a rack has
smaller coefficient-of-variation (see Table 2). Shared pools of
NF processing capability thus can be provisioned with smaller
peak to average ratios and will be more cost-efficient.

2.3 Characterizing NF Performance

To measure the state-of-art stateful NF performance of pub-
lic clouds today, we deploy pairs of VMs of different sizes,
add a stateful ACL to the client VM and initiate TCP con-
nections in an open loop to the other server VM. We pro-
gressively increase the connection initiation rate and mea-
sure the maximum rate that was achieved and the connec-
tion establishment latency. Our tool is multi-threaded and
asynchronous. We appropriately change various configura-
tion variables and achieve better results than listed in public
datasheets [13, 17–19, 34]. Figure 3a shows the maximum
number of new connections per second (CPS) achieved by
VMs of different sizes on the three largest public clouds today.
All VMs are identically configured Ubuntu Linux instances.
The variation is over experiment runs likely due to perfor-
mance interference on the VMs or on the network path; we
repeat each point at least ten times. The figure shows that
increasing the VM size tends to increase the CPS perhaps
because the per-VM networking limits improve [3, 21, 28].
However, the highest CPS across all public clouds and experi-
mented VMs is 0.3M. Figure 3b shows the latency between
sending a SYN and receiving a SYN-ACK. In the latency plot,
we only use trials where most of the connections succeed to
avoid latency cliffs. The figures show that processing the state-
ful NFs which are deployed in public clouds today represents
a sizable bottleneck– there is a sizable latency when establish-
ing new connections and VMs are limited in the number of
new connections per second that they can sustain.

3 Disaggregating NF processing in Sirius

Sirius offers a new API to offload network function processing
into pools of appliances that contain custom programmable
cards. Each VM or container can specify a floating NIC (fNIC)
with requirements on the following dimensions that relate to
processing network functions:

• The number of new flows per second (CPS)
• The maximal number of concurrent flows
• Network capacity
• Feature, capability selection and ruleset size

Values for some of these dimensions are already in cloud
provider and NVA vendor datasheets [3,13,17–19,21,28,34];
Sirius also allows off-the-shelf fNIC sizes that users can pick
from (e.g., a small fNIC) to help with configuration.
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Figure 3: Benchmarking connection establishment rate and latency at dif-
ferent VM sizes on three public clouds. The lines connect the average value,
whiskers go from 1st to 99th and boxes go from 25th to 75th percentiles.

We extend our cloud VM allocator [65, 93] to provision
fNICs using either resources on the smartNICs that are at-
tached to servers or one or more Sirius appliances. Disag-
gregation lets VMs be placed on servers that may not lo-
cally satisfy fNIC requirements. Allocating fNICs to cards
is an instance of the multi-dimensional bin packing prob-
lem [61, 86]. A better packing will map more fNICs onto
fewer cards. We considered different heuristics and found that
heuristic choice improves efficiency only when the fraction of
large fNICs (whose resource needs are a substantial fraction
of the card capacity) is high. In the rest of this section, we
discuss the disaggregated datapath, inline state replication and
methods to split or move an fNIC’s load between multiple
cards. Our design is modular and can work with different
implementations of the shared processing pool; in §4, we dis-
cuss our P4 programmable cards which in our tests can serve
over 3M new connections per second and 16M concurrent
connections while processing a rich set of stateful NFs.

3.1 Connectivity and availability
The NF processing pool in Sirius is a collection of appliances.
In our prototype, an appliance is a pair of 3U servers with six
programmable cards each in PCIe slots. Each card has two
100Gbps QSFP+ connectors and 32GB DRAM.

Reliability, efficiency and flexibility were our key consider-
ations when deciding how to connect Sirius appliances within
a datacenter. Adding an appliance to each rack may lead to
under-utilization (and fragmentation) since not every rack
may have enough demand for NF processing. We also aim for
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Figure 4: Connectivity diagram. Please read the figures left to right with each subsequent figure fleshing out the portion that is highlighted in the preceding
figure. A Sirius appliance can be thought off as a pair of servers labeled S1 and S2 respectively that are connected as shown. Sirius assigns offloaded floating
NICs of VMs to the programmable cards in the servers. We deploy more appliances to keep up with the total NF load.

a high level of reliability since NF processing is crucial for
security and reachability in public clouds, e.g., for ACLs and
private address spaces. Our goal is to ensure that the failure
of any one server, card, link or switch must not degrade NF
processing capability by a substantial amount. We also aim
to independently scale out the NF processing capability as
demand increases, e.g., by adding more appliances. Finally,
we want VM placement to not be constrained by the availabil-
ity or lack thereof of NF processing capability; that is, VMs
located anywhere in a datacenter should be able to, when
needed, use NF processing from the Sirius pool.

We choose to connect Sirius appliances as shown in Fig-
ure 4. Our minimum deployment unit is one appliance beneath
two top-of-rack (ToR) equivalent switches that connect to the
rest of the datacenter network similarly to other ToR switches.
Such connectivity also ensures that any VM in any of the
racks connected underneath the same CLOS will have equiva-
lent access to Sirius’s appliances thus realizing a large shared
NF processing pool. In our experience with Sirius, the pri-
mary bottleneck is the NF processing capability and the state
on the cards. That is, the number of new flows arriving per
second which must be validated and the number of concur-
rent connections for whom state must be maintained (e.g., in
a stateful load balancer). Our measurements show that the
added latency incurred by traffic passing through an appliance
is small relatively because traffic between randomly placed
VMs in the public cloud almost always bounces off a switch
in the CLOS tier; in particular, the increase is negligible for
north-south traffic (which enters or leaves the datacenter). Fi-
nally, the connectivity diagram in Figure 4 preserves access to
the NF processing capability under the following conditions.

1. At most one of the two green switches in front of a Sirius
server fails.

2. At most one of the two links that connect a given card to
the switches fails.

3. At most half of the links that connect the green switches
to the red Tier-1 switches fail.

4. At most half of the red switches fail.

The last two conditions above ensure that other racks in the
CLOS will have at least one valid path to the green switches.
By preserving access to the bottleneck resource, NF process-
ing remains unimpeded and Sirius will still be able to support
high rates of new flows per second and concurrent flows.

2. change state & forward
Primary Secondary

1. First and last packets of conn.

3. change state & pong
4. onward

Figure 5: In-line replication of connection state in Sirius by ping-pong’ing
packets that change state to both the primary and secondary cards.

3.2 In-line Connection State Replication
To avoid individual card failures from affecting ongoing
connections, we duplicate connection state across two pro-
grammable cards. A key novel aspect here is that we do so
without buffering packets. Due to the very high packet rates
that these cards handle, holding packets in the primary card
until state is established on the secondary card, as is done
typically to replicate state [46, 48, 50, 81], will require very
large buffers. We discuss a method that replicates state with-
out any additional buffering by ping-pong’ing the packets
of each connection that change state. As shown in Figure 5,
for example, SYNs of a TCP connection which will establish
state on the primary card are also forwarded to the secondary
card. The secondary card also establishes state for this con-
nection in its local memory and forwards the packet back to
the primary. The primary card then transmits the packet to
the destination in the usual way. Both cards independently
delete the state of connections which remain idle beyond an
age out threshold. Besides avoiding additional buffering, such
inline state replication requires only a small code change to
send and process ping-pong messages since the code to check
rules and update state can be reused.

Each card pair (primary and secondary) exchanges heart-
beats and fails over independently. That is, if the primary
misses several heartbeats, the secondary card will receive
all of the traffic on fNICs that were assigned to the pair. To
achieve such failover, both cards announce BGP routes for
the fNICs’ virtual IPs; the primary card announces a shorter
AS path than the secondary.1 At a slower timescale, a differ-
ent software controller provisions new replicas (e.g., pairs
a newly promoted primary with a new secondary card) and
schedules bulk state replication (which we describe below).

1We discuss corner cases in failover in §A.1.
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The controller also reduces allocatable appliance capacity if
necessary based on the number of cards that are operational.
Two control loops at different timescales are commonly used
to react to faults [67, 80]; to our knowledge, we are not aware
of its use in replicating the state of network functions.

We observe that most of the connection state turns over
quickly. For example, a usage stream that has 4M new con-
nections per second and 32M concurrent connections has the
average connection lasting 8s. Thus, waiting a bit will allow
us to move much less state, which belongs to the long-lived
connections, with the trade-off being a small increase in the
period for which state is present on only one card.

The goal of our bulk synchronization is to replicate check-
pointed state from one card to another quickly. There are mul-
tiple ways to implement checkpoints; we append an epoch
value to each record in the state and atomically increment the
value of the current epoch to take a checkpoint since then all
records with a smaller epoch value will belong to the check-
point.2 To copy a checkpoint between paired cards, the ARM
cores on the cards move state in batches over a reliable trans-
port. We tradeoff the overhead of copying checkpoints with
an increase in the period wherein only one copy of the state
exists in the following additional ways: we prioritize moving
the state of long-lived connections since other connections
may close before needing to be moved and we pace the copy
messages so that resource contention (on the memory bus and
network) does not adversely affect normal activity.

To sum, replicating connection state between a pair of cards
has the following costs and benefits. On the costs, storing each
record at two cards halves the total available state that a Sirius
applicance can maintain. The NF capacity, say in terms of
connections per second that can be handled by an appliance,
also halves for the same reason. The connection setup latency
increases due to the ping-pong. Also, bulk synchronization,
when triggered, uses memory and network bandwidth. On
the benefits, the failure of a single card only impacts ongoing
connections for the period before traffic failovers onto the
secondary card. In-flight connections, that is, connections
whose state is not yet present on both cards may only have
to retransmit some SYNs (and FINs). To see why, observe
that at any of the four steps for a new connection in Figure 5,
the failure of either cards at best requires a retransmission.3

Finally, planned card failures can be handled without any
impact as so: (X1) promote the secondary and pick a third
card to be the new secondary, (X2) take a checkpoint and (X3)
initiate bulk synchronization. Upon completion of the bulk
synchronization, the old primary card can be taken offline.4

2We use a small circular counter to track epoch values.
3We use a poison bit on the record written to the primary card which will

be deleted only after the packet pongs back from the secondary to handle
failures that may happen after step 2 in Figure 5.

4As a proof sketch, note that any new connection that reaches the new
primary (old secondary) after X1 will reach the new secondary via the ping-
pong method. Furthermore, all state at the time of the checkpoint, X2, will
have been reliably copied to the new secondary.

3.3 Dividing NF load appropriately
So far, we have shown that the state for NFs can be maintained
in a disaggregated resource pool with high availability. Here,
we discuss different design points which divide the NF load
between smart NICs that are directly attached to servers and
one or more cards in the disaggregated Sirius pool.

3.3.1 Pin fNIC locally or to one card pair

Here, the load of each fNIC is assigned either to the on-server
smart NIC or to a pair of cards as discussed in §3.2.

To realize pinning to a card pair, the outgoing packets of
an fNIC are encapped in an NVGRE tunnel and sent to the
chosen primary card in the Sirius pool which applies NFs on
the packets and forwards them on to the destination. Traffic
in the reverse direction takes an analogous path, first reaching
the appliance/card which applies NFs and then forwarded to
the VM if appropriate. We implement the encap and decap
logic at the smart NICs on the servers.

3.3.2 Disaggregation Cost/ Benefit Analysis

The above design point already leads to substantial cost sav-
ings from disaggregation because one appliance can handle
the NF load of over 24000 VMs on average. We compute
this number as follows. In §6, we will show that each card
used by Sirius can process over 16M new connections per sec-
ond (CPS) with an extensive set of NFs. There are 12 cards per
appliance. We assume that each VM has an average CPS load
of 4K which is 400× the current median load per Figure 2a
and we halve the NF capacity to replicate state as discussed
in §3.2. Hence, the cost for the additional switches, cables and
the appliance in Figure 4 amortize well. Moreover, regard-
ing peak load and temporal variations, note that these 24000
VMs may be distributed over hundreds of racks and, as we
saw in Table 2, the total load over many rack has much lower
variability. Thus, Sirius can meet SLOs with much smaller
surplus capacity in its disaggregated pools.

3.3.3 Split the load of an fNIC across multiple cards

With the previous design point, the maximum size of an fNIC
is limited by the capacity of one card in the Sirius pool. More-
over, as we will show, packing VMs into appliances is less
efficient when the size of the balls (i.e., the fNIC size of a
VM) becomes close to the size of the bins (i.e., NF capacity
in one card). Sirius appliances can also be implemented using
diverse hardware and different NFs may be better suited to
different hardware. To this end, we aim to split the load of an
fNIC across multiple cards or appliances. That is, different
portions of the traffic entering or leaving one VM can receive
their NF processing at different cards.

Consider splitting the load using a hash function–
hash(local IP, remote IP) mod n, in the encapper, to pick
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Figure 6: When spilling over NF load, as discussed in §3.3.4, we hash packets
into bins and assign the bins to either local (L) or remote (R) NF processing.
The figure shows two assignments new and old where the proportion of
load that is processed locally is 50% and 75% respectively. When bins are
re-assigned, the figure shows how we reduce the state that must be moved by
using both bin assignments for a short duration.

from among n different cards. Such a symmetric hash ensures
that the traffic of a flow in both directions will be processed
at the same location which is required by some NFs (e.g.,
NATs [55]). While this requirement can be met in other ways,
symmetric hashing requires no additional state at the encap-
per and decappers and we use hash functions that are easily
implementable in NICs. Next, some NFs require groups of
flows to be analyzed at one location. For example, a usage
meter or a DDoS detector may want to count all bytes from a
VM that leave the datacenter. Our experience is that most such
NFs have mergeable actions [39], for example, to compute
the total byte count, we can add up the partial sums from dif-
ferent processors. Many sketches (such as hyperloglog [54],
count-min [49]) are mergeable with small reduction in accu-
racy [39, 40]. Finally, when an fNICs traffic is split across
multiple NF processors, the ruleset corresponding to the fNIC
must be installed at all of the corresponding processors; in
practice, doing so adds overhead but is tenable because the
total state at the NF processors is dominated by the per-flow
state, counters and sketches rather than ruleset size; similarly
processing the ruleset dominates the computation at the NF
processor over the one-off installation of the ruleset.

3.3.4 Use Sirius as a load spillover

Thus far, all our load allocations have been static. That is, the
whole or a portion of an fNICs traffic was allocated statically
to the server’s smart NIC or to a Sirius pool. An alternative is
to move NF load that cannot be processed locally dynamically
into a Sirius pool. For example, we may start processing all
of the NF load locally on the server’s smart NIC and when
the total load nears smart NIC capacity, shed the excess load
into the Sirius pool. Doing so will allow cloud providers to
offer burstable SLOs on NF processing.5 One Sirius appliance
can scale to even more VMs compared to the pinned design-
point above because only the excess the load of fNICs will be
steered to the appliance.

Naïvely supporting such dynamism would require moving
the state of NFs. For example, if a portion of the traffic that
was to be processed on the smart NIC must now spill over

5Burstable allocations are already available for CPU and memory. They
allow short-duration bursts or price differently the average and peak usage.

into a Sirius pool then the corresponding state of all NFs must
move. Intuitively, doing so is complex and our key contribu-
tion is to do so efficiently and correctly. First, our design aims
to reduce the amount of state that must move to the extent
possible. We hash packet headers, partition the resulting hash
value into a fixed number of buckets (say 32), and assign dif-
ferent buckets to be processed for NFs at different locations.
To move load, we change the bucket assignments; that is, to
move 25% of the load from the smart NIC to a Sirius pool, we
would reassign a quarter of the buckets that were being pro-
cessed at the former location to the latter. Instead of moving
all of the NF state that corresponds to a moving bucket we
move lazily as shown in Figure 6. Effectively, newly created
state (e.g., state for new connections) immediately reflects the
current bucket assignment but for the previously established
state, we delay movement by a short period (τ). Connections
with duration below τ will not move and we observe that
long-lived connections comprise a small fraction of all con-
nections. The trade-off here is that we can rebalance load less
frequently (once per τ). Our second idea is that many kinds
of state can be re-created at the new NF processing location
by just processing packets. For example, stateful ACLs insert
the five tuples into a dictionary. The necessary information to
create such state – the five tuple – is present in every packet
of a flow and so, instead of moving state, we mark and steer
packets to their new NF processing location. For state that
cannot be recreated in this way, we craft new packets that
include the packet header of the original flow and the state
and transmit these packet to the new NF processing location.
When the new location acknowledges creating the requisite
state, the previous processing location deletes its state and
load steering will exclusively use the new bucket assignment.

4 Efficient and high-rate NF processing

Thus far, we have discussed how to disaggregate the process-
ing of stateful network functions in public clouds by using
cards that (1) support inline replication of state (§3.2), (2)
support various disaggregation design points including load
splits and state movement (§3.3), and (3) implement a rich set
of network functions (Table 1 and §2.1). Any implementation
that satisfies these requirements can be used in this design
including, for example, software-only or switch-only imple-
mentations. Here, we discuss our implementation which uses
a specific kind of programmable NIC and compares favorably
on functionality, performance and cost.

To process stateful network functions efficiently and at a
high rate, we use the P4 programmable card shown in Figure 7
which has two 100 (or 200)GbE QSPF+ connectors, multiple
pipelines that are programmable in P4, coherent shared mem-
ory, ARM cores for the more complex data plane processing
and specialized logic for encryption and compression.

Relative to FPGA-based smart NICs [58], conjoining
match-process-units (MPUs) that are programmable in P4

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1475



(a) Architecture diagram of our programmable ASIC.
(b) Card functional diagram (above) and an actual pic-
ture (below).

Figure 7: Hardware used to enable efficient and high-rate NF processing.

Metric Sirius Other Packet Processors
DSC-200 Tofino Tofino2

Bandwidth (Tbps) 0.4 6.5 12.8
Memory 32GB 0.48GB 0.8GB
# Match Action
Pipelines

5 4 4

# Stages/ pipeline 4 12 20
Packet Buffer up to mem. 22MB 64MB
Integrated general-
purpose cores

16 0 0

Table 3: Salient differences between packet processing hard-
ware; Sirius uses the DSC-200 card [4] to support stateful
network functions at a high scale and performance.
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Figure 8: Stateful Load Balancer with NAT as implemented by Sirius.

with general purpose ARM cores gives us better programma-
bility and performance at a lower power cost. Intuitively,
power usage decreases because unlike FPGAs which expose
general gate-level programmability, our card only exposes
programmability in P4 that is needed to process protocols and
stateful NFs efficiently. We use the ARM cores to handle pro-
grams that may be challenging to implement in P4 [72] such
as reliably exchanging state migration messages (see §3.2).

Packets flow through one or more ingress and egress P4
pipelines and go through ARM cores only if needed. Each
pipeline operates at 400Gbps (over 50M packets per second)
thus ensuring line rate on both interfaces. We parse a packet
once and populate a packet header vector (PHV) which is used
by later stages. Each pipeline has local SRAM and TCAM
to store high bandwidth tables and can also access the shared
DRAM through a coherent shared memory which hides mem-
ory latency. A table engine at the beginning of each stage
protects against stalls by processing multiple PHVs, issuing
high latency reads in advance (e.g., to the DRAM), and mov-
ing to an MPU the next PHV for which all data is available.
Each stage has multiple match-process-units (MPUs) which
never stall and have dedicated write paths to the stage data
buffer wherein writes are merged at a bit level to allow mul-

tiple MPUs to update different fields of a PHV. The MPUs
implement a novel domain-specific instruction set architecture
with an emphasis on bit field manipulations and fast header up-
dates. We also use wide instructions (e.g., 64bit wide) which
lets us use richer encoding and fewer instructions.

Coupling ARM cores and MPUs: Our card connects the P4
pipelines via a high speed network-on-chip (NOC) to a full
system-on-chip (SOC) subsystem with multicore ARM A-72
CPUs. P4 programming determines which portions of packet
data, headers, or metadata should be delivered to the DRAM
and ARM on a per-application, per-packet basis. To support
chained operations which may combine a P4 control operation
with non-P4 operations, such as encryption or data integrity
checksum verification, we attach a chaining buffer directly to
the NOC to support high-bandwidth multi-hop chaining.

Illustrative Example: Using the case of a stateful load-
balancer, we call out key aspects of how our hardware imple-
mentation improves upon the state of the art. Figure 8 shows
a functional view of our stateful load balancer implementa-
tion. The relevant state (table shown with light background) is
stored in DDR memory on the card. The logic boxes (shown
in dark background) are implemented in the MPU pipelines
and the exception path (for a new flow which does not have a
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hit in the flow table) is handled by ARM cores. When load
balancers are implemented without per-flow state (e.g., using
a stateless hash function), any change to the pool of targets
will disrupt ongoing flows; for example, a failure in one of
the targets will cause the hash function to change from mod-n
to mod-n−1 and all flows whose targets change will be dis-
rupted [83]. Recognizing this issue, several large enterprises
deploy stateful load balancers which remember per flow the
target that the flow was assigned to [56,83,85,87]. Prior work
that proposes to accelerate stateful load balancers is limited by
on-switch memory, for example, Sailfish [85] uses the Tofino
chipset to support a few thousand stateful connections per
switch, while the other flows are processed in software and re-
ceive no benefits. In our tests, one card can support over 16M
concurrent connections and 3M new connections per second.
We note a few aspects that help us achieve such performance:

• Although the flow table (in grey on the left in Figure 8)
has one entry per ongoing connection, the rewrite table
uses indirection and can be significantly smaller in size.

• Our table datastructures allow for more expressive
rewrites including changes to the MAC addresses. Thus,
we can use a single rewrite table for multiple NFs beyond
load balancing (e.g., NVGRE encap [30]).

• We allow partitioning the MPU programs (shown in dark
in Figure 8) among multiple pipelines so as to leverage
data proximity.

• We divide the table ownership between ARM cores and
MPUs to avoid coordinating multiple writers.

• When a new flow arrives for load balance, an ARM core
installs entries in the flow and rewrite tables and reinjects
the first packet of that flow into the MPU pipelines.

Comparing with recent works [42, 47, 79, 94], two of the
P4 pipelines in the DSC (the Ingress and Egress pipelines
at the bottom of Figure 7a) resemble reconfigurable match
tables (RMT) [42] except that the DSC also has pipeline-local
SRAM and not just stage-local SRAM. However, unlike RMT,
all of the DSC pipelines can access shared DRAM through co-
herent caches. The DMA pipelines ({Tx-, Rx-, Sx-}DMA in Fig-
ure 7a) are novel and are triggered by timers and doorbells
from a programmable scheduler. PANIC [79] addresses chain-
ing offloads and is similar to the DSC which also uses spe-
cialized offloads (for crypto, compression and others, see Of-
floads in Figure 7a). However, while the DSC chains offloads,
offloads are not central to the use of DSC in Sirius. Flex-
Core [94] discusses runtime re-programmability of switches;
they add and remove P4 functions on an SN3000 [31] switch
with minimal disruption to ongoing activity. We do not dis-
cuss re-programmability of the DSC cards in this paper.
dRMT [47] pools all of the per-stage memory into shared
memory that is accessible to any stage and uses a run-to-
completion model wherein a packet is fully handled at one
processor (and not in a sequence of match-action stages as in
RMT). Our card offers larger shared DRAM instead. While it

is unclear how dRMT’s scheduler, which calculates a static
schedule at compile time to guarantee deterministic through-
put and latency, generalizes to the case of stateful NFs, the
DSC supports stateful NFs more simply by dividing the work
between P4 pipelines and ARM cores.

5 Implementation

We have implemented several stateful network functions (in-
cluding those in Table 1) on the programmable NIC shown
in Figure 7 from AMD Pensando. We have also added new
code to the smartNICs attached to the hosts in Azure to steer
traffic to and from the disaggregated Sirius pool. The result-
ing system, alongside software controllers to provision and
monitor the fNICs, is in public preview at Azure [1] .

6 Evaluation

First, in a lab setting using full line-rate traffic generators,
we show results for how the programmable NICs used in
Sirius handle stateful network functions. We also evaluate key
failure scenarios. Next, we report results from Azure wherein
fNICs of virtual machines and network virtual appliances are
offloaded to Sirius.

6.1 Methodology
Figure 9 shows our three experimental setups. On the left,
in a lab, we use a traffic generator that sends and receives
packets at hundreds of Gbps. We also mimic failures of the
ToR switches, links, and cards to evaluate our state replication.

The other two setups use Sirius’s production deployment in
Azure. Figure 9b measures the performance between virtual
machines (VMs) and Figure 9c measures the performance of
network virtual appliances (NVAs) [13,18,33] when deployed
on VMs. Here, we compare the default method that the public
cloud uses to process stateful NFs versus offloading those
NFs onto Sirius. In Figure 9b, we offload the floating NICs of
both the VMs onto Sirius. In Figure 9c, we offload the floating
NICs of the middlebox VM onto Sirius.

Stateful NFs: For the setup in Figure 9a, each card enforces
a large prioritized set of stateful ACLs. As shown in Table 4,
each ACL rule is a conjunction of predicates on sets or ranges
of source and destination addresses, ports and protocol. Rules
apply in priority order and may either accept or deny a con-
nection. Some rules are specific to individual VMs whereas
others apply to all VMs in a vnet or subscription. Recall
from §2.1 that stateful firewalls maintain per-flow state of all
ongoing connections so as to admit traffic in the reverse di-
rection. As discussed in §3.3, the cards also encap and decap
the packets to intercede on traffic transparently. For the VM-
to-VM setup in Figure 9b, VMs in the public cloud already
run many stateful NFs by default, for example, to virtualize
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(a) Testbed (b) VM to VM: Default vs. offloading to Sirius (c) NVAs with fNICs offloaded to Sirius

Figure 9: Evaluation setups. On the left is a testbed where we use iXIA breakingpoint [27] to generate traffic of up to 100Gbps. The other two figures depict our
experiment setups in Azure. We deploy VMs of different sizes and compare the performance when the Azure-specific stateful NFs are offloaded onto Sirius. On
the right we measure the performance of network virtual appliances (such as the Palo Alto VM-series firewall) when using floating NICs that offload onto Sirius.

Granularity of #Rules Total #Conjuncts (prefixes or ranges)
ACL set Src IP Dest. IP Src port Dest port
fNIC level 202 5102 5102 1021 1021
Subnet level 26 1168 1168 141 141
Subscription 8 394 394 57 57

Table 4: The ACLs for a stateful firewall deployed on the cards in Figure 9a;
note: some ACLs are unique per floating NIC whereas others are common
across all fNICs in a subnet or an entire subscription.

Resource type Resource Capacity
#Cores 2 4 8 16 32 64
Mem. (GB) 8 16 32 64 128 256
NIC Capacity (Gbps) 1 2 4 8 16 30

Table 5: The capacity of various resources for the SKUs used in Figure 9.

their network [2, 10, 22] or to estimate traffic bills [5, 9, 20].
In addition, we insert 1000 prioritized stateful ACLs on the
client VM; these ACLs are similar to those in the testbed
experiment. For the middlebox experiment in Figure 9c, we
configure each middlebox with the reference load specified
by the middlebox vendor.

VMs: We evaluate popularly-used Linux Ubuntu SKUs at
various public clouds as shown in Table 5. We choose VMs
with varying numbers of cores, from 2 to 64 vcpus; the other
resources vary roughly proportionally as shown.

Traffic: In Figure 9a, we generate UDP and TCP flows of
different sizes at different rates in an open loop using a syn-
thetic traffic generator [27]. This appliance must be physically
connected to switches and so, in the public cloud experiments,
we use VM-based traffic generators. The Linux network stack
cannot generate small TCP connections at high rates, e.g.,
fewer than 50K zero-byte flows per core [82]. We use the
TREX tool instead which, using DPDK, can generate TCP-
like connections at much higher rates [37].

6.2 Processing Stateful NFs in Sirius

To sum, the experiment here will show that when supporting
a rich set of stateful ACLs (Table 4) the programmable NIC
used by Sirius can support up to 3M new TCP connections
per second (Figure 10b) and over 50M UDP packets-per-
second (Figure 10a). The latency to ping-pong state messages
between a card pair is less than 40µs (Figure 10c).

In more detail, Figure 10 shows the thruput and latency
when the two cards in Figure 9a are set up as a state replicating
pair; that is, all state changes for SYNs and FINs are ping-

ponged between the cards as discussed in §3.2. Each datapoint
is a several minute experiment and the errorbars show the
range of measured values.

Since some stateful NFs are evaluated on every packet, we
first measure the maximum number of packets per second
(PPS) that our card can support by having the traffic generator
send the smallest possible UDP packets at the highest possible
rate.6 Figure 10a shows that our card supports over 50M
packets per second.7 Typical packets are larger, e.g., many
are MTU-sized, and so our card can process complex stateful
NFs at line-rate with a fair amount of headroom.

The end-to-end latency through the card for 64B and 1500B
packets is 2.36µs and 3.14µs respectively.

We also vary the number of concurrent flows which in-
creases the state on the card and can make NF processing
more challenging. Figure 10a shows only a modest decrease
in PPS up to 64M concurrent flows; state for these many flows
uses up most of the 32GB of DRAM on each card.

Finally, Figure 10a shows results for low power states of our
card wherein we decrease the frequency of the MPU pipelines
from their baseline value of 1.5GHz. Observe that we achieve
33% lower power draw with only a 25% drop in PPS. Thus,
dynamic power cycling appears viable.

Next, when new connections arrive (or old connections
finish) the state maintained in a stateful NF processor must
change. To measure the maximum number of new connections
per second (CPS) that one card pair can support, we have the
traffic generator issue TCP connections in an open-loop with
no payload.8 Figure 10b shows the packet drop probability (y
axes is in log scale) near our desired operating point of 3M
CPS. Lower values to the right are better. Since SYN and FIN
packets ping-pong between the cards, each card effectively
processes twice as many state changes. The remaining packets
of the connection, however, only go through the primary card.
Also, recall from §4 that only the ARM cores change state and
SYNs are reinjected into the MPUs after the ARM cores apply
the ruleset. Figure 10b shows that while the 68W power state
has very little effect on CPS, the lowest power state (52W)
reduces the CPS to about 2.5M. We are not yet sure why and

6Each packet is 118B due to VxLAN tunneling with an interframe gap
of 12B and the ethernet preamble of 8B [38]. Thus, on a 100Gbps link, the
generator issues roughly 90M packets/s.

7Per previous calculation, this amounts to 60Gbps.
86 packets per connection: SYN, SYN-ACK, ACK, FIN, FIN-ACK, ACK

1478    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



 0

 10

 20

 30

 40

 50

 60

 0  10  20  30  40  50  60  70

C
a
rd

 T
h
ru

p
u
t 

(x
 1

0
6
 P

kt
s.

/S
)

Load: #Concurrent Flows (x 106, 64 pkts/flow)

75W
68W
52W

(a) The packets-per-second through our card when maintain-
ing different numbers of concurrent flows.

10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

1

 2.7  2.8  2.9  3  3.1  3.2  3.3  3.4

Pa
ck

e
t 

D
ro

p
 P

ro
b

a
b
ili

ty

Open-loop load: #New TCP Conns. (x 106 Per Sec)

75W
68W
52W

(b) The fraction of packets dropped when our card is subject
to open loop load, a line for each power state.

 0

 10

 20

 30

 40

 50

 60

 70

 80

 0.5  1  1.5  2  2.5  3

La
te

n
cy

 (
µ

s)

#New TCP Conns. (x 106 Per Sec)

From SYN to SYNACK
To ping-pong b/w cards

(c) Latency from sending a SYN to receiving a SYNACK
and to ping-pong the SYN between cards.

Figure 10: Card measurements in the lab setup shown in Figure 9a: when applying per connection the thousands of stateful ACLs shown in Table 4, the figures
show the thruput in PPS, packet drop probability and latency at different card power levels.

are looking into this issue.

For the CPS test above, Figure 10c measures the latency be-
tween sending a TCP SYN and receiving a SYN-ACK and the
latency portion that is attributed to ping-pong between cards.
The latency is flat at lower CPS load but grows super-linearly
at higher demands likely due to queuing at the ARM cores
or at reinjection. We note that RPCs can achieve a smaller
latency [70, 84] by reusing connections and the latency here
is better than that measured at the three clouds in Figure 3b.

6.3 Stateful NFs under faults
For the setup in Figure 9a, we have the traffic generator issue
small TCP flows open-loop at the rate of 3M per second. The
flows are spread over 16 floating NICs evenly allocated to the
two Sirius cards. We examine the impact of three changes:

(a) planned switchover from Card1 to Card2,
(b) links between ToR1 and both cards go down and
(c) Card1 goes down.

For each scenario, we conduct three different experiments
each lasting 60s and report average values. Each experiment
comprises roughly 180M TCP connections and 1.08B packets.
Table 6 shows that none of the flows broke as in there were
no RSTs or connection time-outs in all three scenarios.

During planned switchover of load, as discussed in §3.2,
Card2 advertises itself as the new destination for all of the
floating NICs that were mapped to Card1. During the ensuing
route reconvergence, the ToR switches drop 0.00316% of
the packets and there are no drops at either of the cards. A
naïve switchover would cause RSTs on half of the ongoing
connections (all conns with state on Card1).

In scenario (b), where ToR1’s links to both cards are down,
the net available network capacity in/out of the cards halves
but the CPS remains unaffected because, as noted in §3.1,
Sirius retains large network capacity to the cards even when
half of the connecting links fail. Table 6 shows that recovery
here is slower and there are more drops because more routes
must reconverge. The cards also see transient drops while
their paths move over to ToR2.

Change #Flow % of pkts dropped Recovery
breaks All At Cards Latency

(a) Planned switchover 0 0.00316% 0 1.89ms
(b) ToR1’s links to
both cards are down

0 0.00929% 0.0000227% 5.75ms

(c) Card1’s links to
both ToRs are down

0 0.00835% 0.0000201% 5.01ms

Table 6: Testing state replication under different fault scenarios in Figure 9a
with 3M new TCP flows/s. Note, recovery in milliseconds and the extremely
small fraction of packets that were dropped most of which are due to route
reconvergence at the ToR switches. The drops at the Sirius cards are all
packets that cannot be transmitted because the link to the next hop is down.

Scenario (c) mimics the failure of Card1. Here, the ToRs
detect Card1 as being down and route all fNIC traffic on the
backup BGP route to Card2. Contemporaneously, Card2 rec-
ognizes the failing peer, promotes itself to be the primary, and
notifies the Sirius controller asking for a new secondary card.
If card state was not replicated, half of all ongoing connec-
tions will receive RSTs in this scenario. Table 6 shows that no
connections break. Instead, only a few packets are dropped
most of which are at the ToRs. A few flows retransmit SYNs
and FINs9 which may have been lost without completing the
pingpong in Figure 5 but none of the connections timeout.

6.4 VM-to-VM: Offloading fNICs to Sirius

Figure 11 shows the maximum connections per second
achieved between pairs of VMs for the scenario in Figure 9b.
Recall from §6.1 that we use TREX, a DPDK based generator
on the VMs to create small TCP connections as many and
as quickly as possible. These VMs have the default stateful
NFs from public cloud and we add roughly 1000 randomly
generated stateful ACLs (see §6.1). The figure shows that
most of the VM SKUs, when onboarded on to Sirius, are only
limited by the NIC capacity. That is, our tool makes as many
connections as possible given the capacity limit of the NIC.10

The figure shows that with Sirius, one VM pair can achieve

90.0062% and 0.0126% of the TCP flows respectively
106 packets per TCP connection each of which is 118 bytes after VxLan

encapsulation which translates to 176.5K CPS per Gbps of NIC capacity.
NIC capacities of the VMs are as shown in Table 5.
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Figure 11: When the floating NIC of a VM is mapped onto the Sirius pool,
showing the maximum CPS achieved between pairs of VMs.

over 1.5M connections per second. This value is below the
maximum value per card – 3M CPS from Figure 10b– due to
inefficiencies we believe in the code that steers fNIC traffic
in the Azure smartNIC [58]. The figure also shows the CPS
achieved using c5n series instances at EC2 using the same
tool, the same configuration and the same guest OS. The lower
CPS could be because EC2 employs different stateful NFs at
each VM, uses a different NF processing system [6], applies
explicit rate limits or some combination of all of the above.
Comparing also with Figure 3a, we show that using Sirius
a VM can achieve roughly 5× to 10× higher CPS. Further,
recall from §3.3 that Sirius can split the load of a VM between
multiple cards and so even higher CPS may be achievable.

6.5 Measuring the Sirius datapath in Azure
To compare the datapath offered by the Sirius fNICs with
the default datapath in Azure, we randomly and repeatedly
deploy VMs and measure the latency and thruput on the two
datapaths. Each VM in this experiment is equipped with three
virtual NICs, one of which is used as the management inter-
face and the other two are configured to use Sirius or AccelNet
(the default in Azure) [58] respectively. The results shown are
over millions of packets and tens of unique VM pairs.

Figure 12a shows that the thruput achieved is nearly identi-
cal; with a small number of TCP flows, iPerf [26] can reach
the NIC capacity on both of the datapaths.11

Figure 12b shows the latency for three kinds of applications.
On the left are applications such as ping, tcping and hping3
which use the traditional in-kernel network stack. Such apps
do not see any change in their RTT when using Sirius. Notice
that with Sirius the datapath between a VM pair traverses up
to two programmable NICs corresponding to the VMs’ float-
ing NICs. However, any increase in the physical length of the
network path appears to be masked by the latency added by
the guest kernel network stacks. In the middle of Figure 12b
is the latency for the custom tool that we used in §2.3 which

11As noted in Table 5, the NIC capacity limits for the 16 and 64 core VMs
that we used here are 8Gbps and 30Gbps respectively.
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establishes TCP connections on raw sockets. As the figure
shows, for such apps Sirius offers a better RTT than AccelNet
because although Sirius may have a longer physical path, Ac-
celNet takes much longer to process the stateful NFs for each
new TCP connection. A third set of applications, on the right
in Figure 12b, achieve very small latency by bypassing both
the kernel network stacks (using an optimized DPDK app that
we built) as well as the cloud’s stateful NFs (by using UDP
packets). As the figure shows, the typical latency for such
apps is 15µs and 50µs respectively on the AccelNet [58] and
Sirius datapaths. Note also the values on the tail. We conclude
that any additional latency due to Sirius will only be visible
to a small subset of applications and that for the vast majority
of TCP-like traffic Sirius represents a clear improvement.

6.6 Offloading fNICs of middlebox NVAs

For the experiment setup shown in Figure 9c, Figure 13 shows
the CPS achieved by traffic through different middlebox VMs.
We generate results for Sirius using 32 core VMs as clients
and servers of the traffic and offload the floating NIC of
the middlebox VM onto Sirius. For all of the public clouds,
we pick the best possible CPS numbers from datasheets re-
leased by the middlebox vendors [13, 17–19, 34]. The figure
shows that using Sirius substantially improves the achievable
throughput because the stateful network functions that cloud
providers apply by default on the middlebox VM are often
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the limiting factor to middlebox performance.

7 Related Work

The key focus of Sirius is to disaggregate stateful network
functions onto pools of programmable NICs which tightly
integrate P4-programmable MPUs and general purpose ARM
cores with a large coherent memory system. With Sirius, we
show how to replicate connection state inline so that indi-
vidual card failure does not adversely impact ongoing con-
nections (§3.2), discuss multiple design-points which split or
migrate the load of a VM across different NF processors (§3.3)
and offer an implementation that achieves better performance-
over-cost than state-of-the-art (§4).

We are unaware of any prior characterization of the NF
load at a large public cloud (§2.2). However, the case for dis-
aggregation based on NF load being skewed across VMs and
decorrelated (that is, having smaller variance when consid-
ered in aggregates such as at rack-level) is similar to the cases
made to disaggregate other resources [59,66,74,78,89,91,96].

The state-of-the-art in processing stateful network func-
tions is either in vswitch software or on programmable FP-
GAs that are directly connected to the host [6, 57, 58]. An-
dromeda [52] processes NFs at dedicated software middle-
boxes but explicitly states that they do not support stateful
functions listing concerns such as ‘state loss during upgrade
or failure’, ‘transferring state when offloading’ and ‘ensuring
that flows are ‘sticky’ to the hoverboard that has the correct
state’ [52]. We address some of these challenges in §3 and to
the best of our knowledge are the first to disaggregate the rich
class of stateful NFs listed in Table 1 and §2.1.

Offloading stateful network functions is non-trivial since
a large amount of memory to maintain state must be accessi-
ble at high speeds. SRAMs support switch linerates but are
expensive and so we use a bag of NICs architecture with
memory coherence. Some prior works offload specific state-
ful NFs into programmable hardware [41, 83, 85]; however,
they use switches and can only offload only a small subset

of all flows, e.g., top-k by rate [41, 83, 85]. To compensate,
TEA [73] pairs Tofinos with memory on remote servers and
uses RPCs to access the remote state. When state is remote,
it is challenging to achieve high performance and reliability.
Also, Tofinos lack integrated general-purpose cores which
forces TEA to build, in P4, a new RPC and a new reliable
transport. With Sirius, each card has much larger memory. We
replicate state between NICs on nearby servers in one pool
and our general-purpose ARM cores simplify the logic. We
believe that pairing cards which have tightly-integrated MPUs
and ARM cores facilitates richer forms of disaggregation.

Another alternative is to use custom FPGAs with large
memory (e.g., Xilinx and Altera). We are unaware of any
works that match the performance and power draw of our
cards using FPGAs. We believe that (1) P4 programmable
MPUs are fundamentally more efficient than FPGAs [43, 76,
77], and (2) carefully dividing work between MPUs and ARM
cores is key for high performance.

We discuss other related work in §C.

8 Conclusion

Stateful network functions are a key cog in today’s public
cloud architectures. We disaggregate their processing into
a shared pool. Doing so avoids paying for smart-NICs at
each server that are provisioned to support peak load, reduces
constraints in VM placement and increases performance on
the tail. Moreover, we attach this shared pool to the data-
center network at the layer off which most packets bounce
off in the CLOS and so the latency and bandwidth overhead
from packets taking a detour to the shared pool is small. We
show a novel and simple solution that replicates connection
state between pairs of cards without buffering packets while
replicating state. We use NICs that have large memory, P4-
programmable match-action pipelines and integrated general-
purpose ARM cores. Our results from deployment at Azure
show that network usage at VMs can reach NIC capacity
even when complex stateful NFs are executed on each new
connection and every packet.

Acknowledgements: We heartily appreciate the efforts of
several team members whose work was crucial for the Sirius
project including Aditya Baskar, Vivek Bhanu, Prachi Pravin
Bhavsar, Weixi Chen, Nikita Dabir, Manasi Deval, Sumit
Dhoble, Steve Espinosa, Osman Ertugay, Daniel Firestone,
Shashank Gupta, Arun Jeedigunta, Sarat Kamisetti, Sam Kim,
Guohan Lu, Ilias Marinos, Omar Mbarki, Kaixiang Miao,
Kevin Pacella, Tommaso Pimpo, Vikas Prabhakar, Pirabhu
Raman, Rohit Kumar Sharma, Yusef Skinner, Gabriel Silva,
Prince Sunny, Hayden Udelson, Lihua Yuan, Zhenhua Yao,
Xinyan Zan, Yuanyuan Zhou and Qi Zhang. We also thank
the anonymous reviewers and our shepherd Aurojit Panda for
feedback on the paper.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1481



References

[1] Accelerated Connections and NVAs (Preview). https:
//bit.ly/424BkuF.

[2] Amazon EC2 instance IP addressing. https://go.
aws/3qRcooQ.

[3] Amazon EC2 instance Network Bandwidth. https:
//go.aws/3mKS1ef.

[4] AMD DSC-200 Datasheet. https://bit.ly/
3BrC0in.

[5] AWS: Data Transfer Costs for Common Architectures.
https://go.aws/3cg5J3O.

[6] AWS Nitro System. https://aws.amazon.com/ec2/
nitro/.

[7] AWS PrivateLink. https://go.aws/3KG9xIs.

[8] AWS: VPC Peering. https://go.aws/3QcZxHI.

[9] Azure: Bandwidth Pricing. https://bit.ly/
3Cou81Z.

[10] Azure: Private IP Addresses. https://bit.ly/
3BqoSJ7.

[11] Azure PrivateLink. https://bit.ly/3CRXjKV.

[12] Azure: Virtual Network Peering. https://bit.ly/
2AT5czqG.

[13] Cisco Adaptive Security Virtual Appliance (ASAv) Data
Sheet. https://bit.ly/3UldTJq.

[14] Connection tracking: State and examples. https://
bit.ly/3wrNdfP.

[15] Conntrack Tales – One thousand and one flows. https:
//bit.ly/3dL3eHf.

[16] Floodlight Controller. http://goo.gl/kzmC7.

[17] FortiGate-VM on Amazon Web Services. https://
bit.ly/3Bp5qwb.

[18] FortiGate-VM on Google Cloud. https://bit.ly/
3Sfz6CD.

[19] FortiGate-VM on Microsoft Azure. https://bit.ly/
3BoXN93.

[20] Google Cloud: Bandwidth Pricing. https://bit.ly/
3Cw83i9.

[21] Google cloud engine: Network bandwidth. https://
bit.ly/3ywTVld.

[22] Google Cloud Platform: VPC Network Overview.
https://bit.ly/3LpH4XP.

[23] Google Cloud: VPC Network Peering. https://bit.
ly/3RsxiWG.

[24] Intel Tofino. https://intel.ly/3wxWT8w.

[25] Intel Tofino 2. https://intel.ly/3QTeD6F.

[26] iPerf. http://dast.nlanr.net/Projects/Iperf.

[27] IXIA BreakingPoint. https://bit.ly/3DqfOqd.

[28] Linux and Windows networking performance enhance-
ments | Accelerated Networking. https://bit.ly/
3kh7x05.

[29] New Private Service Connect simplifies secure access
to services. https://bit.ly/3RyLMnN.

[30] NVGRE: Network Virtualization Using Generic Rout-
ing Encapsulation. https://www.rfc-editor.org/
rfc/rfc7637.

[31] NVIDIA Spectrum SN3000 Open Ethernet Switches.
https://bit.ly/3JLG9C1.

[32] OpenVSwitch: Conntrack Tutorial. https://bit.ly/
3LsYtPd.

[33] Palo Alto Networks VM-Series Firewall. https://
docs.paloaltonetworks.com/vm-series.

[34] Palo Alto Networks VM-Series Firewall Performance
Datasheet. https://bit.ly/3f7vrJa.

[35] Palo alto networks vm-series performance & capacity.
https://bit.ly/3BE8W7t.

[36] RedHat: IPTables and Connection Tracking. https:
//red.ht/3DAgucH.

[37] TREX: Realistic Traffic Generator. https://
trex-tgn.cisco.com/.

[38] IEEE Standard for Ethernet. IEEE Std 802.3-2018 (Re-
vision of IEEE Std 802.3-2015), 2018.

[39] Pankaj K Agarwal, Graham Cormode, Zengfeng Huang,
Jeff M Phillips, Zhewei Wei, and Ke Yi. Mergeable
Summaries. TODS, 2013.

[40] Sameer Agarwal, Srikanth Kandula, Nicolas Bruno,
Ming-Chuan Wu, Ion Stoica, and Jingren Zhou. Re-
optimizing data-parallel computing. In NSDI, 2012.

[41] Manikandan Arumugam et al. Bluebird: High-
performance SDN for Bare-metal Cloud Services. In
NSDI, 2022.

1482    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association

https://bit.ly/424BkuF
https://bit.ly/424BkuF
https://go.aws/3qRcooQ
https://go.aws/3qRcooQ
https://go.aws/3mKS1ef
https://go.aws/3mKS1ef
https://bit.ly/3BrC0in
https://bit.ly/3BrC0in
https://go.aws/3cg5J3O
https://aws.amazon.com/ec2/nitro/
https://aws.amazon.com/ec2/nitro/
https://go.aws/3KG9xIs
https://go.aws/3QcZxHI
https://bit.ly/3Cou81Z
https://bit.ly/3Cou81Z
https://bit.ly/3BqoSJ7
https://bit.ly/3BqoSJ7
https://bit.ly/3CRXjKV
https://bit.ly/2AT5czqG
https://bit.ly/2AT5czqG
https://bit.ly/3UldTJq
https://bit.ly/3wrNdfP
https://bit.ly/3wrNdfP
https://bit.ly/3dL3eHf
https://bit.ly/3dL3eHf
http://goo.gl/kzmC7
https://bit.ly/3Bp5qwb
https://bit.ly/3Bp5qwb
https://bit.ly/3Sfz6CD
https://bit.ly/3Sfz6CD
https://bit.ly/3BoXN93
https://bit.ly/3BoXN93
https://bit.ly/3Cw83i9
https://bit.ly/3Cw83i9
https://bit.ly/3ywTVld
https://bit.ly/3ywTVld
https://bit.ly/3LpH4XP
https://bit.ly/3RsxiWG
https://bit.ly/3RsxiWG
https://intel.ly/3wxWT8w
https://intel.ly/3QTeD6F
http://dast.nlanr.net/Projects/Iperf
https://bit.ly/3DqfOqd
https://bit.ly/3kh7x05
https://bit.ly/3kh7x05
https://bit.ly/3RyLMnN
https://www.rfc-editor.org/rfc/rfc7637
https://www.rfc-editor.org/rfc/rfc7637
https://bit.ly/3JLG9C1
https://bit.ly/3LsYtPd
https://bit.ly/3LsYtPd
https://docs.paloaltonetworks.com/vm-series
https://docs.paloaltonetworks.com/vm-series
https://bit.ly/3f7vrJa
https://bit.ly/3BE8W7t
https://red.ht/3DAgucH
https://red.ht/3DAgucH
https://trex-tgn.cisco.com/
https://trex-tgn.cisco.com/


[42] Pat Bosshart, Glen Gibb, Hun-Seok Kim, George Vargh-
ese, Nick McKeown, Martin Izzard, Fernando Mujica,
and Mark Horowitz. Forwarding Metamorphosis: Fast
Programmable Match-Action Processing in Hardware
for SDN. In SIGCOMM, 2013.

[43] Andrew Boutros, Sadegh Yazdanshenas, and Vaughn
Betz. You cannot improve what you do not measure:
Fpga vs. asic efficiency gaps for convolutional neural
network inference. ACM Trans. Reconfigurable Technol.
Syst., 2018.

[44] Navin Budhiraja, Keith Marzullo, Fred B Schneider, and
Sam Toueg. Primary-backup protocols: Lower bounds
and optimal implementations. In Dependable Comput-
ing for Critical Applications 3. Springer, 1993.

[45] Brad Calder, Ju Wang, Aaron Ogus, Niranjan Nilakan-
tan, Arild Skjolsvold, Sam McKelvie, Yikang Xu, Shash-
wat Srivastav, Jiesheng Wu, Huseyin Simitci, Jaidev
Haridas, Chakravarthy Uddaraju, Hemal Khatri, Andrew
Edwards, Vaman Bedekar, Shane Mainali, Rafay Ab-
basi, Arpit Agarwal, Mian Fahim ul Haq, Muhammad
Ikram ul Haq, Deepali Bhardwaj, Sowmya Dayanand,
Anitha Adusumilli, Marvin McNett, Sriram Sankaran,
Kavitha Manivannan, and Leonidas Rigas. Windows
azure storage: A highly available cloud storage service
with strong consistency. In SOSP, 2011.

[46] Miguel Castro and Barbara Liskov. Practical byzantine
fault tolerance and proactive recovery. ACM Transac-
tions on Computer Systems (TOCS), 2002.

[47] Sharad Chole, Andy Fingerhut, Sha Ma, Anirudh Sivara-
man, Shay Vargaftik, Alon Berger, Gal Mendelson, Mo-
hammad Alizadeh, Shang-Tse Chuang, Isaac Keslass,
Ariel Orda, and Tom Edsall. dRMT: Disaggregated
Programmable Switching. In SIGCOMM, 2017.

[48] Allen Clement, Manos Kapritsos, Sangmin Lee, Yang
Wang, Lorenzo Alvisi, Mike Dahlin, and Taylor Riche.
Upright cluster services. In SOSP, 2009.

[49] G Cormode and S Muthukrishnan. An improved data
stream summary: the count-min sketch and its applica-
tions. J. Algorithms, 2005.

[50] Heming Cui, Rui Gu, Cheng Liu, Tianyu Chen, and
Junfeng Yang. Paxos made transparent. In SOSP, 2015.

[51] Brendan Cully, Geoffrey Lefebvre, Dutch Meyer, Mike
Feeley, Norm Hutchinson, and Andrew Warfield. Re-
mus: High availability via asynchronous virtual machine
replication. In NSDI, 2008.

[52] Michael Dalton et al. Andromeda: Performance, Isola-
tion, and Velocity at Scale in Cloud Network Virtualiza-
tion. In NSDI, 2018.

[53] Tobias Distler. Byzantine fault-tolerant state-machine
replication from a systems perspective. ACM Comput.
Surv., 2021.

[54] Marianne Durand and Philippe Flajolet. Loglog Count-
ing of Large Cardinalities. In ESA, 2003.

[55] K. Egevang and P. Francis. The IP Network Address
Translator (NAT). In RFC 1631, 1994.

[56] Daniel E. Eisenbud, Cheng Yi, Carlo Contavalli, Cody
Smith, Roman Kononov, Eric Mann-Hielscher, Ardas
Cilingiroglu, Bin Cheyney, Wentao Shang, and Jin-
nah Dylan Hosein. Maglev: A fast and reliable software
network load balancer. In NSDI, 2016.

[57] Daniel Firestone. VFP: A Virtual Switch Platform for
Host SDN in the Public Cloud. In NSDI, 2017.

[58] Daniel Firestone et al. Azure Accelerated Networking:
SmartNICs in the Public Cloud. In NSDI, 2018.

[59] Peter X. Gao, Akshay Narayan, Sagar Karandikar, Joao
Carreira, Sangjin Han, Rachit Agarwal, Sylvia Rat-
nasamy, and Scott Shenker. Network requirements for
resource disaggregation. In OSDI, 2016.

[60] Aaron Gember-Jacobson, Raajay Viswanathan,
Chaithan Prakash, Robert Grandl, Junaid Khalid,
Sourav Das, and Aditya Akella. Opennf: Enabling
innovation in network function control. In SIGCOMM,
2014.

[61] Robert Grandl, Ganesh Ananthanarayanan, Srikanth
Kandula, Sriram Rao, and Aditya Akella. Multi-
resource packing for cluster schedulers. In SIGCOMM,
2014.

[62] Stewart Grant, Anil Yelam, Maxwell Bland, and Alex C.
Snoeren. Smartnic performance isolation with fairnic:
Programmable networking for the cloud. In SIGCOMM,
2020.

[63] Juncheng Gu, Youngmoon Lee, Yiwen Zhang, Mosharaf
Chowdhury, and Kang G. Shin. Efficient memory disag-
gregation with infiniswap. In NSDI, 2017.

[64] Rachid Guerraoui and André Schiper. Fault-tolerance
by replication in distributed systems. In International
conference on reliable software technologies. Springer,
1996.

[65] Ori Hadary, Luke Marshall, Ishai Menache, Abhisek Pan,
Esaias E Greeff, David Dion, Star Dorminey, Shailesh
Joshi, Yang Chen, Mark Russinovich, and Thomas
Moscibroda. Protean: VM allocation service at scale. In
OSDI, 2020.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1483



[66] Sangjin Han, Norbert Egi, Aurojit Panda, Sylvia Rat-
nasamy, Guangyu Shi, and Scott Shenker. Network
support for resource disaggregation in next-generation
datacenters. In HotNets, 2013.

[67] Sushant Jain, Alok Kumar, Subhasree Mandal, Joon
Ong, Leon Poutievski, Arjun Singh, Subbaiah Venkata,
Jim Wanderer, Junlan Zhou, and Min Zhu. B4: Experi-
ence with a globally-deployed software defined WAN.
In SIGCOMM, 2013.

[68] Vimalkumar Jeyakumar, Mohammad Alizadeh, David
Mazières, Balaji Prabhakar, Albert Greenberg, and
Changhoon Kim. EyeQ: Practical network performance
isolation at the edge. In NSDI, 2013.

[69] Murad Kablan, Azzam Alsudais, Eric Keller, and Franck
Le. Stateless network functions: Breaking the tight
coupling of state and processing. In NSDI, 2017.

[70] Anuj Kalia, Michael Kaminsky, and David Andersen.
Datacenter RPCs can be general and fast. In NSDI,
2019.

[71] Junaid Khalid and Aditya Akella. Correctness and per-
formance for stateful chained network functions. In
NSDI, 2019.

[72] Daehyeok Kim, Jacob Nelson, Dan R. K. Ports, Vyas
Sekar, and Srinivasan Seshan. RedPlane: Enabling Fault-
Tolerant Stateful In-Switch Applications. In SIGCOMM,
2021.

[73] Daehyeok Kim, Yibo Zhu, Zaoxing Liu, Changhoon
Kim, Jeongkeun Lee, Vyas Sekar, and Srinivasan Seshan.
TEA: Enabling State-Intensive Network Functions on
Programmable Switches. In SIGCOMM, 2020.

[74] Ana Klimovic, Christos Kozyrakis, Eno Thereska, Binu
John, and Sanjeev Kumar. Flash storage disaggregation.
In EuroSys, 2016.

[75] Teemu Koponen, Keith Amidon, Peter Balland, Martin
Casado, Anupam Chanda, Bryan Fulton, Igor Ganichev,
Jesse Gross, Paul Ingram, Ethan Jackson, Andrew Lam-
beth, Romain Lenglet, Shih-Hao Li, Amar Padmanab-
han, Justin Pettit, Ben Pfaff, Rajiv Ramanathan, Scott
Shenker, Alan Shieh, Jeremy Stribling, Pankaj Thakkar,
Dan Wendlandt, Alexander Yip, and Ronghua Zhang.
Network virtualization in multi-tenant datacenters. In
NSDI, 2014.

[76] Ian Kuon and Jonathan Rose. Measuring the gap be-
tween fpgas and asics. In Proceedings of the 2006
ACM/SIGDA 14th International Symposium on Field
Programmable Gate Arrays, 2006.

[77] Ian Kuon and Jonathan Rose. Quantifying and exploring
the gap between FPGAs and ASICs. Springer Science
& Business Media, 2010.

[78] Huaicheng Li, Mingzhe Hao, Stanko Novakovic, Vaib-
hav Gogte, Sriram Govindan, Dan R. K. Ports, Irene
Zhang, Ricardo Bianchini, Haryadi S. Gunawi, and
Anirudh Badam. LeapIO: Efficient and Portable Vir-
tual NVMe Storage on ARM SoCs. In ASPLOS, 2020.

[79] Jiaxin Lin, Kiran Patel, Brent E. Stephens, Anirudh
Sivaraman, and Aditya Akella. Panic: A high-
performance programmable nic for multi-tenant net-
works. In OSDI, 2020.

[80] Hongqiang Harry Liu, Srikanth Kandula, Ratul Mahajan,
Ming Zhang, and David Gelernter. Traffic engineering
with forward fault correction. In SIGCOMM, 2014.

[81] Shengyun Liu, Paolo Viotti, Christian Cachin, Vivien
Quéma, and Marko Vukolić. {XFT}: Practical fault
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A Discussion

A.1 Complications in failover
It is possible for the ToR switches (shown in green in Fig-
ure 4), which probe the cards for liveness, to reach different
liveness estimates for a card pair. That is, one of the switches
can conclude a card is down while the other switch concludes
otherwise. Similarly, even though we use multiple heartbeats
and there are multiple network paths between a card pair, it is
possible that so many consecutive heartbeats are lost allowing
one of the cards in a card pair to conclude that the peer is
down even though the peer is alive. A split-brain happens
when different parts of the network assume that different cards
(in a card pair) are responsible for an fNIC. Recall that the
primary card announces a BGP route with a smaller AS path
which helps resolve some of these complications. In addition,

we notify all card role changes to a logically centralized Sirius
controller which helps to ensure that split-brain cases, were
they to happen, do not persist for very long.

A.2 fNIC abstraction guarantees

We statically partition each card’s capacity, on the dimensions
listed in §3, among the fNICs that are mapped to a card. The
capacity values that we use for apportioning (e.g., the last row
of Table 7) are slightly smaller than the maximum values that
we see in experiments using iXIA traffic generators and a rich
variety of network functions in subsection 6.2 and so we do
not anticipate performance interference issues at the card.

A.3 Encryption, Traffic QoS

Some aspects such as end-to-end encryption and traffic pri-
oritization can require on-host support. With Sirius, we are
exploring how to divide such functions between the disaggre-
gated pool and the smart NIC that is directly attached to the
host. For example, the disaggregated pool can perform the
more stateful processing such as exchanging keys or determin-
ing which queue to assign a flow to so as to meet its priority
class or bandwidth limit while the on-host FPGA performs
tasks that require less state such as marking or rate limiting
queues [90].

B Additional Results

B.1 Packing floating NICs into Sirius cards

Table 7 shows the sizes of the floating NICs that Sirius offers
and the card capacity. A Sirius appliance has 12 cards. We
evaluate several vector bin packing heuristics [61, 86] to pack
fNICs onto Sirius cards. Our results in Figure 14 show that:

• The optimal choice of a packing heuristic, in terms of
packing efficiency, depends on the size distribution of
the fNICs and whether or not we split load of an fNIC
across multiple cards.

• In some cases, such as when small fNICs dominate the
workload, any heuristic can achieve the average capacity
bound12 which assumes that there are no card boundaries
and that all resources are in one large pool.

• Splitting the load of an fNIC across cards substantially
improves efficiency but also increases state that must
be maintained on cards since rulesets belonging to split
fNICs must now be deployed on multiple cards. The per
flow and per endpoint state substantially dominates the
ruleset size however. Nevertheless, we aim to split only
fNICs that have large resource needs.

12bound = minresourcer
total capacity on r
avg. FNI load on r
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(a) Packing efficiency when the fNICs listed in Table 7
arrive as per the production distribution from §2.2.
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(b) Comparing the packing efficiency when the fNICs
listed in Table 7 arrive with an equal probability.

 0

 2

 4

 6

 8

 10

 12

 14

 0  5  10  15  20  25  30  35  40  45  50

Avg. Capacity BoundAvg. Capacity Bound

#
C

a
n
n
o
t 

P
la

ce

#Floating NICs (FNIs)

FirstFit
Tetris

RandomFit

Fit + MaxAvgAvail
Fit + MinMinAvail
Fit + MaxMinAvail

(c) The case of Figure 14b except with the load from
each fNIC split evenly across two cards.

Figure 14: Comparing different vector bin packing strategies when mapping floating NICs (granularity of resource allocation for network functions supported by
Sirius as listed in Table 7) to a Sirius appliance with 12 cards.

Term Resource Sizing
#New Flows (Mil-
lions Per Sec.)

# Concurrent
Flows (M)

Throughput
(Gbps)

FNI_XXS 0.05 1 5.0
FNI_XS 0.10 1 10.0
FNI_S 0.25 2 12.5
FNI_M 1.00 2 12.5
FNI_L 2.00 4 12.5

FNI_XL 3.00 16 50.0

Sirius card 3.00 16 200.0

Table 7: The resource sizes, along multiple dimensions, that Sirius associates
with different kinds of floating NICs. Cloud customers can choose which
floating NIC to associate with their VM.

B.2 Variation in the load for NFs at Azure
We analyze load variability across all containers in Azure
using the same dataset described in §2.2.

Figure 15a shows the temporal variation in the cumulative
NF load. The figure shows many short-lived spikes, some
of which are larger than 4×; note y axes is in log-scale. We
also see some innate variability in the steady-state load across
these nodes.

Figure 15b is a 2D matrix where each entry represents
the number of containers that have the corresponding (x, y)
value. The x axes is the average numbers of new flows in each
minute. The y axes is the coefficient of variation in the same
metric (=stdev./ avg.). Both axes are in log-scale. As well, the
number of containers which is shown as a heat plot on the
right is also in log scale. The figure shows that most of the
containers have between 10 to 1000 new flows per minute
and the coefficient of variation is typically between 0.1 and 1.
While the variability is high for many containers, containers
with more average load appear to only have slightly higher
variability and there are no unexpected patterns.

C Additional Related Work

State replication for fault tolerance has received much atten-
tion; see [53, 64] for a review. Our method in §3.2 is different
from the primary-backup style replication [44, 51] wherein
the primary processes requests, forwards state changes to the
backup and emits responses after receiving an acknowledge-
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Figure 15: Additional characterization results from the dataset in §2.2.

ment from the backup. Our method is also different from
Paxos-like protocols [46, 48, 50, 81] where replicas first agree
on an order in which to process requests and then process
the requests. The key difference is that both alternatives hold
requests while replication is underway. In the case of stateful
NFs, requests are packets that change state and so holding re-
quests at speeds of hundreds of Gbps will require a very large
packet buffer. To our knowledge, we are unaware of any prior
work that ping-pong’s packets between replicas which effec-
tively holds the requests on the network wire. Redplane [72]
replicates the state between programmable switches and a
server-based remote state store but must cope in P4 with route
changes that happen between the switches and the server-
based store. Our method is simpler and more performant.
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For the case of moving state on-the-fly between multiple
NF processors, OpenNF [60] is perhaps the first to describe
in detail the multiple issues that arise. Their solution how-
ever buffers all the packets that arrive while the state is being
moved at an SDN controller (e.g., Floodlight [16]) which
becomes a scaling bottleneck. OpenNF [60] reports results
for O(100) flows (e.g., “a loss-free move involving state for
500 flows takes only 215ms”) whereas each fNIC in Sirius
can have many millions of ongoing flows. Similar to Red-
Plane [72], StatelessNF [69] and [71] store relevant NF state
in an external state store (e.g., in a RAMCloud [69]). As
noted above, relative to Sirius (which stores state in a nearby
secondary card), we believe that storing state in an external
state store has higher intrinsic overheads.
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Abstract
Serverless applications are typically composed of function

workflows in which multiple short-lived functions are trig-
gered to exchange data in response to events or state changes.
Current serverless platforms coordinate and trigger functions
by following high-level invocation dependencies but are obliv-
ious to the underlying data exchanges between functions. This
design is neither efficient nor easy to use in orchestrating com-
plex workflows – developers often have to manage complex
function interactions by themselves, with customized imple-
mentation and unsatisfactory performance.

In this paper, we argue that function orchestration should
follow a data-centric approach. In our design, the platform
provides a data bucket abstraction to hold the intermediate
data generated by functions. Developers can use a rich set of
data trigger primitives to control when and how the output of
each function should be passed to the next functions in a work-
flow. By making data consumption explicit and allowing it to
trigger functions and drive the workflow, complex function in-
teractions can be easily and efficiently supported. We present
Pheromone – a scalable, low-latency serverless platform fol-
lowing this data-centric design. Compared to well-established
commercial and open-source platforms, Pheromone cuts the
latencies of function interactions and data exchanges by or-
ders of magnitude, scales to large workflows, and enables easy
implementation of complex applications.

1 Introduction

Serverless computing, with its Function-as-a-Service incarna-
tion, is becoming increasingly popular in the cloud. It allows
developers to write highly scalable, event-driven applications
as a set of short-running functions. Developers simply spec-
ify the events that trigger the activation of these functions,
and let the serverless platform handle resource provisioning,
autoscaling, logging, fault-tolerance, etc. Serverless comput-
ing is also economically appealing as it has zero idling cost:
developers are only charged when their functions are running.

Many applications have recently been migrated to the sever-
less cloud [28,35,39,43,48,59,68,75,78]. These applications
typically consist of multiple interactive functions with diverse

*This work was partially done while the author was at HKUST.

function-invocation and data-exchange patterns. For example,
a serverless-based batch analytics application may trigger hun-
dreds of parallel functions for all-to-all data communication
in a shuffle phase [49, 59, 79]; a stream processing applica-
tion may repeatedly trigger certain functions to process dy-
namic data received in a recent time window. Ideally, a server-
less platform should provide an expressive and easy-to-use
function orchestration to support various function-invocation
and data-exchange patterns. The orchestration should also be
made efficient, enabling low-latency invocation and fast data
exchange between functions.

However, function orchestration in current serverless plat-
forms is neither efficient nor easy to use. It typically models
a serverless application as a workflow that connects functions
according to their invocation dependency [4, 11, 21, 24, 34,
51, 53, 66]. It specifies the order of function invocations but
is oblivious to when and how data are exchanged between
functions. Without such knowledge, the serverless platform
assumes that the output of a function is entirely and immedi-
ately consumed by the next function(s), which is not the case
in many applications such as the aforementioned “shuffle” op-
eration in batch analytics and the processing of dynamically
accumulated data in stream analytics. To work around these
limitations, developers have to manage complex function in-
teractions and data exchanges by themselves, using various
approaches such as a message broker or a shared storage, ei-
ther synchronously or asynchronously [6, 10, 24, 31, 49, 66].
As no single approach is found optimal in all scenarios, devel-
opers may need to write complex logic to dynamically select
the most efficient approach at runtime (see §2.2). Current
serverless platforms also incur function interaction latencies
of tens of milliseconds, which may be unacceptable to latency-
sensitive applications [46], particularly since this overhead
accumulates as the function chain builds up.

In this paper, we argue that function orchestration should
follow the flow of data rather than the function-level invo-
cation dependency, thus a data-centric approach. Our key
idea is to make data consumption explicit, and let it trigger
functions and drive the workflow. In our design, the server-
less platform exposes a data bucket abstraction that holds the
intermediate output of functions in a logical object store. The
data bucket provides a rich set of data trigger primitives that
developers can use to specify when and how the intermediate
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data are passed to the intended function(s) and trigger their
execution. With such a fine control of data flow, developers
can express sophisticated function invocations and data ex-
changes, simply by configuring data triggers through a unified
interface. Knowing how intermediate data will be consumed
also enables the serverless platform to schedule the intended
downstream functions close to the input, thus ensuring fast
data exchange and low-latency function invocation.

Following this design approach, we develop Pheromone1,
a scalable serverless platform with low-latency data-centric
function orchestration. Pheromone proposes three key de-
signs to deliver high performance. First, it uses a two-tier
distributed scheduling hierarchy to locally execute a function
workflow whenever possible. Each worker node runs a lo-
cal scheduler, which keeps track of the execution status of a
workflow via its data buckets and schedules next functions of
the workflow onto local function executors. In case that all
local executors are busy, the scheduler forwards the request
to a global coordinator which then routes it to another worker
node with available resources. Second, Pheromone trades the
durability of intermediate data, which are typically short-lived
and immutable, for fast data exchange. Functions exchange
data within a node through a zero-copy shared-memory object
store; they can also pass data to a remote function through di-
rect data transfer. Third, Pheromone uses sharded global coor-
dinators, each handling a disjoint set of workflows. With such
a shared-nothing design, local schedulers only synchronize
workflows’ execution status with the corresponding global
coordinators, which themselves require no synchronization,
thus ensuring high scalability for distributed scheduling.

We evaluate Pheromone against well-established commer-
cial and open-source serverless platforms, including AWS
Lambda with Step Functions, Azure Durable Functions,
Cloudburst [66], and KNIX [24]. Evaluation results show
that Pheromone improves the function invocation latency by
up to 10× and 450× over Cloudburst (best open-source base-
line) and AWS Step Functions (best commercial baseline),
respectively. Pheromone scales well to large workflows and in-
curs only millisecond-scale orchestration overhead when run-
ning 1k chained functions and 4k parallel functions, whereas
the overhead is at least a few seconds in other platforms.
Pheromone has negligible data-exchange overhead (e.g., tens
of µs), thanks to its zero-copy data exchange. It can also
handle failed functions through efficient re-execution. Case
studies of two serverless applications, i.e., Yahoo! stream
processing [40] and MapReduce sort, further demonstrate
that Pheromone can easily express complex function interac-
tion patterns (rich expressiveness), require no specific imple-
mentation to handle data exchange between functions (high
usability), and efficiently support both latency-sensitive and
data-intensive applications (wide applicability).

1Pheromone is a chemical signal produced and released into the environ-
ment by an animal that triggers a social response of others of its species. We
use it as a metaphor for our data-centric function orchestration approach.

2 Background and Motivation

We first introduce serverless computing and discuss the limita-
tions of function orchestration in current serverless platforms.

2.1 Serverless Computing
Serverless computing, with its popular incarnation being
Function-as-a-Service (FaaS), has recently emerged as a pop-
ular cloud computing paradigm that supports highly-scalable,
event-driven applications [8, 18, 22]. Serverless computing
allows developers to write short-lived, stateless functions that
can be triggered by events. The interactions between functions
are simply specified as workflows, and the serverless platform
manages resource provisioning, function orchestration, au-
toscaling, logging, and fault tolerance for these workflows.
This paradigm appeals to many developers as it allows them
to concentrate on the application logic without having to man-
age server resources [47, 63] – hence the name serverless
computing. In addition to the high scalability and operational
simplicity, serverless computing adopts a “pay-as-you-go”
billing model: developers are billed only when their functions
are invoked, and the function run-time is metered at a fine
granularity, e.g., 1 ms in major serverless platforms [8,18]. Al-
together, these benefits have increasingly driven a large num-
ber of traditional “serverful” applications to be migrated to the
serverless platforms, including batch analytics [39,48,59,79],
video processing [35, 43], stream processing [28], machine
learning [75, 78], microservices [46], etc.

2.2 Limitations of Current Platforms
Current serverless platforms take a function-oriented ap-
proach to orchestrating and activating the functions of a server-
less workflow: each function is treated as a single and stan-
dalone unit, and the interactions of functions are separately
expressed within a workflow. This workflow connects indi-
vidual functions according to their invocation dependencies,
such that each function can be triggered upon the completion
of one or multiple upstream functions. For example, many
platforms model a serverless workflow as a directed acyclic
graph (DAG) [4, 11, 21, 24, 34, 51, 53, 66], in which the nodes
represent functions and the edges indicate the invocation de-
pendencies between functions. The DAG can be specified
using general programming languages [4, 21], or domain-
specific languages such as Amazon States Language [11, 24].
However, this approach has several limitations with regard to
expressiveness, usability, and applicability.
Limited expressiveness. Although the current function-
oriented orchestration supports the workflows of simple in-
vocation patterns, it becomes inconvenient or incapable of
expressing more sophisticated function interactions, as sum-
marized in Table 1. This is because the current function or-
chestration assumes that data flow in the same way as how
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Figure 1: The shuffle operation (left) in data analytics and the
batched data processing in a stream (right).

functions are invoked in a workflow, and that a function passes
its entire output to others by directly invoking them for im-
mediate processing. These assumptions do not hold for many
applications, hence developers resort to create workarounds.

For example, the “shuffle” operation in a data analytics
job involves a fine-grained, all-to-all data exchange between
the functions of two stages (e.g., “map” and “reduce” stages).
As shown in Fig. 1 (left), the output data of a function in
stage-1 are shuffled and selectively redistributed to multiple
functions in stage-2 based on the output keys. However, the
way to invoke functions is not the same as how the output data
flow: only after stage-1 completes can the workflow invoke
all the stage-2 functions in parallel. In current serverless plat-
forms, developers must manually implement such a complex
data shuffle invocation via external storage [49, 59], which is
neither flexible nor efficient.

Another example is a batched stream analytics job which
periodically invokes a function to process the data contin-
uously received during a time window [40, 73], as shown
in Fig. 1 (right). A serverless workflow cannot effectively
express this invocation pattern as the function is not imme-
diately triggered when the data arrive, and thus developers
have to rely on other cloud services (e.g., AWS Kinesis [7])
to batch the data for periodic function invocations [28–30].
Note that, even with the latest stateful workflow (e.g., Azure
Durable Functions [17]), an addressable function needs to
keep running to receive data. As we will show in §6.5, deploy-
ing a long-running function not only incurs extra resource
provisioning cost but results in an unsatisfactory performance.

Limited usability. Current serverless platforms provide var-
ious options for data exchange between functions. Functions
can exchange data either synchronously or asynchronously via
a message broker or a shared storage [6,10,24,31,49,66]. They
can also process data from various sources, such as nested
function calls, message queues, or other cloud services [23].

The lack of a single best approach to exchange data be-
tween functions significantly complicates the development
and deployment of serverless applications, as developers must
find their own ways to efficiently pass data across func-
tions [53] which can be dynamic and non-trivial; thus, re-
ducing the usability of serverless platforms. To illustrate this
problem, we compare four data-passing approaches in AWS
Lambda: a) calling a function directly (Lambda), b) using
AWS Step Functions (ASF) to execute a two-function work-
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Figure 2: The interaction latency of two AWS Lambda func-
tions under various data sizes using four approaches.

flow2, c) allowing functions to access an in-memory Redis
store for fast data exchange (ASF+Redis), and d) configuring
AWS S3 to invoke a function upon data creation (S3) [32].
Fig. 2 compares the latencies of these four approaches under
various data volumes. Lambda is efficient for transferring
small data; ASF+Redis is efficient for transferring large data;
the maximum data volume supported by each approach varies
considerably, and only the S3 approach can support virtually
unlimited (but slow) data exchange. Thus, there is no single
approach that prevails across all scenarios, and developers
must carefully profile the data patterns of their applications
and the serverless platforms to optimize the performance of
data exchange between interacting functions.

To make matters worse, the data volume exchanged be-
tween functions depends on the workload, which may be
irregular or unpredictable. Thus, there may be no best fixed
approach to exchanging data between interacting functions,
and developers have to write complex logic to select the best
approach at runtime. Developers also need to consider the in-
teraction cost. Previous work has highlighted the tricky trade-
off between I/O performance and cost when using different
storage to share intermediate data [49, 59], which further ex-
acerbates the usability issue. Altogether, these common prac-
tices bring a truly non-serverless experience to developers as
they still have to deal with server and platform characteristics.
Limited applicability. Existing serverless applications are
typically not latency-sensitive. This is because current server-
less platforms usually have a function interaction delay of
multiple or tens of milliseconds (§6.2), and such delays ac-
cumulate as more functions are chained together in an appli-
cation workflow. For example, in AWS Step Functions, each
function interaction causes a delay of more than 20 ms, and
the total platform-incurred delay for a 6-function chain is
over 100 ms, which may not be acceptable in many latency-
sensitive applications [46]. In addition, as current serverless
platforms cannot efficiently support the sharing of varying-
sized data between functions (as described earlier), they are
ill-suited for data-intensive applications [8, 24, 43, 46, 59, 66].
Altogether, the above characteristics substantially limit the
applicability of current serverless platforms.

2We use the ASF Express Workflows in our experiments as it delivers
higher performance than the ASF Standard Workflows [14].

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1491



3 Data-Centric Function Orchestration

In this section, we address the aforementioned limitations of
the function orchestration practice in current serverless plat-
forms, with a novel data-centric approach. We will describe
how this approach can be applied to develop a new serverless
platform later in §4.

3.1 Key Insight

As discussed in §2.2, the current function orchestration prac-
tice only specifies the high-level invocation dependencies
between functions, and thus has little fine-grained control
over how these functions exchange data. In particular, the
current practice assumes the tight coupling between function
flows and data flows. Therefore, when a function returns its
result, the workflow has no knowledge about how the result
should be consumed (e.g., in full or part, directly or condi-
tionally, immediately or later). To address these limitations,
an effective serverless platform must allow fine-grained data
exchange between the functions of a workflow, while simulta-
neously providing a unified and efficient approach for function
invocation and data exchange.

Following this insight, we propose a new data-centric ap-
proach to function orchestration. We note that intermediate
data (i.e., results returned by functions) are typically short-
lived and immutable [49, 67]: after they are generated, they
wait to be consumed and then become obsolete.3 We therefore
make data consumption explicit and enable it to trigger the
target functions. Developers can thus specify when and how
intermediate data should be passed to the target functions and
trigger their activation, which can then drive the execution of
an entire workflow. As intermediate data are not updated once
they are generated [49, 67], using them to trigger functions
results in no consistency issues.

The data-centric function orchestration addresses the limi-
tations of the current practice via three key advances. First,
it breaks the tight coupling between function flows and data
flows, as data do not have to follow the exact order of function
invocations. It also enables a flexible and fine-grained control
over data consumption, and therefore can express a rich set of
workflow patterns (i.e., rich expressiveness). Second, the data-
centric function orchestration provides a unified programming
interface for both function invocations and data exchange, ob-
viating the need for developers to implement complex logic
via a big mix of external services to optimize data exchange
(i.e., high usability). Third, knowing when and how the in-
termediate data will be consumed provides opportunities for
the serverless platform scheduler to optimize the locality of
functions and relevant data, and thus latency-sensitive and
data-intensive applications can be supported efficiently (i.e.,
wide applicability).

3For data that need durability, they can be persisted to a durable storage.

source functions data bucket

send object(s) trigger function(s)
f f…

target functions

…f f

Figure 3: An overview of triggering functions in data-centric
orchestration. Source functions send intermediate data to the
associated bucket, which can be configured to automatically
trigger target functions.

3.2 Data Bucket and Trigger Primitives

Data bucket. To facilitate the data-centric function orches-
tration, we design a data bucket abstraction and a list of trig-
ger primitives. Fig. 3 gives an overview of how functions are
triggered. A serverless application creates one or multiple
data buckets that hold the intermediate data. Developers can
configure each bucket with triggers that specify when and how
the data should invoke the target functions and be consumed
by them. When executing a workflow, the source functions di-
rectly send their results to the specified buckets. Each bucket
checks if the configured triggering condition is satisfied (e.g.,
the required data are complete and ready to be consumed).
If so, the bucket triggers the target functions automatically
and passes the required data to them. This process takes place
across all buckets, which collectively drive the execution of
an entire workflow.

We design various trigger primitives for buckets to specify
how functions are triggered. The interaction patterns between
functions can be broadly classified into three categories:

Direct trigger primitive (i.e., Immediate) allows one or
more functions to directly consume data in the associated
buckets. This primitive has no specified condition, and trig-
gers the target functions immediately once the data are ready
to be consumed. This primitive can easily support sequential
execution or invoke multiple functions in parallel (fan-out).

Conditional trigger primitives trigger the target function(s)
when the developer-specified conditions are met.

• ByBatchSize: It triggers the function(s) when the as-
sociated bucket has accumulated a certain number of
data objects. It can be used to enable the batched stream
processing [29, 30] in a way similar to Spark Streaming.

• ByTime: It sets up a timer and triggers the function(s)
when the timer expires. All the accumulated data objects
are then passed to the function(s) as input. It can be used
to implement routine tasks [40, 73].

• ByName: It triggers the function(s) when the bucket re-
ceives a data object of a specified name. It can be used
to enable conditional invocations by choice [12].

• BySet: It triggers functions when a specified set of data
objects are all complete and ready to be consumed. It
can be used to enable the assembling invocation (fan-in).

• Redundant: It specifies n objects to be stored in a bucket
and triggers the function(s) when any k of them are

1492    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



Table 1: Expressiveness comparison between the function-
oriented workflow primitives in AWS Step Functions (ASF)
and the data-centric trigger primitives in Pheromone.

Invocation Patterns ASF Pheromone

Sequential Execution Task Immediate
Conditional Invocation Choice ByName
Assembling Invocation Parallel BySet
Dynamic Parallel Map DynamicJoin

Batched Data Processing - ByBatchSize
ByTime

k-out-of-n - Redundant
MapReduce - DynamicGroup

Function invocations Send objects

f f f
every second

f

f

f

f

f

f
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Figure 4: Usage examples of two primitives: DynamicGroup
for data shuffling in MapReduce (left), and ByTime for peri-
odic data aggregation in the event stream processing (right).

available and ready to be consumed. It can be used to
execute redundant requests and perform late binding for
straggler mitigation and improved reliability [50, 60, 69].

Dynamic trigger primitives, unlike the previous two cate-
gories with statically-configured triggers, allow data exchange
patterns to be configured at runtime.

• DynamicJoin: It triggers the assembling functions when
a set of data objects are ready, which can be dynamically
configured at runtime. It enables the dynamic parallel
execution like ‘Map’ in AWS Step Functions [13].

• DynamicGroup: It allows a bucket to divide its data ob-
jects into multiple groups, each of which can be con-
sumed by a set of functions. The data grouping is dynam-
ically performed based on the objects’ metadata (e.g.,
the name of an object). Once a group of data objects are
ready, they trigger the associated set of functions.

Dynamic trigger primitives are critical to implement some
widely-used computing frameworks, e.g., MapReduce (which
is hard to support in current serverless platforms as it requires
triggering parallel functions at every stage and optimizing the
fine-grained, all-to-all data exchange between them [48, 49,
59], see §2.2). Here, our DynamicGroup primitive provides
an easy solution to these issues. As shown in Fig. 4 (left),
when a map function sends intermediate data objects to the
associated bucket, it also specifies to which data group each
object belongs (i.e., by specifying their associated keys). Once
the map functions are all completed, the bucket triggers the
reduce functions, each consuming a group of objects.

We have developed a new serverless platform, Pheromone,
which implements the aforementioned data bucket abstrac-

struct BucketKey {
string bucket_; // bucket name
string key_; // key name
string session_; // unique session id per request

};

abstract class Trigger {
// Check whether to trigger functions for a new object.
vector <TriggerAction > action_for_new_object(

BucketKey bucket_key);

// Notify the information of a source function.
void notify_source_func(string function_name ,

string session , vector <string > function_args);

// Check whether to re-execute source functions.
vector <TriggerAction > action_for_rerun(string session);

};

Figure 5: Three main methods of the trigger interface.

tion and trigger primitives. The design of Pheromone will be
detailed in §4. Table 1 lists all the supported trigger primi-
tives in current Pheromone platform. Compared to AWS Step
Functions (ASF), Pheromone supports more sophisticated in-
vocation patterns and provides richer expressiveness for com-
plex workflows. We note that Azure Durable Functions [15]
can also achieve rich expressiveness for complex workflows
(§6.1). Yet, it fails to achieve the other two desired properties,
i.e., high usability and wide applicability (§6.5).
Abstract interface. Pheromone’s trigger primitives are not
only limited to those listed in Table 1. Specifically, we pro-
vide an abstract interface for developers to implement cus-
tomized trigger primitives for their applications, if needed.
Fig. 5 shows the three main methods of the trigger interface.
The first method, action_for_new_object, is provided to
specify how the trigger’s associated target functions should be
invoked. This method can be called when a new data object
arrives: it checks the current data status and returns a list of
functions to invoke, if any. The method can also be called
periodically in a configurable time period through periodi-
cal checking (e.g., ByTime primitive). The other two methods,
notify_source_func and action_for_rerun, are provided
to implement the fault handling logic which re-executes the
trigger’s associated source functions in case of failures. In
particular, through notify_source_func, a trigger can ob-
tain the information of a source function once the function
starts, including the function name, session, and arguments;
Pheromone also performs the periodic re-execution checks
by calling action_for_rerun, which returns a list of time-
out functions, such that Pheromone can then re-execute them.
The detailed fault tolerance mechanism will be described in
§4.4. We give an example of implementing a customized
ByBatchSize trigger primitive via the abstract interface in
our technical report [74].

3.3 Programming Interface
Our Pheromone serverless platform currently accepts func-
tions written in C++, with capabilities to support more lan-
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Table 2: The APIs of user library which developers use to operate on intermediate data objects and drive the workflow execution.

Class API Description

EpheObject
void* get_value() Get a pointer to the value of an object.
void set_value(value, size) Set the value of an object.

UserLibrary

EpheObject* create_object(bucket, key) Create an object by specifying its bucket and key name.
EpheObject* create_object(function) Create an object by specifying its target function.
EpheObject* create_object() Create an object.
void send_object(object, output=false) Send an object to its bucket, and set the output flag if it needs to persist.
EpheObject* get_object(bucket, key) Get an object by specifying its bucket and key name.

int handle(UserLibraryInterface* library ,\
int arg_size , char** arg_values);

Figure 6: Function interface.

1 app_name = 'event -stream -processing '
2 bucket_name = 'by_time_bucket '
3 trigger_name = 'by_time_trigger '
4 prim_meta = {'function ':'aggregate ', 'time_window ':1000}
5 re_exec_rules = ([('query_event_info ', EVERY_OBJ)], 100)
6 client.create_bucket(app_name , bucket_name)
7 client.add_trigger(app_name , bucket_name , trigger_name , \
8 BY_TIME , prim_meta , hints=re_exec_rules)

Figure 7: Configuring a bucket trigger to periodically invoke
a function in a stream processing workflow.

guages (see §7). Pheromone also provides a Python client
through which developers can program function interactions.

Function interface. Following the common practice, devel-
opers implement their functions through the handle() inter-
face (see Fig. 6), which is similar to the C++ main function
except that it takes a user library as the first argument. The
user library provides a set of APIs (see Table 2) that allow
developers to operate on intermediate data objects. These
APIs enable developers to create intermediate data objects
(EpheObject), set their values, and send them to the buckets.
A data object can also be persisted to a durable storage by set-
ting the output flag when calling send_object(). When a
bucket receives objects and decides to trigger next function(s),
it automatically packages relevant objects as the function ar-
guments (see Fig. 6). A function can also access other objects
via the get_object() API.

Bucket trigger configuration. Developers specify how the
intermediate data should trigger functions in a workflow via
our Python client. The client creates buckets and configures
triggers on the buckets using the primitives described in §3.2.
Functions can then interact with the buckets by creating, send-
ing and getting objects using the APIs listed in Table 2.

As an example, we refer to a stream processing work-
flow [40] as shown in Fig. 4 (right). This workflow first fil-
ters the incoming advertisement events (i.e., preprocess)
and checks which campaign each event belongs to (i.e.,
query_event_info). It then stores the returned results into a
bucket and periodically invokes a function (i.e., aggregate)
to count the events per campaign every second. Fig. 7 gives a
code snippet of configuring a bucket trigger that periodically
invokes the aggregate function, where a ByTime trigger is

Scheduler

Shared Memory Object Store

Executor … Executor

Coordinator

Worker Node

Scheduler

Shared Memory Object Store

Executor …

Coordinator

…

Worker Node

Durable Key-Value Store

Executor

…
Pheromone Runtime

Figure 8: An architecture overview of Pheromone.

created with the primitive metadata that specifies both the tar-
get function and the triggering time window (line 4). Develop-
ers can optionally specify a re-execution rule in case of func-
tion failures, e.g., by re-executing the query_event_info
function if the bucket has not received query_event_info’s
output in 100 ms (line 5). We will describe the fault toler-
ance and re-execution in §4.4. A full script of deploying this
workflow is given in our technical report [74].

To summarize, our data bucket abstraction, trigger primi-
tives, and programming interface facilitate the data-centric
function orchestration, and enable developers to conveniently
implement their application workflows and express various
types of data patterns and function invocations. In addition,
the unified programming interface also obviates the need to
make an ad-hoc selection from many APIs provided by vari-
ous external services, such as a message broker, in-memory
database, and persistent storage.

4 Pheromone System Design

This section presents the design of Pheromone, a new server-
less platform that supports data-centric function orchestration.

4.1 Architecture Overview
Pheromone runs on a cluster of machines. Fig. 8 shows an
architecture overview. Each worker node follows instructions
from a local scheduler, and runs multiple executors that load
and execute the user function code as needed. A worker node
also maintains a shared-memory object store that holds the
intermediate data generated by functions. The object store pro-
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Figure 9: Intra-node (left) and inter-node (right) scheduling.

vides a data bucket interface through which functions can ef-
ficiently exchange data within a node and with other nodes. It
also synchronizes data that must persist with a remote durable
key-value store, such as Anna [71]. When new data are put
into the object store, the local scheduler checks the associated
bucket triggers. If the triggering conditions are satisfied, the
local scheduler invokes the target function(s) either locally, or
remotely with the help of a global coordinator that runs on a
separate machine and performs cross-node coordination with
a global view of bucket statuses.

4.2 Scalable Distributed Scheduling

We design a two-tier, distributed scheduling scheme to ex-
ploit data locality and ensure high scalability, enabled by the
data-centric approach. Specifically, a workflow request first
arrives at a global coordinator, which routes the request to
a local scheduler on a worker node. The local scheduler in-
vokes subsequent functions to locally execute the workflow
whenever possible, thus reducing the invocation latency and
incurring no network overhead.
Intra-node scheduling. In Pheromone, a local scheduler
uses bucket triggers to invoke functions as locally as possi-
ble. The scheduler starts the first function of a workflow and
tracks its execution status via its bucket. The downstream
functions are triggered immediately on the same node when
their expected data objects are put into the associated buckets
and ready to be consumed. As no cross-node communication
is involved, it reduces the function invocation latency and
enables efficient consumption of data objects in a local work-
flow execution. Fig 9 (left) shows how the local scheduler
interacts with executors when running a workflow locally. The
executors synchronize the data status (e.g., the readiness of
local objects in buckets) with the local scheduler, which then
checks the associated bucket triggers and invokes downstream
functions if the triggering conditions are met. The low-latency
message exchange between the scheduler and executors is
enabled via an on-node shared-memory object store.

A local scheduler makes scheduling decisions based on
the status of executors. The scheduler only routes function
requests to idle executors that have no running tasks, avoiding
concurrent invocations and resource contention in each execu-
tor (similar to the concurrency model in AWS Lambda [9]).
When the executor receives a request for the first time, it loads
the function code from the local object store and persists it
in memory for reuse in subsequent invocations. In case of

multiple idle executors, the scheduler prioritizes those with
function code already loaded to enable a warm start.4

Delayed request forwarding from overloaded nodes. If
the requests received by a local scheduler exceed the capacity
of local executors, the scheduler forwards them to a global
coordinator, which routes them to other worker nodes with suf-
ficient resources. Instead of forwarding the exceeding requests
immediately, the scheduler waits for a configurable short time
period: if any local executors become available during this pe-
riod, the requested functions start and the requests are served
locally. The rationale is that it typically takes little time for
executors to become available as most serverless functions
are short-lived [64], plus Pheromone has microsecond-scale
invocation overhead (§6.2). Such a delayed scheduling has
proven effective for improving data locality [77].
Inter-node scheduling. A global coordinator not only for-
wards requests from overloaded nodes to non-overloaded
nodes, but also drives the execution of a large workflow which
needs to run across multiple worker nodes that collectively
host many functions of the workflow. This cannot be orches-
trated by individual local schedulers without a global view.

As Fig. 9 (right) shows, a coordinator gathers the associated
bucket statuses of the functions of a large workflow from mul-
tiple worker nodes, and triggers the next functions as needed.
Each node immediately synchronizes local bucket status with
the coordinator upon any change, such that the coordinator
maintains an up-to-date global view. When the coordinator
decides to trigger functions, it also updates this message to
relevant workers, which reset local bucket status accordingly.
This ensures a function invocation is neither missed nor du-
plicated. Note that, some bucket triggers (e.g., ByTime) can
only be performed at the coordinator with its global view;
here, worker nodes only update their local statuses to the
coordinator without checking trigger conditions.

The data-centric orchestration improves data locality in
the inter-node scheduling. The coordinator makes scheduling
decisions using the node-level knowledge reported by local
schedulers, including cached functions, the number of idle
executors, and the number of objects relevant to the workflow.
It then schedules a request to a worker node with sufficient
warm executors and the most relevant data objects.
Scaling distributed scheduling with sharded coordina-
tors. Pheromone employs a shared-nothing model to sig-
nificantly reduce synchronization between local schedulers
and global coordinators, thus attaining high scalability. Specif-
ically, it partitions the workflow orchestration tasks across
sharded coordinators, each of which manages a disjoint set
of workflows. When executing a workflow, the responsible
coordinator sends the relevant bucket triggers to a selected set
of worker nodes and routes the invocation requests to them.
A worker node may run functions of multiple workflows. For

4Many techniques have been proposed to deal with cold starts of execu-
tors [33, 37, 41, 44, 57, 64, 70], which can be applied directly in Pheromone.
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each workflow, its data and trigger status are synchronized
with the responsible coordinator only. This design substan-
tially reduces communication and synchronization overheads,
and can be achieved by running a standard cluster manage-
ment service (e.g., ZooKeeper [5, 45]) that deals with coor-
dinator failures and allows a client to locate the coordinator
of a specific workflow. The client can then interact with this
coordinator to configure data triggers and send requests. This
process is automatically done by the provided client library
and is transparent to developers.

4.3 Bucket Management and Data Sharing

We next describe how Pheromone manages data objects in
buckets, and enables fast data sharing between functions.
Bucket management. Pheromone uses an on-node shared-
memory object store to maintain data objects, such that func-
tions can directly access them via pointers (i.e., EpheObject
in Table 2). A data object is marked ready when the source
function puts it into a bucket via send_object(). The bucket
can be distributed across its responsible coordinator and a
number of worker nodes, where each worker node tracks local
data status while the coordinator holds a global view (§4.2).
Bucket status synchronization is only needed between the
responsible coordinator and workers, as local statuses at dif-
ferent workers track their local objects only and are disjoint.

Pheromone garbage-collects the intermediate objects of a
workflow execution after the associated invocation request
has been fully served along the workflow. In case a workflow
is executed across multiple worker nodes, the responsible co-
ordinator notifies the local scheduler on each node to remove
the associated objects from its object store.

When a worker node’s local object store runs out of mem-
ory, a remote key-value store is used to hold the newly gener-
ated data objects at the expense of an increased data access
delay.5 Later, when more memory space is made available
(e.g., via garbage collection), the node remaps the associated
buckets to the local object store. In case a data object is lost
due to system failures, Pheromone automatically re-executes
the source function(s) to get it recovered (details in §4.4).
Fast data sharing. Pheromone further adopts optimizations
to fully reap the benefits of data locality enabled by its data-
centric design. As intermediate data are typically short-lived
and immutable [49, 67], we trade their durability for fast data
sharing and low resource footprint. With an on-node shared-
memory object store, Pheromone enables zero-copy data shar-
ing between local functions by passing only the pointers of
data objects to the target functions. This avoids the significant
data copying and serialization overheads, and substantially
reduces the latency of accessing local data objects.

To efficiently pass data to remote functions, Pheromone

5Our current implementation does not support spilling in-memory objects
to disk, which we leave for future work.

also enables the direct transfer of data objects between nodes.
A function packages the metadata (e.g., locator) of a data
object into a function request being sent to a remote node.
The target function on the remote node uses such metadata
to directly retrieve the required data object. Compared with
using a remote storage for cross-node data sharing, our di-
rect data transfer avoids unnecessary data copying, and thus
leads to reduced network and storage overheads. While the
remote-storage approach can ensure better data durability and
consistency [24, 65, 66], there is no such need for intermedi-
ate data objects. Only when data are specified to persist will
Pheromone synchronize data objects with a durable key-value
store (see send_object() in Table 2).

Note that, Pheromone’s data-centric design can expose de-
tails of intermediate data (e.g., the size of each data object),
therefore we can further optimize cross-node data sharing. For
large data objects, they are sent as raw byte arrays to avoid
serialization-related overheads, thus significantly improving
the performance of transferring large objects (see Fig. 13
in §6.2). For small data objects, Pheromone implements a
shortcut to transfer them between nodes: it piggybacks small
objects on the function invocation requests forwarded during
the inter-node scheduling (see §4.2). This shortcut saves one
round trip as the target function does not need to additionally
retrieve data objects from the source function. In addition,
Pheromone runs an I/O thread pool on each worker node to
improve cross-node data sharing performance.

4.4 Fault Tolerance

Pheromone sustains various types of system component
failures. In case an executor fails or a data object is lost,
Pheromone restarts the failed function to reproduce the lost
data and resume the interrupted workflow. This is enabled by
using the data bucket to re-execute its source function(s) if
the expected output has not been received in a configurable
timeout. This fault handling approach is a natural fit for data-
centric function orchestration and brings two benefits. First,
it can simplify the scheduling logic as data buckets can au-
tonomously track the runtime status of each function and issue
re-execution requests whenever necessary, without needing
schedulers to handle function failures. Second, it allows devel-
opers to customize function re-execution rules when configur-
ing data buckets, e.g., timeout. Fig. 7 gives an example of spec-
ifying re-execution rules (line 5). Fig. 5 shows the interface
to implement the logic of function re-execution for a bucket
trigger (notify_source_func and action_for_rerun).

Pheromone also checkpoints the scheduler state (e.g., the
workflow status) to the local object store, so that it can quickly
recover from a scheduler failure on a worker node. In case
that an entire worker node crashes, Pheromone re-executes
the failed workflows on other worker nodes. Pheromone can
also handle failed coordinators with a standard cluster man-
agement service, such as ZooKeeper, as explained in §4.2.
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Figure 10: Latencies of invoking no-op functions under three interaction patterns: function chain, parallel and assembling
invocations. Each bar is broken into two parts which measure the latencies of external (darker) and internal (lighter) invocations,
respectively. The overall latency value is given at the top of the bar, and the internal invocation latency is given at the bottom.

5 Implementation

We have implemented Pheromone atop Cloudburst [66], a
lightweight, performant serverless platform. We heavily re-
architected Cloudburst and implemented Pheromone’s key
components (Fig. 8) in 5k lines of C++ code. These com-
ponents were packaged into Docker [19] images for ease
of deployment. Pheromone’s client was implemented in 400
lines of Python code. Like Cloudburst, Pheromone runs in a
Kubernetes [25] cluster for convenient container management,
and uses Anna [71, 72], an autoscaling key-value store, as the
durable key-value storage. On each worker node, we mount
a shared in-memory volume between containers for fast data
exchange and message passing. The executor loads function
code as dynamically linked libraries, which is pre-compiled
by developers and uploaded to Pheromone. The entire code-
base of Pheromone is open-sourced at [26].

6 Evaluation

In this section, we evaluate Pheromone via a cluster deploy-
ment in AWS EC2. Our evaluation answers three questions:

• How does Pheromone improve function interactions
(§6.2) and ensure high scalability (§6.3)?

• Can Pheromone effectively handle failures (§6.4)?
• Can developers easily implement real-world applications

with Pheromone and deliver high performance (§6.5)?

6.1 Experimental Setup
Cluster settings. We deploy Pheromone in an EC2 cluster.
The coordinators run on the c5.xlarge instances, each with 4
vCPUs and 8 GB memory. Each worker node is a c5.4xlarge
instance with 16 vCPUs and 32 GB memory. The number
of executors on a worker node is configurable and we tune
it based on the requirements of our experiments. We deploy
up to 8 coordinators and 51 worker nodes, and run clients on
separate instances in the same us-east-1a EC2 zone.
Baselines. We compare Pheromone with four baselines.

1) Cloudburst: As an open-source platform providing fast
state sharing, Cloudburst [66] adopts early binding in schedul-
ing: it schedules all functions of a workflow before serving
a request, and enables direct communications between func-
tions. It also uses function-collocated caches. As Pheromone’s
cluster setting is similar to Cloudburst’s, we deploy the two
platforms using the same cluster configuration and resources.

2) KNIX: As an evolution of SAND [34], KNIX [24] im-
proves the function interaction performance by executing
functions of a workflow as processes in the same container.
Message passing and data sharing can be done either via a
local message bus or via a remote persistent storage.

3) AWS Step Functions (ASF): We use ASF Express Work-
flows [14] to orchestrate function instances as it achieves
faster function interactions than the ASF Standard Work-
flows [14]. As ASF has a size limit of transferring interme-
diate data (see Fig. 2), we use Redis [6], a fast in-memory
storage service, to share large data objects between functions.

4) Azure Durable Functions (DF): Compared with ASF, DF
provides a more flexible support for function interactions. It
allows developers to express workflows in program code and
offers the Entity Functions [17] that can manage workflow
states following the actor model [36, 54]. We include DF
to study whether this expressive orchestration approach can
achieve satisfactory performance.

Here, Cloudburst, KNIX and ASF focus more on optimiz-
ing function interactions of a workflow, while DF provides
rich expressiveness. Note that, for the two commercial plat-
forms, i.e., ASF and DF, we cannot control their orchestration
runtime. To make a fair comparison, we configure their re-
spective Lambda and Azure functions such that the number
of function instances matches that of executors in Pheromone.
The resource allocations of each function instance and execu-
tor are also maintained the same. In our experiments, func-
tions are all warmed up to avoid cold starts in all platforms.

6.2 Function Interaction
Function invocation under various patterns. We first eval-
uate the overhead of invoking no-op functions without any
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Figure 11: Latencies of a two-function chain invocation under
various data sizes.

payload. We consider three common invocation patterns: se-
quential execution (e.g., a two-function chain), parallel invo-
cation (fan-out), and assembling invocation (fan-in). We vary
the number of involved functions for parallel and assembling
invocations to control the degree of parallelism. Fig. 10 shows
the latencies of invoking no-op functions under these three
patterns. Each latency bar is further broken down into the
overheads of external and internal invocations. The former
measures the latency between the arrival of a request and the
complete start of the workflow, and the latter measures the
latency of internally triggering the downstream function(s)
following the designated pattern. In Pheromone, the external
invocation latency is mostly due to the overhead of request
routing which takes about 200 µs [20]. Note that, functions
can be invoked locally or remotely in Pheromone and Cloud-
burst, thus we measure them respectively in Fig. 10. In our
experiments, we report the average latency over 10 runs.

Fig. 10 (left) compares the invocation latencies of a two-
function chain measured on five platforms. Pheromone sub-
stantially outperforms the others. In particular, Pheromone’s
shared memory-based message passing (§4.3) only incurs an
overhead of less than 20 µs, reducing the local invocation
latency to 40 µs, which is 10× faster than Cloudburst. The
latency improvements become significantly more salient com-
pared with other platforms (e.g., 140× over KNIX, 450× over
ASF). When invoking a remote function, both Pheromone and
Cloudburst require network transfer, leading to a similar inter-
nal invocation latency. Yet, Cloudburst incurs higher overhead
than Pheromone for external invocations as it needs to sched-
ule the entire workflow’s functions before serving a request
(early binding), thus resulting in worse overall performance.

Fig. 10 (center) and (right) show the invocation latencies un-
der parallel and assembling invocations, respectively. We also
evaluate the cross-node function invocations in Pheromone
and Cloudburst by configuring 12 executors on each worker,
thus forcing remote invocations when running 16 functions.
Pheromone constantly achieves the best performance and in-
curs only sub-millisecond latencies in all cases, even for cross-
node function invocations. In contrast, Cloudburst’s early-
binding design incurs a much longer latency for function
invocations as the number of functions increases. Both KNIX
and ASF incur high invocation overheads in the parallel and
assembling scenarios. DF yields the worst performance, and
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Figure 12: Latencies of parallel (left) and assembling (right)
invocations under various data sizes, using 8 functions.

we exclude it from the experiments hereafter.

Data transfer. We next evaluate the interaction overhead
when transferring data between functions. Fig. 11 shows the
invocation latencies of a two-function chain with various
data sizes in Pheromone, Cloudburst, KNIX, and ASF. We
evaluate both local and remote data transfer for Pheromone
and Cloudburst. For KNIX and ASF where the data transfer
can be done via either a workflow or a shared storage (i.e.,
Riak and Redis), we report the best of the two choices.

For local data transfer, Pheromone enables zero-copy data
sharing, leading to extremely low overheads regardless of the
data size, e.g., 0.1 ms for 100 MB data. In comparison, Cloud-
burst needs the data copying and serialization, causing much
longer latencies especially for large data objects. For remote
data transfer, both Pheromone and Cloudburst support direct
data sharing across worker nodes. Pheromone employs an
optimized implementation without (de)serialization, making
it more efficient than Cloudburst. Collectively, compared with
Pheromone, the serialization overhead in Cloudburst domi-
nants the latencies of both local and remote invocations under
large data exchanges, which diminishes the performance ben-
efits of data locality: saving the cost of transferring 100 MB
data across network only reduces the latency from 844 ms to
648 ms. Fig. 11 also shows that KNIX and ASF incur much
longer latencies. While KNIX outperforms ASF when data
objects are small, ASF becomes more efficient for passing
large data because it is configured in our experiments to use
the fast Redis in-memory storage for large data transfer.

We further evaluate the overhead of data transfer under
parallel and assembling invocations. For parallel invocation,
we measure the latency of a function invoking parallel down-
stream functions and passing data to all of them; for assem-
bling invocation, we measure the latency between the trans-
fer of the first object and the reception of all objects in the
assembling function. Fig. 12 shows the latencies of these
two invocation patterns under various data sizes. Similarly,
Pheromone constantly achieves faster data transfer compared
with all other platforms for both invocation patterns.

Improvement breakdown. To illustrate how each of our
individual designs contributes to the performance improve-
ment, we break down Pheromone’s function invocation per-
formance and depict the results in Fig. 13. Specifically, for
local invocation, “Baseline” uses a central coordinator to in-
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voke downstream functions (i.e., no local schedulers), which
is today’s common practice [11]; “Two-tier scheduling” uses
our local schedulers for fast invocations on the same worker
node (§4.2), where intermediate data objects are cached in the
scheduler’s memory and get copied to next functions; “Shared
memory” further optimizes the performance via zero-copy
data sharing (§4.3). Fig. 13 (top) shows that applying two-tier
scheduling can reduce network round trips and achieve up to
3.7× latency improvement over “Baseline”. Applying shared
memory avoids data copy and serialization, further speeding
up the data exchange especially for large objects (e.g., 1 MB)
by two orders of magnitude.

For remote invocation, “Baseline” uses a durable key-value
store (i.e., Anna [71]) to exchange intermediate data among
cross-node functions; “Direct transfer” reduces the commu-
nication overhead by allowing direct data passing between
nodes (§4.3), where raw data objects on a node are serialized
into a protobuf [27] message and then sent to downstream
functions; “Piggyback & w/o Ser.” further optimizes the data
exchange by piggybacking small objects on forwarded func-
tion requests and eliminating serialization (§4.3). As shown
in Fig. 13 (bottom), direct data transfer avoids interactions
with the remote storage and improves the performance by up
to 2.6× compared with baseline. The piggyback without seri-
alization further speeds up the remote invocations with small
(10 B) and large (1 MB) objects by 2× and 2.7×, respectively.

6.3 Scalability
We next evaluate the scalability of Pheromone with regard to
internal function invocations and external user requests.
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Figure 15: End-to-end latencies with various numbers of par-
allel functions (left), and the distribution of function start
times when executing 4k functions in Pheromone (right).
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Figure 16: Request throughput when serving requests to no-op
functions under various numbers of functions or executors.

Long function chain. We start with a long function chain
that sequentially invokes a large number of functions [76].
Here, each function simply increments its input value by 1
and sends the updated value to the next function, and the final
result is the total number of functions. As shown in Fig. 14,
we change the number of chained functions, and Pheromone
achieves the best performance at any scale. Moreover, Cloud-
burst suffers from poor scalability due to its early-binding
scheduling, causing significantly longer latencies when the
number of chained functions increases; KNIX cannot host
too many function processes in a single container, making
it ill-suited for long function chains; ASF incurs the longest
latencies due to its high overhead of function interactions.
Parallel functions. Fig. 15 (left) evaluates the end-to-end
latencies of invoking various numbers of parallel functions,
where each function sleeps 1 second. We run 80 function ex-
ecutors per node in Pheromone and Cloudburst. Pheromone
only incurs a negligible latency in large-scale parallel execu-
tions, while ASF and Cloudburst incur much higher latencies,
e.g., seconds or tens of seconds. KNIX suffers from severe
resource contention when running all workflow functions in
the same container, and fails to support highly parallel func-
tion executions. To further illustrate Pheromone’s behavior in
parallel invocations, Fig. 15 (right) shows the distribution of
function start times, where Pheromone can quickly launch all
4k functions within 40 ms.
User request throughput. Fig. 16 shows the user request
throughput when serving requests to no-op functions using
various numbers of executors. We configure 20 executors on
each node in Pheromone and Cloudburst. We observe that
Cloudburst’s schedulers can easily become the bottleneck
under a high request rate, making it difficult to fully utilize the
executor’s resources; KNIX suffers from a similar problem
that limits its scalability. While ASF has no such an issue, it
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Figure 17: Median and 99th tail latencies of a four-function
workflow with no failure, function- and workflow-level re-
executions. The numbers indicate the tail latencies.

leads to low throughput due to its high invocation overhead
(Fig. 10). Compared with these platforms, Pheromone ensures
better scalability with the highest throughput.

6.4 Fault Tolerance
We evaluate Pheromone’s fault tolerance mechanism (§4.4).
We execute a workflow that chains four sleep functions (each
sleeps 100 ms), and each running function is configured
to crash at a probability of 1%. Fig. 17 shows the median
and 99th tail latencies of the workflow over 100 runs using
Pheromone’s function- and workflow-level re-executions after
a configurable timeout. In particular, the timeout is configured
as twice of the normal execution, i.e., 200 ms for each indi-
vidual function and 800 ms for the workflow. We also include
the normal scenario where no failure occurs. Compared with
the common practice of workflow re-execution, Pheromone’s
data-centric mechanism allows finer-grained, function-level
fault handling, which cuts the tail latency of the workflow
from 1204 ms to 608 ms, thus significantly reducing the re-
execution overhead.

6.5 Case Studies
We evaluate two representative applications atop Pheromone:
Yahoo’s streaming benchmark for advertisement events [40],
and a data-intensive MapReduce sort.
Advertisement event stream processing. This application
filters incoming advertisement events (e.g., click or purchase),
checks which campaign each event belongs to, stores them
into storage, and periodically counts the events per campaign
every second. As shown in Fig. 1 (right) and discussed in §2.2,
the key to enabling this application in serverless platforms
is to periodically invoke a function to process the events
accumulated during the past one second.

In Pheromone, this is straightforward by using the ByTime
primitive (§3.3 and Fig. 7). This application can also be imple-
mented easily in DF by using an addressable Entity function
for aggregation [16]. However, it is non-trivial in ASF and
we have to resort to a “serverful” workaround: one workflow
does the regular “filter-check-store” for each event and sends
the event ID to an external, serverful coordinator; a separate
workflow is set up to get triggered every second by the accu-
mulated event IDs sent from the external coordinator, so that

DF ASF Pheromone
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Figure 18: Delays of accessing the accumulated data objects
in the advertisement event stream processing. Lower delays
and more objects are better.

it can access and count the associated events per campaign.
Fig. 18 compares the performance on Pheromone, ASF, and

DF. We measure the delays of accessing accumulated data
objects (i.e., advertisement events), where the lower delays
and more objects are better. For DF, data are not accessed in
batches, and thus we measure the queuing delay between the
reset request being issued and the Entity function receiving
it. We use up to 40 functions in all these platforms. DF re-
sults in a significant overhead with high and unstable queuing
delays, as its Entity function can easily become a bottleneck.
Among the three platforms, Pheromone performs the best: it
can access substantially more accumulated data objects in a
much smaller delay. In summary, Pheromone not only simpli-
fies the design and deployment for such a stream processing
application, but also delivers high performance.
MapReduce sort. We next evaluate how Pheromone’s data-
centric orchestration can easily facilitate MapReduce sort, a
typical data-intensive application. We have built a MapRe-
duce framework atop Pheromone, called Pheromone-MR. Us-
ing the DynamicGroup primitive, Pheromone-MR can be im-
plemented in only 500 lines of code, and developers can pro-
gram standard mapper and reducer [2] without operating on
intermediate data (§3.2). We compare Pheromone-MR with
PyWren [48], a specialized serverless analytics system built
atop AWS Lambda. Compared with Pheromone-MR, PyWren
is implemented in about 6k lines of code and supports the
map operator only, making it complicated to deploy a MapRe-
duce application: developers need to explicitly transfer the
intermediate data via a shared storage (e.g, Redis) to simu-
late the reducer, and carefully configure the storage cluster
for improved data exchange. Even with these optimizations,
PyWren still suffers from limited performance (and usability).

We evaluate the performance of Pheromone-MR and Py-
Wren with MapReduce sort over 10 GB data, where 10 GB
intermediate objects are generated in the shuffle phase. We
allocate each Pheromone executor and each Lambda instance
the same resource, e.g., 1 vCPU. We also configure a Redis
cluster for PyWren to enable fast data exchange. We measure
the end-to-end latencies on Pheromone-MR and PyWren using
various numbers of functions, and break down the results into
the function interaction latency and the latency for compute
and I/O. The former measures the latency between the com-
pletion of mappers and the start of reducers. For PyWren,
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the interaction latency consists of two parts: 1) the invoca-
tion latency of triggering all reducers after mappers return,
and 2) the I/O latency of sharing intermediate data via Re-
dis. As shown in Fig. 19, running more functions in PyWren
improves the I/O of sharing intermediate data, but results
in a longer latency in parallel invocations. Compared with
PyWren, Pheromone-MR has a significantly lower interaction
latency (e.g., less than 1s), thus improving the end-to-end
performance by up to 1.6×.

We note that, the limitations of AWS Lambada make Py-
Wren less efficient. First, because Lambda does not support
large-scale map by default [13], it needs to implement this
operation but in an inefficient way which incurs high invo-
cation overheads. Second, Lambda has a limited support for
data sharing, forcing developers to explore an external alter-
native that incurs high overheads even though using a fast
storage (i.e., Redis). Unlike AWS Lambda, Pheromone sup-
ports rich patterns of function executions while enabling fast
data sharing, such that developers can easily build a MapRe-
duce framework and achieve high performance.

7 Discussion and Related Work

Isolation in Pheromone. Pheromone provides the container-
level isolation between function invocations, while functions
running on the same worker node share in-memory data ob-
jects (§4.3). Commercial container-based serverless platforms
often do not co-locate functions from different users to en-
hance security [1]. In this setting, functions on the same
worker node can be trusted; hence, it is safe to trade strict iso-
lation for improved I/O performance. We notice that current
serverless platforms have made various trade-offs between
performance and isolation. For example, AWS Lambda runs
functions in MicroVMs for strong isolation [33]; KNIX iso-
lates a workflow’s functions using processes in the same
container for better performance [34]; recent work proposes
lightweight isolation for privacy-preserving serverless appli-
cations [52]. Pheromone can explore these different trade-offs,
which we leave for future work.
Supported languages. Pheromone currently supports func-
tions written in C++, but it can be straightforward to sup-

port other programming languages. Specifically, Pheromone’s
executor exposes data trigger APIs (Tabel 2) and interacts
with other system components, and can serve as a proxy
for functions written in different languages. That being said,
Pheromone’s optimization on fast data exchange via shared
memory may not apply to all language runtimes – only
those allowing the direct consumption of byte arrays without
(de)serialization, e.g., Python ctype, can benefit from zero-
copy data sharing. The other Pheromone designs are still
effective regardless of language runtimes.
Data exchange in serverless platforms. Data exchange is
a common pain point in today’s serverless platforms. One gen-
eral approach is to leverage shared storage to enable and opti-
mize data exchange among functions [38,42,43,49,56,58,59].
One other approach is to exploit data locality to improve
performance, e.g., by placing workflow functions on a sin-
gle machine [46, 51, 53, 65–67]. Moreover, OFC [55] and
Faa$T [61] provide the autoscaling cache for individual ap-
plications. Shredder [80] and Zion [62] push the function
code into storage. Wukong [39] enhances the locality of
DAG-based parallel workloads at the application level. Lamb-
data [67] makes the intent of a function’s input and output
explicit for improved locality; however, it does not provide a
unified programming interface for expressive and simplified
function interactions, and its performance is heavily bound to
Apache OpenWhisk [3, 51].

8 Conclusion

This paper revisits the function orchestration in serverless
computing, and advocates a new design paradigm that a server-
less platform needs to: 1) break the tight coupling between
function flows and data flows, 2) allow fine-grained data ex-
change between functions of a workflow, and 3) provide a uni-
fied and efficient approach for both function invocations and
data exchange. With this data-centric paradigm, we have de-
signed and developed Pheromone, a new serverless platform
which achieves all the desired properties, namely, rich expres-
siveness, high usability, and wide applicability. Pheromone is
open-sourced, and outperforms current commercial and open-
source serverless platforms by orders of magnitude in terms
of the latencies of function invocation and data exchange.
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Abstract
Standalone orchestrators simplify the development of server-
less applications by providing higher-level programming inter-
faces, coordinating function interactions and ensuring exactly-
once execution. However, they limit application flexibility and
are expensive to use. We show that these specialized orches-
tration services are unnecessary. Instead, application-level
orchestration, deployed as a library, can support the same
programming interfaces, complex interactions and execution
guarantees, utilizing only basic serverless components that
are already universally supported and billed at a fine-grained
per-use basis. Furthermore, application-level orchestration af-
fords applications more flexibility and reduces costs for both
providers and users.

To demonstrate this, we present Unum, an application-level
serverless orchestration system. Unum introduces an inter-
mediate representation that partitions higher-level application
definitions at compile-time and provides orchestration as a
runtime library that executes in-situ with user-defined FaaS
functions. On unmodified serverless infrastructures, Unum
functions coordinate and ensure correctness in a decentralized
manner by leveraging strongly consistent data stores.

Compared with AWS Step Functions, a state-of-the-art stan-
dalone orchestrator, our evaluation shows that Unum performs
well, costs significantly less and grants applications greater
flexibility to employ application-specific patterns and opti-
mizations. For a representative set of applications, Unum runs
as much as 2x faster and costs 9x cheaper.

1 Introduction

Serverless computing offers a simple but powerful abstraction
with two essential components: a stateless compute engine
(Functions as a Service, or FaaS) and a scalable, multi-tenant
data store [27]. Developers build applications using stateless,
event-driven “functions” which persist states in shared data
stores. This abstraction allows users to leverage scalable data
center resources with fine-grained per-invocation billing and
frees them from server administration.

While serverless platforms originally targeted simple appli-
cations with one or a few functions, this paradigm has increas-
ingly proven useful for more complex applications composed
of many functions with rich and often stateful interaction
patterns [19, 20, 25, 26, 40]. Unfortunately, building such ap-
plications using the basic FaaS is challenging. Event-driven
execution makes depending on the results of multiple previous
functions and therefore fan-in patterns difficult. At-least-once
execution guarantee that is typical for FaaS functions compli-
cates end-to-end application correctness as non-deterministic
functions may pass inconsistent results downstream. Finally,
the lack of higher-level programming interfaces for expressing
inter-function patterns hinders application development.

Standalone orchestrators are recently introduced into the
serverless infrastructure to support such complex applications
(§2.1). Cloud providers commonly offer serverless orchestra-
tors as a service [3, 6, 22, 23], though users may build custom
orchestrators and deploy them in separate VMs or containers
alongside their functions [19, 20, 38]. These orchestration ser-
vices provide higher-level programming interfaces, support
complex interactions and ensure exactly-once execution.

Though often internally distributed, standalone orchestra-
tors operate as logically centralized controllers. Developers
provide a description of an execution graph—nodes in the
graph represent FaaS functions and edges represent invoca-
tions of a function with the output of one or more functions—
and the orchestrator drives the execution of this graph by
invoking functions, receiving function results and storing ap-
plication states (e.g., outstanding invocations and function
results) centrally.

Centralization simplifies supporting stateful interactions—
e.g., an orchestrator can run fan-in patterns by simply waiting
for all branches to complete before invoking an aggregation
function. Similarly, an orchestrator can ensure that applica-
tions appear to execute exactly-once by choosing a single
result from multiple executions for each function invocation.

However, standalone orchestrators have important draw-
backs for both serverless providers and serverless users. As an
additional service that is critical to application performance
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and correctness, a standalone orchestrator is expensive to host
and use. User-deployed orchestrators risk under-utilization
and do not benefit from serverless’ per-use billing. Provider-
hosted orchestrators are multi-tenant and can thus multiplex
over many users to improve resource utilization and amortize
the cost. However, they still incur the costs of hardware re-
sources and on-call engineering teams. These costs may be
affordable for large platforms but can be a significant burden
for smaller providers.

Furthermore, standalone orchestrators preclude users from
making application-specific trade-offs and optimizations.
While the interface and implementation of an orchestrator
might efficiently support the needs of many applications, it
cannot meet all applications’ needs, resulting in a compromise
familiar from operating systems [9,13], networks [17,39], and
storage systems [21, 28].

For example, applications that need orchestration patterns
not supported by the provider-hosted orchestrator have to
either compromise performance by using less-efficient pat-
terns or first repeat the hard work of building, deploying and
managing their own custom orchestrator. A video processing
application that encodes video chunks and aggregates results
of adjacent branches in parallel has to compromise perfor-
mance if the orchestrator only supports aggregating results of
all branches.

Similarly, applications that consist entirely of deterministic
functions, such as an image resize application for creating
thumbnails or an IoT data processing pipeline for aggregat-
ing sensor readings, can tolerate duplicate executions without
weakening correctness. However, with a standalone orches-
trator that always persists states to ensure exactly-once exe-
cution, this application would incur the overheads of strong
guarantees regardless.

In this paper, we show that additional standalone orchestra-
tors for serverless applications are unnecessary. Furthermore,
we argue that application-level orchestration is better for both
serverless providers and developers. It is better for developers
as it affords applications more flexibility to implement custom
patterns as needed and apply application-specific optimiza-
tions. It is better for providers as it obviates the need to host
an additional complex service and frees up resources such that
providers can focus on fewer, core services in their serverless
infrastructure. Moreover, application-level orchestration built
on top of existing storage and FaaS services in the serverless
infrastructure can benefit automatically from improvements
to cost and performance to these services.

To support these arguments, we present Unum, an
application-level serverless orchestration system. Unum pro-
vides orchestration as a library that runs in-situ with user-
defined FaaS functions, rather than as a standalone ser-
vice. The library relies on a minimal set of existing server-
less APIs—function invocation and a few basic data store
operations—that are common across cloud platforms. Unum
introduces an intermediate representation (IR) language to

express execution graphs using only node-local information
and supports front-end compilers that transform higher-level
application definitions into the IR.

A key challenge in Unum is to support complex stateful
orchestration patterns and strong execution guarantees in a de-
centralized manner. Our insight is that, scalable and strongly
consistent data stores, already an essential building block of
serverless applications, address the hardest challenge of or-
chestration: coordination. Using such data stores, we show
that an application-level library running in-situ with user func-
tions can orchestrate complex execution graphs efficiently
with strong execution guarantees.

At a high level, Unum relies on the FaaS scheduler to run
each function invocation at least once and consistent data
store operations to coordinate interactions and de-duplicate
extra executions of the same invocation. Unum uses check-
points to commit to exactly one result for a function invo-
cation and ensures workflow correctness despite duplicate
executions of non-deterministic functions. Unum fan-ins use
objects in a consistent data store as coordination points for ag-
gregating branches. Both require generating globally unique
names for nodes and edges in the execution graph locally
(using only information available at each node) as well as
cleaning up intermediate data store objects in a timely man-
ner.

Our implementation of Unum (§4) includes a compiler for
AWS Step Functions’ description language, enabling Unum
to run arbitrary Step Function workflows. We show that Step
Function workflows compiled to Unum execute with the same
execution guarantees as running natively using the Step Func-
tions orchestrator.

Moreover, while performance and cost are difficult to
compare objectively with existing black-box production
orchestrators—both are influenced by deployment and pricing
decisions that may not reflect the underlying efficiency or cost
of the system—Unum performs well in practice (§5). We find
that a representative set of applications run faster and cost
significantly less with Unum than Step Functions (Table 2).
We also demonstrate that Unum’s IR allows applications to
run faster by using application-specific optimizations and
supporting a richer set of interaction patterns.

2 Background & Motivation

The basic serverless abstraction is simple and quite powerful.
Developers build “functions”, typically written in a high-level
language and packaged as OS containers or virtual machines,
which run short computations in response to a platform event.
Events include storage events (e.g., the creation of an object)
or HTTP requests. The platform can scale resources for each
function to respond to instantaneous bursts in events and
developers are absolved from capacity planning and resource
management tasks.
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This simple abstraction can be used to compose many sim-
ple applications with one or a few functions. For example,
developers can chain functions for data pipelines using trig-
gers. In trigger-based composition [10] each function in a
chain invokes the next asynchronously or writes to a data
store configured to invoke the next function in response to
storage events. Alternatively, developers might use a “driver-
function” [40] to drive more intricate control-flow logic. A
driver function acts as a centralized controller that invokes
other functions, waits for their outputs, and invokes subse-
quent functions with their outputs.

Such ad-hoc approaches work “out-of-the-box”, that is,
they require no additional platform provided infrastructure.
However neither is well suited to complex applications with
10s or 100s of functions [20, 35]. Trigger-based composition
can only support chaining of individual functions or fan-out
from one function to multiple, but cannot, for example, fan-in
from multiple functions to one. Moreover, trigger-based com-
position scatters control-flow logic across each function or
in configured storage events, making development unwieldy
when application complexity grows.

On the other hand, driver functions concentrate control flow
in a single function and support arbitrary composition. How-
ever, most serverless platforms impose modest runtime limits
on individual functions, and thus driver functions restrict the
total runtime of applications. Furthermore, driver functions
suffer “double billing” since they are billed for the entire call-
graph execution despite spending most time idly waiting for
callees to return.

Finally, both ad-hoc approaches require developers to han-
dle function crashes, retries and duplicate invocations grace-
fully [1,7,8,14]. Application typically want to ensure “exactly
once” semantics [10, 11, 24, 25, 40] for an entire call-graph,
but failures and multiple invocations of individual functions
can subvert this goal without careful consideration.

2.1 Standalone Orchestrators

A common solution to address the needs of complex server-
less applications is to introduce a workflow orchestrator that
provides a high-level programming interface with support for
a rich set of patterns (e.g., branching, chaining, fan-out and
fan-in) [3, 6, 19, 20, 22, 23, 38]. Many cloud providers offer
serverless orchestrators as a service [3, 6, 22, 23] or users can
build custom orchestrators [19, 20, 38] and deploy them in
VMs alongside their functions.

Similar to driver functions, orchestrators operate as logi-
cally centralized controllers. They drive a workflow by in-
voking its functions and hosting application states such as
function outputs and outstanding invocations.

However, different from driver-functions, orchestrators are
standalone services. Orchestrators are not limited by function
timeouts and can be arbitrarily long-running [4]. Moreover,
as standalone services, orchestrators are often internally dis-

tributed and employ techniques such as replication and shard-
ing to provide strong execution guarantees, fault-tolerance
and scalability. For example, orchestrators can ensure that
workflows appear to execute exactly-once by choosing one
result for each function invocation, even if FaaS engines only
guarantee at-least once execution. Orchestrators can also per-
sist or replicate states during execution so that in face of
orchestrator failures, applications do not lose executions or
retry from the beginning.

While orchestrators are able to address the needs of com-
plex serverless applications, introducing a new standalone
service has significant drawbacks. Building performant, scal-
able and fault-tolerant multi-tenant systems is hard and or-
chestrators introduce yet-another potential performance and
scalability bottleneck. Indeed, we find that, in practice, produc-
tion systems limit end-to-end performance for highly-parallel
applications (§ 5).

Moreover, hosting such services is expensive. Deploying a
custom orchestrator per user risks under-utilization as it can-
not multiplex over many users and users pay even when the
orchestrator is not actively in use, breaking the fine-grained
billing benefit of serverless. Provider-hosted orchestrators are
multi-tenant and can amortize this cost. But they still incur
engineering expenses as they require teams on-call. Indeed,
we find that provider-hosted orchestrators cost developers
significantly and dominate the total cost of running applica-
tions(§ 5).

Lastly, provider-hosted orchestrators preclude users from
making application-specific optimizations. Each provider typ-
ically offers just a single orchestrator service option. While
the interface and implementation of the orchestrator might
efficiently support many applications, it cannot meet all ap-
plications’ needs, resulting in a compromise familiar from
operating systems [9, 13], networks [17, 39], and storage sys-
tems [21, 28]. Indeed, we find that provider-hosted orchestra-
tors force applications to compromise performance by using
less-efficient patterns (§ 5).

3 Design

Unum is an application-level orchestration system that sup-
ports complex serverless applications without a standalone
orchestrator. It does so by decentralizing orchestration logic
in a library that runs in-situ with user-defined FaaS functions
and leverages a scalable consistent data store for coordination
and execution correctness. By removing standalone orches-
trators, Unum improves application flexibility and reduces
costs. Importantly, Unum does this while retaining the ex-
pressiveness and execution guarantees (§3.3) of standalone
orchestrators.
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(a) Serverless workflows form directed graphs. Unum partitions the graph into an intermediate representation
where each function is embedded with an Unum configuration that encodes how to transition to its immediate
downstream nodes. Developers package user function, Unum config and Unum’s runtime library (a pair of ingress
and egress components) together to create “unumized” functions.

Application Definition Standalone Orchestrator

(b) A typical standalone orchestrator operates as a logically central-
ized controller that drives the execution of applications by invoking
functions, receiving function results and storing application states
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(c) At runtime, Unum orchestration logic is decentralized and runs
in-situ with the user functions on an unmodified serverless platform.
For coordination and checkpointing, Unum relies exclusively on a
standard data store of choice, such as DynamoDB or Cosmos DB.

Figure 1: Unum’s Decentralized Orchestration. Unum partitions orchestration logic at compile time and a Unum runtime runs
in-situ with user functions to perform only the orchestration logic local to its node.

3.1 Architecture

Figure 1a depicts how developers run serverless workflows
using Unum. Developers write individual functions and de-
scribe the workflow using a high-level workflow language,
such as Step Functions’ expression language. An Unum front-
end compiler uses these to extract portable Unum IR for each
node in the graph and “attaches” it to the function (e.g. by
placing a file containing the IR alongside the function code).
A platform-specific Unum linker “links” each function with a
platform-specific Unum runtime library. 1 Developers deploy
each linked function along with its IR to the FaaS platform.

Each Unum workflow begins with an “entry” function. In-
voking this function (e.g. using an HTTP or storage trigger)
starts a workflow. Moreover, admission control rules for the
workflow, such as access control and rate limiting, are imple-
mented by setting appropriate rules on this entry function. For
example, a workflow can be invoked by a particular principal

1Since functions are typically written in dynamic languages, the Unum li-
brary source code is placed alongside the function and dynamically imported,
rather than statically linking an object file

if the entry function is exposed to that principal.
The runtime library is composed of an ingress and egress

component that run before and after the user-defined function
and unwrap and wrap the results of the function in Unum
execution state, respectively (Figure 2). The ingress compo-
nent coalesces input data from each incoming edge (e.g. in
a fan-in), resolves input data if passed by name rather than
by value, and passes the input value to the function. The
egress component uses the function’s result to invoke the next
function(s), enforces execution semantics using checkpoints,
performs coordination with sibling branches in fan-in, and
deletes intermediate states no longer needed for the workflow,
executing the workflow in-situ with the functions, in lieu of a
centralized orchestrator (Figure 1c).

3.2 Unum Intermediate Representation

Similar to many standalone orchestrators, Unum applica-
tions are modeled as directed execution graphs where nodes
represent user-defined FaaS functions and edges represent
function invocations (incoming edges) with the output of one
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Invoke(Fn)
Queue a single invocation
of a function.

Map(Fn)
Queue one function invoca-
tion for each element in the
current function’s result.

FanIn(Set, Size, Fn)
Queue a fan-in to a function
using the provided coordi-
nation set object and size.

Pop

Pops the top frame
of the execution state
stack (passed via Unum
requests).

Next
Increments the current ex-
ecution state frame’s itera-
tion counter.

CreateSet(Name)
Creates a coordination set
object in the data store with
the provided name.

Table 1: Unum intermediate representation instructions.

or more other functions (outgoing edges).
An Unum graph may include fan-outs, where a node’s out-

put is used to invoke several functions or split up and “mapped”
multiple times on the same function. Each such branch may
be taken conditionally, based on the output value or dynamic
states of the graph. Execution graphs may also contain fan-
ins, where the outputs of multiple nodes are used to invoke a
single aggregate function. Cycles are also supported and each
iteration through a cycle is a different invocation of the target
function.

The Unum intermediate representation (IR) is designed to
encode directed execution graphs in a way that both allows
decentralization of orchestration and is low-level enough to
support application-specific patterns.

Each function’s IR includes the function’s name and a
sequence of instructions (Table 1). Instructions direct the
runtime to invoke functions and operate on Unum metadata
passed between functions (Figure 2).

The egress component, which receives the function’s user-
code output, executes the IR and uses it to determine which
next steps to take. An invocation can be protected by a
conditional—a boolean expression that operates on the in-
vocation request and the current function’s output. Unum’s
IR provides three kinds of invocations:

• Invoke simply invokes the named function using the
current functions output.

• Map treats the current function’s output as iterable data
(e.g. a list) and invokes the named function once for each
item in the output.

• FanIn invokes the named function using the current
function’s output along with the outputs of all other func-

struct InvocationRequest {
data: Vec<DatastoreObjectName>,
workflowId: String,
fanOut: Stack<FanOut>,

}

struct RequestData {
reference: DatastoreObjectName,
value: Option<Value>

}

struct FanOut {
index: usize,
size: usize,
iteration: usize,

}

Figure 2: An Unum request wraps function outputs with meta-
data that allows function invocations to be named uniquely
and assists in coordinating fan-ins. Unum IR instructions can
reference and modify this metadata.

tions fanning into the same node. Fan-in requires coor-
dination among multiple functions and is described in
detail in §3.4.

When multiple invocations occur, either using multiple
instructions or a single Map invocation, each of the invoca-
tions adds a fan-out frame to the invocation request’s fan-out
stack. This allows different invocations of the same function
to be differentiated for naming (§3.6) and to coordinate fan-in
(§3.4).

The IR also includes instructions for manipulating the
Unum request data and an instruction that creates a new co-
ordination set, typically for use in later nodes to coordinate
fan-in (§3.4) or garbage collection (§3.5).

This IR is sufficient to represent basic patterns, as well as
more complex fan-in patterns (described in §3.4).

Chain & Fan-out. Unum encodes passing the output of
a function to one (chain) or multiple (fan-out) subsequent
functions, simply, with one or more calls to the Invoke in-
structions.

Map. Applications may perform the same operation on
each component of a function’s output. For example, an ap-
plication may unpack an archive of high-resolution images in
one function and perform compression on each of the images.
Unum’s Map instruction invokes the same Fn for each element
of a function’s output.

Branching. Applications may need to invoke different
functions based on runtime conditions (e.g., the output of
a function). For instance, an application may first validate that
a user-uploaded photo is a valid JPEG. If it is, it invokes, e.g.,
one of the patterns above, otherwise it notifies the user of the
error. Unum’s invocation instructions are optionally protected
by a conditional expression that has access to the function
output and execution metadata (Figure 2).
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3.3 Execution Guarantees Using Checkpoints

FaaS functions only provide weak execution guarantees. Func-
tions can fail mid-execution and be retried. Even in the ab-
sence of failures, one function invocation may result in more
than one execution because most FaaS engines only ensure
at-least-once execution. This is problematic for applications
whose functions are non-deterministic because a single work-
flow invocation can produce multiple diverging outputs.

An important benefit of orchestrators is strong execution se-
mantics such that applications appear to execute exactly-once
even if individual functions in the application run multiple
times. Because standalone orchestrators are logically cen-
tralized, guaranteeing exactly-once is conceptually straight-
forward: the orchestrator can choose a single result from
executions of the same invocation and use it as input for all
downstream functions. At the end of the workflow, the result
is consistent with an execution of the workflow where each
function invocation executed exactly-once.

A key challenge for Unum is to provide the same semantics
without centralizing orchestration. Moreover, because failures
and, thus, retries are the exception, not the rule, Unum should
provide these semantics without expensive coordination—
function instances should be able to proceed without blocking
in the common, fault-free case.

Unum leverages two key insights to achieve these seman-
tics. First, it is correct for different executions of the same
function invocation to return different results as long as Unum
ensures downstream functions are always invoked with ex-
actly one of those results. Second, a workflow’s output is
correct even if a function is invoked more than once, as long
as the invocations uses the same input, since additional, but
identical, invocations are indistinguishable from additional
executions.

The Unum library employs an atomic
create_if_not_exists operation in the serverless
data store to checkpoint exactly one execution of each func-
tion invocation. The egress component of the Unum library
attempts to write the result of the function to a checkpoint
object in the data store. If such a checkpoint already exists,
a concurrent or previous execution of the invocation must
have already completed and the operation will fail. To invoke
downstream functions, the egress component always uses the
value stored in the checkpoint, rather than the result of the
recently completed function. Essentially, Unum “commits”
to result of the first successful executions of invocations.

Data stores need to be strongly consistent to support
create_if_not_exists. It is important that a later attempt
to create an existing checkpoint fails and the slower execution
can read the existing checkpoint.

As a further optimization, the ingress component in the
Unum library checks for the checkpoint object before execut-
ing the user-defined function. If the object exists, it bypasses
the user-defined function and passes the checkpoint value

def ingress(self, function):
...
result = datastore_get(self.checkpoint_name):
if result:

self._egress(result)
else:

self.egress(function.handle())

def egress(self, result):
...
if not datastore_atomic_add(self.checkpoint_name, result):

result = datastore_get(self.checkpoint_name)
self._egress(result)
...

def _egress(self, result)
for f in next_functions:

faas.async_invoke(f, result)

Figure 3: Pseudo-code showing Unum’s checkpointing mech-
anism. As different executions of a function may return dif-
ferent results, Unum’s egress component checkpoints the first
successful execution using an atomic add data store opera-
tion. All subsequent executions will uses this committed value
rather than the result their own execution returned.

directly to the egress component to invoke downstream func-
tions. This is not necessary for correctness but helps reduce
computation that we know will go unused.

Note that the exactly-once guarantee does not automat-
ically extend to applications with external side effects, i.e.
functions that directly call external services. In such cases,
retries can lead to unexpected results if the effects are not
idempotent. This issue is well known, and independent of the
orchestrator architecture (centralized vs. decentralized). Thus,
we consider the question of how to control such side effects
to be orthogonal and beyond the scope of this paper. However,
Unum does not preclude applications from using libraries,
such as Beldi [40], that can solve this problem.

3.3.1 Fault Tolerance

Another source of multiple executions is retrying failed func-
tions. Retries in Unum rely on FaaS engines’ error handling
support. All popular FaaS engines provide error handling so
that applications do not just crash silently without a way to
react to failures. Common mechanisms include “automatic
retry” that re-executes the same function [7, 14, 32, 34] or
failure redirection that triggers a pre-configured error-handler
function [29, 33]. Unum can work with either mechanism.

The Unum error handler is part of Unum’s standard library
and is triggered in a separate FaaS function after an appli-
cation function crashes. The error handler simply retries the
crashed function by invoking it again. As part of the orches-
tration library, the error handler is assumed to be bug-free and
relies on the FaaS scheduler to execute at least once.

Unum’s checkpointing mechanism ensures that while faults
may occur at any point during the execution of a function’s
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user code or the Unum library, and while downstream func-
tions may be invoked multiple times by different executions
of the same invocation, a single value is always used to invoke
downstream functions.

If there is a fault after the user code completes but before
creating the checkpoint, user code result is ignored (indeed,
never seen) by other executions and another execution’s value
will be used to invoke downstream functions. If the “winning”
function crashes after creating a checkpoint, and before in-
voking some or all downstream functions, other executions
will use the checkpoint value to invoke downstream functions.
Finally, even if multiple executions invoke some or all down-
stream functions, execution guarantees are still satisfied as
these invocations will have identical inputs.

3.4 Fan-in Patterns

In fan-in patterns, the results of multiple nodes are used to
invoke a single head node. Such patterns are a particular chal-
lenge for decentralized orchestration because invoking the
target function cannot happen until all branches complete,
but there is no standalone orchestrator to wait for this con-
dition. Designating one of the tail nodes as the coordinator
would address this directly. However, there is no guarantee
that branches for a fan-in complete soon after each other, in-
curring a potentially large resource cost to do virtually no
work, and risk exceeding platform-enforced function time-
outs. Moreover, functions typically cannot communicate with
each other directly, so it is not obvious how other branches
would notify this coordinator of their completion.

Unum, instead, leverages the same insight as checkpoints—
the data store provides strong consistency that can serve as a
coordination point. Rather than designating a single branch
function as the coordinator, all branches are empowered to
invoke the fan-in function once all other branches have com-
pleted. To determine this condition, branches in a fan-in add
the name of their checkpoint object to a shared “Set” in the
data store. Any branch that reads the set with size equal to the
total number of branches invokes the target function using all
the branches’ checkpoints as input.

Importantly, functions do not wait for any other to complete.
As long as all functions complete eventually (in other words,
they run at-least once), some function will read a full set and
invoke the fan-in target function. More than one function may
observe this condition, resulting in multiple invocations, but
these invocations will be identical and are handled as spurious
executions of the same invocation (§3.3).

In order to perform this coordination, branches must know
the branching factor—the size of the set. The FanIn instruc-
tion includes this size, which is either specified explicitly, or
using a variable from the invocation request, commonly the
fan-out size.

Similar to checkpoints, the set data structure for coordina-
tion requires the data store to be strongly consistent. Updates

to a set must be immediately visible to other branches oth-
erwise the downstream fan-in function may ever be invoked.
Moreover, the data store must support data structures that can
implement a “set” abstraction.

Fan-in supports enable more patterns that commonly arise
in applications:

Aggregation. After processing data with many parallel
branches, applications commonly want to aggregate results.
For example, to build an index of a large corpus, the applica-
tion might process chunks in parallel and then aggregate the
results. Aggregation is a common pattern to join back multi-
ple parallel functions, by invoking a single “sink” function
with the outputs from a vector of functions.

Fold. fold sequentially applies the same function on the
outputs of a vector of source functions, while aggregating with
the intermediate results of running the function so far. For
example, a video encoding application might encode chunks
in parallel and then concatenate the results in order: concate-
nating chunk 1 and 2, then concatenating chunk 3 to chunk
[1–2], and so on. fold is an advanced pattern that is not sup-
ported by all existing systems (e.g., AWS Step Functions do
not support fold) but is expressible in Unum.

3.5 Garbage Collection
Both checkpointing and fan-in require storing intermediate
data (e.g., checkpoints and coordination sets) in the data store.
These intermediate data is only temporally useful and grows
with each invocation. This poses a garbage collection chal-
lenge. Deleting them too early can compromise execution
guarantees while deleting too late incurs storage costs.

Checkpoint Collection. A checkpointing node does not
know when its checkpoint is no longer necessary. If it deletes
its checkpoint immediately after invoking subsequent func-
tions, it may crash and the FaaS platform may re-execute
it, yielding a potentially inconsistent result. However, down-
stream nodes know that once they have committed to a value
by checkpointing, previous checkpoints are no longer neces-
sary to ensure their own correctness. Once a node has commit-
ted to some particular output, future invocations, even with
different inputs will produce the same output, as the node will
always use the checkpointed value.

Note that a duplicate execution that checkpoints after the
previous checkpoint is garbage collected has the same se-
mantics as a separate invocation. It may result in multiple
outputs from the workflow, though each output is still consis-
tent with an execution of the workflow where each function
was invoked exactly-once. Any GC policy, no matter how
conservative, might lead to multiple executions if the FaaS
platform could execute duplicates of a function invocation
after an arbitrarily long time in the future.

Therefore, Unum collects checkpoints by relaxing the con-
straint that nodes always output the same value. Instead, they
must only output the same value until all subsequent nodes
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have committed to their own outputs. This means that, in non-
fan-out cases, once a node checkpoints its result, it can delete
the previous node’s checkpoint.

Fan-outs are more complicated because deleting the check-
point must wait until all branches have committed to an output.
Unum repurposes the same set-based technique from fan-in
to collect checkpoints in fan-out cases as well. The originat-
ing node of a fan-out creates a set for branches to coordinate
when to delete its checkpoint. Branches add themselves to the
set after checkpointing their own value. Any node that reads a
full set deletes the parent’s checkpoint as well as the set. This
guarantees that the parent’s checkpoint is deleted and ensures
that all branches have first checkpointed.

Note that it is possible for one of the branches to re-execute
after the set has been deleted. This is safe because it is the
origin of the fan-out that creates the set, so a branch’s attempt
to add itself to a, now, non-existent set will simply fail.

Fan-in Set collection. Deleting sets used for fan-in works
much like removing checkpoints—the target node of a fan-in
deletes the set once it has generated a checkpoint. However,
who creates the set?

If each branch in the fan-in creates the set if it doesn’t
already exist, a spurious execution of one of the branches
after the fan-in target removes the original set will create
a new one that is never deleted (because it never fills, and
thus the target function is never invoked again). To avoid this,
Unum places the responsibility to create the set on the node
that originates the fan-out at the same level as the target node.

3.6 Naming
Much of Unum’s functionality relies on unique naming. A
workflow invocation must be named to differentiate it from
other concurrent invocations of the workflow; functions must
be named to invoke them; different invocations of functions
must have different names to uniquely name invocation check-
points and coordination sets for fan-in.

Each workflow invocation has a unique name that is passed
through the execution graph. The name is either generated
in the ingress to the first function using, e.g., a UUID library
or, when available, is taken from the FaaS platform’s invo-
cation identifier for the first function. This enables functions
to have different names when invoked as part of a specific
workflow invocations. The function’s name is either user-
defined or determined by the FaaS platform (e.g. the ARN on
AWS Lambda) and determined at “compile-time” (i.e. when
generating Unum IR).

However, this is not sufficient as functions may be invoked
multiple times in the same workflow due to map patterns—
which invoke the same function multiple times over an iter-
able output—and cycles. Moreover, invocation names must
be determined using local information only. Once running,
each function only has access to it’s own code (including the
IR) and metadata passed in its input. Nonetheless a partic-

ular invocation must be able to determine its own name for
checkpointing as well as, if it is part of a fan-in, the name of
downstream invocations to coordinate with other branches.

As a result, Unum names function invocations using a
combination of the global function name, a vector of branch
indexes and iteration numbers (taken from the Unum request
fan-out stack) leading to the invocation, and the workflow in-
vocation name. Function names are global and the remaining
items are propagated by Unum in invocation arguments.

During a fan-out pattern (multiple scalar invocations or a
map invocation), a branch index is added to a list in the next
functions’ input. If the next function is an ancestor of the
current function (a cycle), an iteration field in the input is in-
cremented. Note that a single iteration field is sufficient even
if there are nested cycles since it is only important that dif-
ferent invocations of the same function have different names,
not that the iteration field is sequential. Thus, a monotonically
increasing iteration field is sufficient.

We note that the format of this name is not significant
and, importantly, it need not be interpretable. It must only
be deterministic and unique for its inputs. For example, a
reasonable implementation could serialize the inputs and take
a cryptographic hash over the result, guaranteeing uniqueness
(with very very high probably) while preventing names from
growing too large to use as object names.

4 Implementation

We implement a prototype Unum runtime that supports AWS
and Google Cloud. We also implement a front-end compiler
that transforms AWS Step Function definitions to Unum IR.
Currently our runtime only supports Python functions and
is itself written in 1,119 lines of code. The Step Functions
compiler is 549 lines-of-code.

Implementing the runtime primarily requires specializing
high-level functionality the IR depends on for a particular
FaaS platform and data store. The FaaS platform must support
asynchronous invocation and the data store must be strongly
consistent with support for atomic creation and set operations.

Importantly, we choose data stores and primitives that only
incur per-use costs and scale on-demand. For example, we
use DynamoDB in on-demand capacity mode, rather than
provisioned capacity mode, and avoid long-running services
such as a hosted Redis or cache. As a result, Unum incurs
fine-grained costs only when performing orchestration (e.g.,
per-millisecond Lambda runtime costs to execute the Unum
library, per-write DynamoDB costs to create checkpoints).

4.1 AWS Lambda & DynamoDB
Asynchronous invocation in Lambda is natively supported.
In particular, the Lambda Invoke API is asynchronous when
passed InvocationType=Event. In the event of a crash, we
use Lambda’s Failure Destination [29] to redirect the fault to
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an error handler function which runs just the Unum runtime.
The error handler checks if the failed function should be re-
tried (e.g., based on the Step Function definition [15]) and if
so, retries the function by explicitly invoking it again.

DynamoDB organizes data into tables, with each item in a
table named by a key. Within tables, items are unstructured
by default. Our implementation of Unum uses a single ta-
ble for each workflow. Each item in the table corresponds
to a checkpoint, or a coordination set for fan-in or garbage
collection.

DynamoDB supports atomic item creation by passing the
conditional flag attribute_not_exists to the put_item
API call. We use this for creating both checkpoint blobs and
coordination sets. DynamoDB supports set addition natively
using the Map field type. In particular, we use update expres-
sions to atomically set a named map element to true. As an
optimization, we use the ALL_NEW flag when adding to a set to
atomically get the new value after a set in a single operation.

4.2 Google Cloud Functions & Firestore

Google Cloud Functions (GCF) do not have an asynchronous
invocation API. Instead, we allocate function-specific pub-sub
queues and subscribe each function to its respective queue.
Unum then asynchronously invoke a function by publishing
the input data as an event to the function’s queue.

GCF supports automatic retry for asynchronous func-
tions [34]. In the event of a crash, the Unum runtime in the
retry execution checks if the failed function should be retried
and if so, retries the function by explicitly invoking it again.

Firestore organizes data into logical collections (which
are created and deleted implicitly) containing unstructured
items, named by a unique key. Similar to DynamoDB, we
use a separate collection for each workflow. Atomic item
creation is supported using a special create API call, which
only succeeds if the key does not already exist. Firestore
supports an Array field type which can act as a set by using
the ArrayUnion and update operation, which atomically sets
the field to the union of its existing elements and the provided
elements. The update operation always returns the new value
data.

5 Evaluation

Unum argues for eschewing standalone orchestrators and, in-
stead, building application-level orchestration on unmodified
serverless infrastructure using FaaS schedulers and consistent
data stores. In this section, we evaluate how well application-
level orchestration performs, reduces costs, and improves ap-
plication flexibility. In particular, we focus our performance
evaluation on whether decentralization comes at a reasonable
overhead compared with standalone orchestrators.

Specifically, we answer the following questions:

1. What overhead does Unum incur in end-to-end latency
and what are the sources of Unum’s overheads?

2. How much does it cost to run applications with Unum
and what are the sources of costs compared with Step
Functions?

3. How well does Unum support applications that Step
Functions cannot support well?

Though we evaluate the applications running on both AWS
and Google Cloud, we focus our discussion on our AWS
implementation with Lambda and DynamoDB, because it
runs on the same serverless infrastructure as Step Functions.

5.1 Experimental setup

We run all experiments on AWS with Lambda and Dy-
namoDB, and on Google Cloud with Cloud Functions and
Firestore. All services are in the same region (us-west-1 on
AWS and us-central-1 on Google Cloud). All functions
are configured with 128MB of memory except for ExCamera
where we use 3GB of memory to replicate the setup in the
original paper [19, 20]. DynamoDB uses the on-demand pro-
visioning option that charges per-read and per-write [12]. To
avoid performance artifacts related to cold-starts, we ensure
functions are warm by running each experiment several times
before taking measurements.

All but one application were originally written as Step
Function state machines. For Step Function experiments, we
ran them directly with the “Standard” configuration [37],
which provides similarly strong execution guarantees as
Unum [16]. For Unum experiments, we first compiled the
Step Functions definitions to Unum IR, linked the functions
with the Unum runtime library and finally executed them as
lambdas or Google Cloud functions. The notable exception is
our Unum and Step Functions implementations of ExCamera,
which differ due to a limitation in the Amazon State Lan-
guage. As a result, the more efficient Unum implementation
is written directly in Unum IR instead of compiled from the
Step Functions definition (§ 5.4).

5.2 Performance

Unum’s performance overhead results from the Unum run-
time logic run in each function as well as API calls to data
stores and FaaS engines. We characterize these overheads by
measuring the latency to execute various patterns consists
of noop functions as well as end-to-end performance of real
applications. Overall we find that Unum performs comparably
or significantly better than Step Functions in most cases ow-
ing to higher parallelism and a more expressive orchestration
language, with modest slow downs in the remaining cases due
to implementation deficiencies.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1513



0 50 100 150 200 250
Data Size (KB)

0

50

100

150

200

250

La
te

nc
y 

(m
s)

Step Functions
Unum Total

PutItem
GetItem

Lambda Invoke

Figure 4: An orchestrator incurs a latency on each transi-
tion between functions. Unum’s overhead is due to storage
operations to ensure exactly-one-result semantics, Lambda
invocation API overhead to enqueue the next function to run,
and additional Unum runtime code in the function instance
itself for the orchestration logic.

5.2.1 Chaining

For the simple chaining pattern, the Unum runtime performs
a storage read to check whether a checkpoint already exists,
a storage write to checkpoint the function’s result, and an
asynchronous function invocation to initiate the next function
in the chain.

Figure 4 shows time to perform each of these operations
for different result sizes. As expected, storage operations are
slower when checkpointed results are larger, but the total
overhead from the Unum runtime operations is consistently
lower than an equivalent Step Function transition.

The Unum implementation of the IoT pipeline application
benefits from this difference, with the Unum version running
1.9x faster than the Step Functions version (Table 2).

5.2.2 Fan-out and fan-in

Fan-out requires the same number of storage operations as
chaining and similar orchestration logic, but the Unum run-
time performs an additional asynchronous invocation at the
source function for each branch. For fan-in patterns, each
source branch performs an additional storage read to deter-
mine if it is the final branch to execute, and only the final
branch performs the asynchronous invocation of the target
function.

Figure 5 shows the latency of a fan-out followed by a fan-
in at varying branching degrees for both Unum and Step
Functions. At low branching degree, Unum incurs a modest
overhead (up to 200ms) relative to Step Functions. We believe
this is mostly due to our implementation initiating each branch
invocation sequentially. However, at higher branching degrees
(as low as 20 branches), Step Functions limits the number of
outstanding fan-out branches [30] while Unum is limited only
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Figure 5: End-to-end latency of a fan-out and fan-in pattern
with increasing branching degree. Unum is slower at lower
branching degrees but significantly outperform Step Func-
tions at moderate and high branching degree.

by Lambda’s scalability, resulting in over 4x lower latency
with 512 branches.

These differences manifest in real workloads as well. Word-
count is highly parallel (with 262 parallel mappers and 250
reducers) and performs over 2x faster on Unum than on Step
Functions (Table 2).

Although it may not be the case that standalone orchestra-
tors fundamentally have to impose limits on the number of
outstanding function invocations, this example shows that it
is at least not trivial to ameliorate the constraint. On the other
hand, as a library, Unum is free from the need to design and
implement yet-another service that supports parallel applica-
tions well, but can instead provide as much parallelism as
FaaS schedulers and data stores permit. FaaS schedulers and
data stores already support highly-parallel applications well,
and Unum’s performance will improve automatically when
these underlying services further improve.

5.3 Cost
One of the main attractions of building applications on server-
less platforms is fine-grained and often lower cost. In partic-
ular, because resources are easy to reclaim, applications are
charged only for resources used to respond to actual events.
Thus, the cost of orchestration matters as well as performance.

The source of costs for Unum and Step Functions is quite
different. Step Functions imposes a cost to developers for
each workflow transition [5], such as each branch in a fan-
out. This abstracts the underlying, likely shared, costs to run
the Step Functions servers, persist states and checkpoint data.
Conversely, Unum incurs costs directly from those services.
In particular, compute resources for executing orchestration
logic is charged per-millisecond such as Lambda runtime
cost [2] and storage for persisting states is charged per read
and write such as DynamoDB reads and writes [12].

On AWS, Unum is much cheaper than Step Functions—
AWS’s native orchestrator. For a basic transition in a chaining
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Latency (seconds) Costs ($ per 1 mil. executions)
App Unum-aws Unum-gcloud Step Functions Unum-aws Unum-gcloud Step Functions
IoT Pipeline 0.12 0.81 0.23 $12.38 $6.3 $112.02
Text Processing 0.52 3.56 0.55 $60.42 $31.7 $225.29
Wordcount 408.88 484.12 898.56 $13,433.67 $11,727.3 $18,141.19
ExCamera 84.52 122.63 98.42 $62,684.29 $51,617.2 $114,633.13

Table 2: Application latency and costs comparison between Unum and Step Functions. Running applications on Unum is 1.35x
to 9x cheaper than on Step Functions. Furthermore, Unum is faster than Step Functions especially for workflows with high
degrees of parallelism.
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Figure 6: Step Functions state transitions dominate the total
costs for all applications (99.5% in IoT Pipeline, 99.4% in
Text Processing, 80.0% in Wordcount, 72.2% in ExCamera).
While Unum runtime cost is also the majority, it accounts for
a smaller portion of the overall costs (95.7% in IoT Pipeline,
97.8% in Text Processing, 72.5% in Wordcount and 61.0% in
ExCamera).

pattern, Step Functions charges $27.9 per 1 million such tran-
sitions. On the other hand, Unum costs, for 1 million transi-
tions, (1) $0.42 for ∼200ms extra Lambda runtime to execute
orchestration library code, (2) $2.79 for 1 DynamoDB write
to checkpoint, (3) $0.279 for 1 DynamoDB read to check
checkpoint existence, and (4) $2.79 for 1 DynamoDB write
to garbage collect the checkpoint. In total, a basic transition
in Unum is about 4.4x cheaper than the provider-hosted or-
chestrator on the same platform ($27.9 vs $6.279).

Table 2 shows the cost to run each of the applications we
implemented in the us-west-1 region. Unum is consistently,
and up to 9x, cheaper than Step Functions for the applications
we tested.

Figure 6 shows the cost to run each application using Unum
broken down to each component: data store costs for writing
and reading checkpoints, data store costs for writing coordina-

tion sets, data store costs for deleting checkpoints and writing
coordination sets for garbage collection, Lambda invocation,
and Lambda CPU-time for both the Unum runtime and user
function. Storage costs, using DynamoDB, are the largest
portion of overall cost and costs for writing to DynamoDB is
the majority2. This includes writing checkpoints, writing to
coordination set (either for fan-in for garbage collection) and
deleting checkpoints for garbage collection.

Of course, developer-facing pricing is only a proxy for
actual costs of hardware and human resources. However, it
is clear that, in practice, Unum’s costs are reasonable and, in
fact, often lower than Step Functions. This suggests that at
least applications that currently run on Step Functions could
afford to run using Unum instead.

Furthermore, services that Unum builds on—FaaS sched-
ulers and data stores—are core multi-tenant services that
likely multiplex over a larger audience of applications than
orchestrators for greater economies of scales. These services
typically have enjoyed long periods of improvement already
to make them efficient. Unum’s design obviates the need to
host yet-another service which frees up resources such that
providers can focus on fewer core services in their serverless
infrastructure.

Moreover, Unum automatically benefits from improve-
ments to the underlying infrastructure and pricing schemes.
For example, Azure’s Cosmos DB provides similar perfor-
mance and consistency guarantees to DynamoDB but charges
5x less to perform a write operation (the dominant cost of
Unum’s data store operations).

5.4 Case Study: ExCamera
ExCamera [20] is a video-processing application designed
to take advantage of high burst-scalability on Lambda using
custom orchestration. We compare our Unum implementation
with three others: (1) the original hand-optimized ExCam-
era using the mu framework, (2) an implementation using a
generalized orchestrator (gg) by the same authors, and (3) an
optimized Step Functions implementation we wrote.

Both gg and mu employ standalone orchestrators to proxy
inter-function communications, store application states and

2Writes in DynamoDB cost about an order-of-magnitude more than reads
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invoke lambdas. However, mu uses a fleet of long-running
identical lambdas where all application code is co-located
and raw video chunks are pre-loaded, whereas gg lambdas are
event-driven, task-specific and cannot leverage pre-loading.
The application logic, though, is identical for gg ExCamera
and mu ExCamera. Unum’s ExCamera replicates the appli-
cation logic from gg and mu. However, the Step Functions
ExCamera implementation must serialize the encode and re-
encode stages because Step Function’s Map pattern requires
all concurrent branches to complete before any fan-in starts
(Figure 7).

5.4.1 Performance

Using the same experimental setup as the prior work (i.e.,
encoding the first 888 chunks of the sintel-4k [31] video
using 16 chunks per batch and Lambdas configured with 3GB
of memory), Unum is 7.1% faster than gg [19] and 10.5%
slower than the original, hand-optimized ExCamera (Table 3).
The original authors attributes the slower performance of gg
ExCamera to the lack of pre-loading which is likely also the
reason for Unum’s slower performance.

But different from gg, Unum executes orchestration in a
decentralized manner while gg has a standalone coordinator
on EC2. The reduced number of network communications
likely explains why Unum is slightly faster.

Comparing with Step Functions, Unum’s design allows
the flexibility to implement ExCamera’s original application
pattern where tasks start as soon as their input data becomes
available, whereas the Step Functions implementation had to
use the less-efficient Map pattern without the flexibility to
add new orchestration patterns easily. As a result, the Unum
ExCamera enables more parallelism between branches and is
16.7% faster than Step Functions.

5.4.2 Cost

Unlike Unum, neither gg nor mu aimed to reduce the cost of
running serverless applications and neither discussed costs
in detail. Nevertheless, there are several important factors in
comparing Unum with gg and mu in relation to costs.

First, similar to Step Functions, gg and mu both rely on
standalone orchestrators. Thus, the fundamental costs differ-
ence is also similar, namely Unum’s use of storage vs gg’s and
mu’s use of VMs. mu’s orchestrator consists of a coordinator
server as well as a rendezvous server [20], while gg’s only
has a coordinator server [19]. In the mu authors’ experiments,
they used a 64-core VM (m4.16xlarge) as the rendezvous
server. Neither mu nor gg specified the instance type of its co-
ordinator server. However, the cost of the rendezvous server,
at the time of writing, is $3.20 per hour, or approximately
$2352 per month.

Furthermore, standalone orchestrators must separately con-
sider fault-tolerance in case of orchestrator failures. Most
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Figure 7: Unum ExCamera replicates the application logic
from gg and mu where the re-encode stage (xcenc) of a branch
can start immediately when the previous branch completes
decoding (xcdec) and my own branch completes the initial en-
coding (vpxenc). Step Functions provides a Map pattern [30]
for parallel workloads. However, branches in Map must be
identical and Map does not support data dependencies be-
tween branches. As a result, to ensure previous branches’
xcdec have completed, all branches must first finish and fan-
in to Step Functions before starting the xcenc step, essentially
serializing the stage.

ExCamera Implementation Latency (seconds)
Original 76

Unum-aws 84
gg 90

Step Functions 98

Table 3: ExCamera performance. Unum is 7.1% faster than
gg [19] and 10.5% slower than the hand-optimized implemen-
tation.

commonly, fault-tolerance is achieved by running multiple
coordinating instances (replicas) of the service. As a result,
production deployments of mu and gg would likely cost more.

Lastly, deploying an orchestrator per application or per
user limits the ability to amortize costs through multi-tenancy.
A provider-hosted orchestrator, such as Step Functions, can
achieve larger economies of scale by serving many users
concurrently with a single deployment.

6 Related Work

Serverless Workflows. Many systems have recognized the
need to augment serverless computing with support for com-
posing functions to build larger and more complex applica-
tions. AWS Step Functions [3] defines serverless workflows as
state machines using a JSON schema. Google Workflows [23]
uses a YAML-based interface to list steps in a workflow se-
quentially and allows jumps among steps. Azure Durable
Functions [6] uses a “workflow-as-code” approach, similar
to driver functions, where the workflow logic is written in a
programming language (e.g., C#, Python).

In all of these systems, orchestration is performed by a
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standalone orchestrator. The nature and location of this
component varies: in AWS Step Functions [3] and Google
Workflows [23], it is provided by a cloud service that is sepa-
rately hosted and billed. In Azure Durable Functions [6], it
is an extension of the serverless runtime, and uses the same
billing. In contrast to all of these, Unum proposes a novel
decentralized orchestration strategy and runs entirely on
unmodified serverless infrastructure without adding any new
services or new components.

Kappa [41] addresses the lack of coordination between
function and function timeout limits when executing large
applications. Similar to Durable Functions, it also exposes a
high-level programming language interface. Cloudburst [36]
uses a specialized key-value store to enable low-latency exe-
cution of serverless functions. Users can express workflows
as static DAGs and an executor program runs the DAG by
passing data and coordinate via the key-value store. ExCam-
era [20] proposes the mu framework which uses a long-
running coordinator to command a fleet of lambdas, each
of which executes a state machines where user functions are
the states. gg [19] proposes a thunk abstraction where each
thunk executes as a deterministic lambda and expresses data
dependencies between thunks as DAGs. gg uses a standalone
coordinator to receive thunk updates and lazily launch thunks
when their inputs become available.

Similarly, the above systems rely on a standalone orches-
trator program. As the orchestrator program is not itself ex-
ecuting in a hosted environment, progress is not guaranteed
when its host crashes. Also, progress is not checkpointed
(except in Kappa), so workflows must restart from the be-
ginning in that situation. In contrast, Unum relies only on a
basic, highly available serverless platform. Thus, it guaran-
tees progress under all faults, including the orchestrator. And
Unum checkpoints each function result to minimize redundant
computations when handling faults.

Beldi [40] and Boki [25] are two recent systems that pro-
vide exactly-once execution and transactions to stateful server-
less applications. Both extend transactional features to spe-
cific application side effects supported by the system (e.g.,
DynamoDB writes). Developers use Beldi or Boki’s library
in user code when writing to a supported data store (e.g.,
DynamoDB) such that writes are executed only once. In com-
parison, Unum does not change how developers write user
code and does not extend exactly-once guarantee to side ef-
fects in user code. Instead, Unum treats user code as a black
box and ensures exactly-once semantics on a workflow-level.
However, Unum users who want to ensure exactly-once when
writing to DynamoDB can additionally use Beldi or Boki in
their user code.
Programming Interface. Most serverless workflow systems
require developers to write workflows with specialized inter-
faces. Some uses a declarative approach that defines work-
flows using JSON or YAML schemas (e.g., AWS Step Func-
tions [3], Google Workflows [23]). Others allow expressing

workflow as code (e.g., Durable Functions [6], Kappa [41],
Fn Flow [18]).

Unum does not propose a new frontend for defining work-
flow. Instead, Unum aims to support any existing frontend
that explicitly or implicitly expresses a directed graph where
nodes are functions and edges are transitions between func-
tions. Developers using Unum can choose the frontend that
they prefer.

7 Discussion & Limitations

Unsupported applications. Unum supports a superset of ap-
plications that can be expressed using Step Functions, but
there are applications that do not fit Unum’s constraints. In
particular, Unum only supports statically defined control struc-
tures. For example, Durable Functions expresses workflows
dynamically as code and allows the developer to use arbitrary
logic to determine what the next workflow step should be at
runtime. This is not currently possible with Unum.

Measurement error. Due to the opaque design, implemen-
tation and pricing of production workflow systems, such as
Step Functions, comparisons in our evaluations are limited
in their explanatory power. In particular, we use the current
price of Lambda, DynamoDB, and Step Functions as a proxy
for the cost of providing these services. Of course, prices
may be either lower or higher for a particular service than the
underlying cost.

Code Complexity. While Unum affords users more flex-
ibility, application-level orchestration increases code com-
plexity for developers. Coordination and exactly-once execu-
tion require careful design and implementation to function
correctly in a decentralized manner. Introducing application-
specific optimization also needs additional developer efforts
than using off-the-shelf patterns from provider-hosted orches-
trators.

8 Conclusion

We designed and implemented Unum, an application-level,
decentralized orchestration system that runs as a library on un-
modified serverless infrastructure without requiring additional
services. Our results show that basic serverless components—
function schedulers and consistent data stores—are sufficient
abstractions for building complex and fault-tolerant server-
less applications. Moreover, Unum affords applications more
flexibility, reduces costs and performs well compared with
standalone orchestrators with similar execution guarantees.
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Abstract
Monitoring where traffic enters and leaves a network is a

routine task for network operators. In order to scale with Tbps
of traffic, large Internet Service Providers (ISPs) mainly use
traffic sampling for such global monitoring. Sampling either
provides a sparse view or generates unreasonable overhead.
While sampling can be tailored and optimized to specific
contexts, this coverage–overhead trade-off is unavoidable.

Rather than optimizing sampling, we propose to “magnify”
the sampling coverage by complementing it with mirroring.
Magnifier enhances the global network view using a two-step
approach: based on sampling data, it first infers traffic ingress
and egress points using a heuristic, then it uses mirroring
to validate these inferences efficiently. The key idea behind
Magnifier is to use negative mirroring rules; i.e., monitor where
traffic should not go. We implement Magnifier on commercial
routers and demonstrate that it indeed enhances the global
network view with negligible traffic overhead. Finally, we
observe that monitoring based on our heuristics also allows to
detect other events, such as certain failures and DDoS attacks.

1 Introduction

Monitoring transit traffic in Internet Service Provider (ISP)
networks is difficult: most operators do not know precisely
where traffic enters or leaves their infrastructure. This inabil-
ity to correlate traffic network-wide makes it hard—if not
downright impossible—to detect network-wide problems. As
a consequence, operators occasionally learn about routing
issues in their own network only via customers calling or
opening up tickets.

Operators could use control-plane data to identify where
traffic enters and leaves an ISP network; however, that is
insufficient. Traffic towards the same destination is often load-
balanced between multiple egresses; traffic from the same
source prefix often enters via multiple ingresses; importantly,
in case of failures or attacks, traffic may not follow the control

∗The CRediT statement for this work is available in Appendix A.

plane. Data-plane measurements are thus necessary for accu-
rate flow-level information. Unfortunately, such measurements
are hard to scale with the Tbps of traffic crossing ISP networks
nowadays.1 Two common techniques to collect data-plane
measurements are packet sampling and traffic mirroring. Both
have advantages and disadvantages, making them suboptimal
for detecting traffic ingresses and egresses.

Sampling-based approaches such as NetFlow [12] or
sFlow [30] provide good coverage at the expense of precision
and correctness. Often only a few flows are sampled, and
even fewer are sampled at both the ingress and egress. We
confirmed this by analyzing a 5-minute slice of NetFlow data
(1/1024 sampling rate) extracted from all border routers of a
Tier-1 ISP in Europe. The slice contains around 40 million
flows, where a flow corresponds to packets sharing the same
source and destination subnet as well as the same source and
destination port. After discarding flows from/to the ISP-owned
prefixes, we found that over all sampled transit flows, only
22% are sampled at both their ingress and egress, while 41%
(resp. 37%) of flows are sampled only at the network ingress
(resp. egress). Hence, a traffic matrix such as shown in Fig. 1a
locates only 22% of sampled flows; we waste the information
from all other sampled flows.

Mirroring-based approaches [33,39] provide high precision
and correctness at the expense of scalability. Suppose we
would mirror all traffic at network border routers. In that case,
we could easily enhance packets sharing the same source and
destination subnet with their ingresses and egresses, but that
would double the network’s traffic. Besides packet mirroring,
techniques based on sketches [22] or in-band telemetry [25,26]
also excel at gathering precise information but can only do so
for a specific share of the traffic.

In this work, we ask ourselves whether we can combine the
benefits of sampling and mirroring to mitigate their respective
drawbacks. We answer this question positively and present

1For example, Deutsche Telekom’s IP network has a transit capacity
exceeding 30 Tbps and reports up to 10 Tbps of IP traffic on average (3500
PB/month). Source: https://globalcarrier.telekom.com/business-
areas/internet-content/ip-transit
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Magnifier, a system that enhances the global network view
obtained via sampling using a two-step approach. First, we
infer the ingress and egress of flows using a heuristic: packets
that are “close” in the IP space tend to be routed similarly.
This intuition has already been used successfully in other con-
texts, e.g., to scale heavy-hitter detection using counters [25].
Assuming this holds, we search for the largest IP subnets for
which packets appear to enter the network via the same ingress
(resp. exit via the same egress) according to the sampling data
available. We call these subnets sentinels. Fig. 1b shows the
sentinel heuristic applied to our Tier-1 NetFlow data, which
immediately magnifies the view: not only do we observe more
flows for certain ingress–egress pairs (red to green), but we also
reveal pairs which were not visible at all in the NetFlow-based
matrix (Fig. 1a).

Naturally, this heuristic is not perfect; as sampling is sparse,
we may lack important information to correctly identify ingress
or egress points, or traffic may simply be rerouted over time.
Thus, in a second step, we use mirroring to validate the
inferred ingresses and egresses. To avoid mirroring a lot of
traffic, the key idea is to install mirroring rules where we do
not expect traffic; i.e., if we infer that subnet s always enters
via router R, we install a mirroring rule for s in all ingress
routers, except R. In practice, this leads to little mirrored traffic
because sentinels are most often correct. Thanks to mirroring,
Magnifier’s ingress/egress inferences are guaranteed correct,
which is a key feature of our design and an essential difference
from other monitoring tools. Mirrored traffic reveals inference
errors or traffic shifts in sub-seconds, which allows Magnifier
to maintain a correct network view.

The main limitation of Magnifier is the number of mirroring
rules to install, which, naively, is about one mirroring rule per
sentinel on all border routers. For networks forwarding traffic
which covers most of the IP space, this vastly exceeds the
mirroring capabilities of today’s routers. We thus investigate
different strategies to cap the number of rules installed while
harnessing most of Magnifier’s benefits.
Contributions

• We design Magnifier , a network monitoring system that
combines sampling with mirroring to enhance the global
view on traffic ingresses/egresses (e.g., Fig. 1) while
providing correctness guarantees.

• We implement Magnifier [3], run it on Cisco Nexus 9300
switches, and demonstrate that Magnifier increases the
network view coverage with only limited traffic overhead
and inference errors using real traffic traces (§ 6).

• We discuss (§ 4.2) and evaluate (§ 6.2.2) different strate-
gies to scale Magnifier to large ISP networks by capping
the number of mirroring rules required to e.g., the top 1k
sentinels while maintaining most of Magnifier’s benefits.

• We observe that, even without mirroring, changes in the
number of found sentinels create an interesting signal for
other monitoring applications, such as failure detection
or DDoS protection (§ 6.4).

(a) NetFlow-based matrix. (b) Magnifier’s matrix.

Figure 1: By inferring ingress or egress points of sampled
flows, Magnifier significantly improves the network-wide
coverage (Fig. 1b) compared to using sampling only (Fig. 1a).
These inferences are guaranteed correct by (the absence of)
mirrored packets. Dots represent the number of flows observed
from an ingress router (x-axis) to an egress router (y-axis). Grey
indicates no flow, red one flow, orange up to 4 flows, and green 5 or
more flows. Data source: NetFlow samples from a large Tier-1 ISP.

2 Overview

This section introduces the problem statement (§ 2.1) and
Magnifier’s main building blocks (§ 2.2). Finally, we illustrate
Magnifier’s behavior on a simple example (§ 2.3).

2.1 Problem statement
Can we combine the benefits of sampling and mirroring to
design an easy-to-deploy system that produces accurate, com-
plete and timely ingress/egress observations in ISP networks,
where an “observation” consists of an IP subnet for which we
know the correct ingress and egress points?

Ease of deployment The system should be usable in today’s
networks with no need for new or specialized hardware.

Accuracy The system should correctly infer subnets’ ingress
and egress points.

Completeness The system should generate observations for
the largest possible portion of the IP space.

Timeliness The system should update observations in real-
time based on newly-collected information; that is, infor-
mation is processed quicker than it is collected.

2.2 Building blocks
Magnifier extends the coverage of ingress/egress observations
using a two-step approach (Fig. 2): based on sampled data, it
first infers the missing traffic ingress and egress points, then it
validates these inferences using mirroring.

Inference Magnifier cross-correlates the sampled flows to
identify IP subnets that are consistently routed via the same
ingress or egress routers. For example, suppose we observe all
sampled flows for a source prefix p enter via ingress router A.
Magnifier learns that p is an implicit tag for “ingress A”, which
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Figure 2: Magnifier uses sampled data to infer sentinels that
predict IP subnets’ ingress or egress points. Magnifier then
validates sentinels at runtime using packet mirroring. This way,
we can greatly extend the coverage of traffic ingress/egress
observations usable by many applications.

enables to map any sampled flow sourced by p as entering via
A—even if observed on a different router.

In addition, Magnifier leverages the hierarchical nature of
the IP space: packets that are “close” in the IP space tend to
be routed similarly. Thus, Magnifier searches for the largest
IP subnets that share the same tags and postulates that all
the IPs in these subnets are routed via the same ingresses or
egresses. We call these largest subnets sentinels. Sentinels
significantly extend the coverage of ingress/egress observation
(compare Fig. 1). However, these sentinels may be incorrect;
sampling may have missed important information, or traffic
may simply be re-routed over time. Therefore, Magnifier uses
mirroring to validate them at runtime.

Validation The key idea behind Magnifier is to validate the
sentinel inferences using negative mirroring; i.e., to deploy
mirroring rules where we expect traffic not to go. Negative
mirroring is efficient because sentinels are often correct in
practice; therefore, we mirror only a little traffic. Fundamen-
tally, this guarantees that Magnifier’s outputs are correct; all
prefixes covered by sentinels either have correctly identified
ingress/egress or carry no traffic. Otherwise, traffic is mirrored,
which provides additional observations and allows Magnifier
to maintain and improve its accuracy over time.

Optimization The main limitation of Magnifier lies in the
number of mirroring rules that can be activated simultane-
ously on one router. By aggregating subnets together, sentinels
effectively limit the number of mirroring rules that must be
deployed, but this remains a constraint for large ISP networks.
Magnifier supports multiple rule deployment strategies to
respect a given rule budget per router while optimizing for
different properties (e.g., IP space coverage).

2.3 Illustrative example
While mirroring rules generate additional traffic, they are
essential to Magnifier, illustrated with an example (Fig. 3):
p0 to p7 are eight /24 prefixes belonging to the same /21; most
of the traffic comes from p0, with sporadic traffic from other
prefixes. Let’s assume that we only sample traffic from p0,

p0 p4 p7

Sampling only ✓ E E E E E E E

Sentinels ✓ ? ? ? p ? ? ?

Mirroring ✓ ( ✓ )( ✓ )( ✓ ) ✓ ( ✓ )( ✓ )( ✓ )

Correct✓ Probably correct( ✓ ) Uncertain?

Wrongp No informationE

Figure 3: Sampling provides information about the sampled
prefixes only. The sentinel inference extends the coverage, but
it is uncertain and can make wrong assumptions without any
means to detect them. With mirroring, these inferences can
be validated, leading to either correct or probable inferences.

which enters at ingress A. One can hypothesize that all p0
traffic enters via A, but nothing can be said about p1 to p7.

Since no sampled packet contradicts this hypothesis, we
infer that all eight /24 enter via A; the whole /21 is a sentinel
for ingress A. This inference is, however, uncertain for seven
/24 prefixes without any data. Some traffic from p4 enters via
another ingress, but as long as we do not sample p4 traffic, we
will not detect the wrong inference.

We now use mirroring to validate the sentinel: all routers
except A mirror packets for the /21. At first, no packet is
mirrored: this indicates either that the sentinel is indeed correct
or that there is no traffic at all on prefixes that would enter via
another ingress. Thus, for the seven prefixes without sampling
data, Magnifier concludes that the ingress is “probably A”.

Finally, ingress router B mirrors packets coming from p4.
Magnifier now learns that the /21 sentinel was incorrect. We
recompute sentinels, which leads to two /22 sentinels, one for
A and one for B. Once the corresponding mirroring rules are
installed, Magnifier confirms that p0 and p4 enter via A and
B respectively, and that p1 to p3 (p5 to p7) probably enter via
A (resp. B) as we would otherwise observe mirrored packets.

Conclusion The mirroring rules are essential to validate the
sampling-based inferences. Once active, Magnifier guarantees
that the inferences are either correct or that prefixes for which
they are wrong do not carry any traffic at all.

3 Ingress & egress identification

In this section, we define the notion of “sentinels” and present
an efficient algorithm to find them (§ 3.1). We then discuss
sentinel subnet size tradeoffs (§ 3.2) and finally show how
Magnifier uses these sentinels to match ingress and egress
observations in sparsely sampled data (§ 3.3).

3.1 Sentinel search and definition

Definition A sentinel is an IP subnet which always enters
or leaves the network via one network device. Therefore, a
sentinel identifies this device whenever a flow from/towards
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Algorithm 1 Sentinel search algorithm

start← starting subnet size
end← ending subnet size
table[IP,device]← search IPs and network devices
sentinels←{}
for start ⩽ S ⩽ end do

table[IPnew]← ((IP >> (32−S))<< (32−S))
aggregated← table.groupby(IPnew)[device]
result[n]← nunique(aggregated[device])
sentinels += (result[n] == 1)
table−= sentinels

end for
return sentinels

the IP subnet is observed somewhere in the network. As an
example, if flows towards 1.2.3.0/24 only leave the network
via egress router R, we say that 1.2.3.0/24 is an egress sentinel
for R. Note that a single sentinel can cover numerous flows.

Types We can distinguish four types of sentinels depending
on which IP address we look at (source or destination) and
which traffic direction is identified by them (ingress or egress).
For example, we can speak about ingress source sentinels.
However, unlike specified differently, the remaining sections
will only focus on two types of sentinels (i) ingress source
sentinels (abbreviated as ingress sentinels); and (ii) egress des-
tination sentinels (abbreviated as egress sentinels). Currently,
Magnifier only considers IPv4 sentinels, but Magnifier can
be applied to the IPv6 address space as well.2

Search algorithm Magnifier’s sentinel search algorithm takes
flow samples as input. They contain, among others, the identi-
fier of their origin router and the packet source and destination
IP addresses. In addition, we define a start and end subnet size
over which the algorithm searches for unique subnets to reveal
sentinels. Algorithm 1 highlights the main sentinel search
steps. The for loop iterates from the start to the end subnet
size. In each iteration, we extract the corresponding subnets
from the IP addresses of the collected flow samples. All flows
belonging to the same subnet are aggregated. If one aggregate
only contains samples from the same device, Magnifier has
found a sentinel, removes the samples from further search
iterations, and eventually returns the sentinels.

3.2 Sentinel subnet sizes

Algorithm 1 returns a subnet as a sentinel as soon as it only
contains flow samples from one device. However, it is also
possible that a smaller subnet would cover all these samples.
Fig. 4 shows a simple example. The network forwards traffic
from three different /24 subnets. We collect samples from the

2Current IPv6 allocation strategies (e.g., https://www.ripe.net/
publications/docs/ripe-738#5) are favorable for Magnifier . The same
AS tends to be allocated large IP blocks that we can use as sentinels.

/24

/23

/22Sampled flows 
from router X

Not-sampled flow 
from router Y

Two /24 sentinels (valid)

One /23 sentinel (valid)

One /22 sentinel (invalid)

Figure 4: The sentinel amount and coverage depend on the
subnet size. The “largest” /22 sentinel is invalid, whereas one
/23 sentinel or two /24 sentinels are valid.

two green /24 subnets (ingress router X). Unfortunately, we do
not sample a packet from the orange /24 subnet (ingress router
Y ). Algorithm 1 would return the corresponding /22 subnet as
an ingress sentinel. After installing corresponding mirroring
rules (§ 4.1), Magnifier will detect that this sentinel is invalid
as it contains flows from two different ingress routers (X and
Y ). If we would search for smaller subnets, we could either
return one valid /23 sentinel or two valid /24 sentinels.

This simple example shows a fundamental tradeoff between
the subnet size of found sentinels, the number of sentinels, and
their validity. In general, sentinels based on smaller subnets
are more likely to be valid but require more mirroring rules to
be validated. Experimentally, we find that starting at /16 and
ending at /24 yields good performance; starting at bigger sizes
does not help as we rarely see such big prefixes in BGP, and
it is unlikely that they are unique to a single ingress/egress,
while /24 is the smallest globally routed prefix size [35]. As
a consequence, the search sizes also influence the number of
required validation mirroring rules (§ 4.1) and, therefore, the
required router resources.

3.3 Sentinel-based ingress & egress detection
Magnifier uses the found sentinels in two ways. First, for
each sentinel type, it tracks the number of sentinels found
per device in the network. § 6.4 shows that the number of
sentinels is rather stable and changes can reveal unexpected
network behavior. The second use case exploits the uniqueness
property of sentinels. Let’s assume we have found a (valid)
egress sentinel for router X . For each flow towards the sentinel’s
subnet—no matter if we observe a corresponding packet on
an ingress or another device—we instantaneously know that
it will leave the network over X . Similarly, we can identify
flow ingresses based on ingress sentinels. Magnifier uses this
information as input for its ingress/egress observations.

4 Mirroring-based validation

In this section, we explain how Magnifier uses traffic mirroring
to validate the ingress and egress sentinels produced by the
sentinel search algorithm (§ 4.1). To ensure that Magnifier
can adhere to an operator-given budget of mirroring rules, we
introduce two different rule deployment strategies and discuss
additional optimization possibilities (§ 4.2).
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4.1 Validating found sentinels with mirroring

Magnifier uses negative rules to validate the sentinels it finds.
Negative rules are placed on devices that are not expected to
see matching traffic. For instance, to validate that an ingress
sentinel belongs to ingress I, Magnifier places negative mir-
roring rules mirroring traffic for the sentinel’s source subnet at
all ingress routers except I. The negative mirroring rules will
never generate any packets if the sentinel is valid. For invalid
sentinels or sentinels which become invalid over time (e.g., a
forwarding change), the mirrored packets inform Magnifier
immediately, and we can update our inferred ingress or egress
observations. Magnifier then includes the mirrored data in the
next sentinel search to find better sentinels.

ACL-based mirroring Magnifier relies on existing features
such as ERSPAN [9] to mirror traffic from a router. Depending
on the router model and capabilities, there are different ways
to define the mirrored traffic. We can temporarily mark packets
(i.e., [39]) or directly assign a list of subnets to the mirroring
session. We use so-called Access Control Lists (ACLs) in
all these cases. An ACL is a list of subnets that matches on
the forwarded traffic and defines the mirrored traffic. Our
“mirroring rules” are entries in an ACL.

Deployment and activation of mirroring rules To deploy
its mirroring rules, Magnifier interacts with a Python script
that runs directly on the router CPU. Via its arguments, Mag-
nifier tells the script the mirroring rules to add to the ACL.
The script uses e.g., Cisco’s Python API [6] to perform the
changes. However, naively adding entries to an ACL that is
already connected with an active ERSPAN session can result
in unexpected mirroring behavior for at least two reasons:
(i) adding new entries takes some time and Magnifier cannot
predict at which point in time a new mirroring rule is active;
(ii) the Ternary Content Addressable Memory (TCAM) region
which handles the ACLs/mirroring rules is limited. Magni-
fier handles (i) by pre-deploying inactive mirroring rules and
(ii) with techniques explained in § 4.2.

To pre-deploy mirroring rules, Magnifier first adds entries to
an ACL that is not yet active, i.e., connected with an ERSPAN
session. The ACL entries do not yet take space in the TCAM.
Once the ACL contains all mirroring rules, another script
activates the entire ACL, simultaneously enabling all mirroring
rules. In practice, Magnifier always iterates between two ACLs.
One is currently actively mirroring traffic while the other
one is populated. Once the second ACL is ready, we switch
between them. Due to this deployment strategy, Magnifier is
not negatively influenced by frequently changing mirroring
rules/sentinels (see § D.4) as we always activate a new pre-
deployed ACL. Furthermore, this only affects the mirrored
traffic; Magnifier does not impact the production traffic.

Magnifier can also add a parameter to the scripts which
defines how long an ACL should be active. The script will then
automatically, i.e., without any external interaction, deactivate
the mirroring rules once the defined timeout expires.

4.2 Limiting the amount of mirroring rules
The amount of mirroring rules which a single router can support
is limited. Not only is the entire TCAM limited, other features
(e.g., traffic engineering) use the same memory space and
compete with Magnifier’s mirroring rules. For this reason,
Magnifier supports multiple deployment strategies to adhere
to an operator-given budget of mirroring rules. In the following
paragraphs, we describe two strategies, but network operators
can easily define their own sorting algorithm to control which
mirroring rules they deploy first.

Deployment based on sentinel size The first strategy max-
imizes the sentinel IP space covered by mirroring rules. As
each mirroring rule is connected to a sentinel with a specific
subnet size, Magnifier first orders all sentinels of an ingress
or egress based on their subnet size. Magnifier then iterates
through all network border routers in a round-robin fashion
and deploys mirroring rules for the sentinel with the biggest
subnet (i.e., the subnet which covers the most IP space). This
process ends if either the mirroring rule budget is reached or
every mirroring rule is deployed.

Deployment based on sentinel activity The second strategy
prioritizes the most active (amount of sampled packets) sub-
nets/sentinels. In other words, we make sure that the inferred
ingress or egress points for the most active subnets are validated
by mirroring. To this end, Magnifier iterates through all border
routers in a round-robin fashion and first deploys mirroring
rules for the sentinels that are based on the largest number of
sampled packets. Random packet sampling–by design–favors
large, active flows. Therefore Magnifier indirectly deploys
mirroring rules for the most active subnets. We evaluate both
deployment strategies in § 6.2.2 and § D.3.

Network-specific optimizations Magnifier further reduces
the amount of mirroring rules using network-specific knowl-
edge. For example, some ISP border routers only connect to
customers, and the operator knows exactly which IP addresses
belong to them. That limits the possible source addresses en-
tering the ISP over these ingresses (assuming no IP spoofing).
On these devices, Magnifier does not need to install mirroring
rules which belong to IP subnets outside of the customer’s
prefixes as we should never receive contradicting traffic.

5 Magnifier’s controller

Magnifier’s controller collects and combines the sampled and
mirrored packets, finds new sentinels, deploys and activates
the corresponding mirroring rules, and uses the newest data
to generate accurate and up-to-date ingress/egress observa-
tions. This section first explains how the different pieces work
together before introducing Magnifier’s API. § B contains
details about Magnifier’s controller placement.

Controller design Magnifier’s control flow works in iterations
that align to the system component with the longest runtime.
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As various tests on real hardware show, this is usually the time
it takes to deploy mirroring rules on the routers. Fig. 5 shows
the entire process. Magnifier uses the collected sampled and
mirrored data in iteration N-2 (and optionally N-3 or older
iterations) to compute sentinels and theirmirroring rules. Based
on the operator given rule budget, Magnifier sorts the sentinels
according to the deployment strategies in § 4.2. While iteration
N-1 is running, Magnifier pre-deploys the newly computed
mirroring rules on the routers. As soon as Magnifier deploys
the last rule (or once we reach the defined iteration time), it
switches to iteration N and activates the pre-deployed mirroring
rules after deactivating the old ones. Finally, Magnifier uses the
collected sampled and mirrored data and the inferred ingress
and egress points from the newest sentinels to compute accurate
and up-to-date ingress/egress observations.

Magnifier’s API Magnifier’s API supports four distinct
primitives. First, enhance_subnet(S) returns the available
ingress and/or egress data related to subnet S. Second
get_interfaces() returns the relationship between sentinels
and their interfaces. Magnifier can infer the corresponding
interfaces based on sampling data and/or the observed MAC ad-
dresses in mirrored packets. Third, get_matrix() generates
the most up-to-date ingress/egress matrix. Each cell contains
the number of observed packets and bytes (reported by sam-
pled packets) for an ingress/egress observation. In addition,
a validity bit indicates inferences that are currently validated
with mirroring rules. Finally, get_counts() outputs the num-
ber of found sentinels per device grouped by sentinel type. In
§ 6.4 we use this API call to detect network problems based
on data from a real Tier-1 ISP.

6 Evaluation

This section evaluates Magnifier in detail. After introducing
the evaluation setup (§ 6.1), we first focus on Magnifier’s
performance in simulation and on real hardware devices in our
lab (§ 6.2). Afterward, we perform a detailed comparison with
the Everflow system (§ 6.3) before we highlight that Magnifier
also works with data from a real ISP (§ 6.4).

6.1 Evaluation setups, datasets, and metrics

Setups We evaluate Magnifier in a simulation setup without
any resource constraints and a lab setup on real hardware with
its corresponding limitations. Our lab setup contains two Cisco
Nexus 9300 switches (C93108TC-FX) [10], and a larger Nexus
7009 switch (N7K-C7009) [8]: an older3 but more resourceful
model that we use for benchmark experiments.

We illustrate the lab setup in Appendix § D.1. We estab-
lish four parallel connections between the two Nexus 9300
switches, each emulating a network ingress. The first switch
receives and samples the traffic using sFlow (sampling rate

3Released in 2011 and no longer sold.

Sampling 
data

Iteration N-2 N-1 N

Mirrored 
packets

Rule 
deployment

Sentinel 
computation

Figure 5: Magnifier’s control flow works in iterations based
on the mirroring rule deployment time. Rules for sentinels
based on N-2 are deployed in N-1 and active in iteration N.

1/40964). It then forwards to the second switch, which mirrors
the traffic according to the configured rules. Magnifier’s con-
troller runs on a server and collects sampling and mirroring
data. As these switches are limited to 512 mirroring rules, we
used a fixed budget of 500 rules per emulated ingress point.5

Unless otherwise specified, Magnifier prioritizes sentinels
according to the activity ordering (§ 4.2).

Our simulation setup is an idealized version of the lab
setup. It instantaneously starts mirroring for any prefixes, has
unlimited memory space for mirroring rules, and removes rules
after their first mirrored packet. The simulator is written in
Python and publicly available [3]. Unless specified differently,
we always consider Magnifier’s iterations to be 60s long. For
the N-th sentinel computations, we take sampling and mirroring
data from iterations N-1 and N-2 (see Fig. 5).

We focus on ingress sentinels in the evaluation, i.e., source
IP prefixes unique to one ingress. However, the results also
apply to egress sentinels. For example, BGP selects the best
route for each prefix that is assigned to a single egress. Magni-
fier identifies (part of) these prefixes as egress sentinels (§ 6.4).
As a result, one major problem is how to split traffic over dif-
ferent ingress points: Magnifier’s performance depends on the
assumption that prefixes close in the IP space get routed simi-
larly. We study this dependency using three IP space to ingress
mappings: random (least favorable for Magnifier), static,
and permuted (most favorable). The random approach splits
the destination IP space into n6 equal slices and assigns one
destination IP slice to each ingress point; as a result, source
IPs are randomly assigned to one ingress, and this assignment
changes frequently. The static approach assigns each source
/24 prefix statically to one random ingress point; however,
close IP space is still distributed over different ingresses. Fi-
nally, permuted splits the source IP space into n equal slices
and permanently assigns each slice to one of the n ingresses.
Then we permute a fixed percentage of /24 source prefixes
by moving them to different ingresses. This way, we preserve
most of the existing IP structure. A permuted 0% assignment
results in a perfect mapping for Magnifier .

4The highest configurable rate on this model; we get the most samples.
5The four emulated ingresses share the budget. We use TCAM carving [7]

to increase the space for our mirroring rules to 2048 (by taking it from other
features) to enable the original budget (512) per ingress.

6Lab: 1st: 0.0.0.0/2; 2nd: 64.0.0.0/2; 3rd: 128.0.0.0/2; 4th: 192.0.0.0/2
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Datasets We use two datasets: one actual packet trace based
on CAIDA data and NetFlow samples from a Tier-1 ISP.

The packet trace is based on a 2018 CAIDA trace [4] (1.5
billion packets; one hour long), adjusted to be used in both our
setups: (i) We modified the packet MAC addresses to match
the lab setup. (ii) We added random payload bytes (removed
from CAIDA traces) to match the specified packet sizes. (iii)
We moved all destination IPs from 224.0.0.0/4 to a different
/4 prefix as this prefix is reserved for IP multicast and led
to unexpected packet forwarding on the switches. Replaying
the trace at normal speed using tcpreplay [16] exhibited
anomalies (packet loss and delays). Therefore, we slowed
the replay by 10x, resulting in an average of 45k packets per
second. Our simulations also use normal and faster speeds to
emulate increasing traffic load.

The second dataset contains sampled (rate 1/1024) NetFlow
data from all border routers (more than 100) belonging to a
large Tier-1 ISP in Europe. The dataset spans over one hour
of peak time in the evening of a weekday in 2018. The IP
addresses are anonymized by replacing source and destination
IPs with the best matching prefix from the full BGP table or
the corresponding /24 prefix, whichever is more specific.

Metrics We use the following performance metrics and report
the mean over 60 iterations (30 for 2× replay speed).
Coverage Quantifies the amount of traffic for which the

ingress point is correctly identified. We consider both
per-prefix coverage—i.e., the number of /24 covered—
and per-packet coverage—i.e., the percentage of covered
packets from the input trace.

Mirrored traffic volume Quantifies the overhead in terms
of mirrored traffic, as a percentage of the total traffic.

Mirroring rule space Quantifies the number of mirroring
rules (ACL entries).

Deployment speed Quantifies how long it takes to either add
new mirroring rules or deactivate an installed rule.

6.2 Magnifier’s performance
This section details Magnifier’s performance. We first show
that Magnifier greatly enhances the prefix coverage compared
to sampling only (up to 80×) and that the ingress points are
validated with mirroring rules. This is achieved while mirroring
less than 0.3% of traffic. We then analyze methods to limit the
number of mirroring rules required. Finally, we confirm that
Magnifier runs and performs well on real hardware.

6.2.1 Coverage and mirrored traffic volume

We first use our simulation setup to evaluate Magnifier’s cov-
erage in different scenarios.

Setup We use our simulation setup and the CAIDA dataset.
We vary the trace replay speed (traffic load) and compare
the coverage achieved by Magnifier by using sampling only.
We compute sentinels, install mirroring rules at the start of

6.4 k

Sampling 3.18% 201 k

Active prefixes

Magnifier – random 4.28% 315 k

Magnifier – static 11.9% 373 k

Magnifier – permuted 20% 14.6% 519 k

Magnifier – permuted 5% 21.8%

Figure 6: Amount of covered /24 source prefixes by Magnifier
and sampled data assuming unlimited mirroring resources. 32
border routers, 1/1024 sampling rate, and real replay speed.

each iteration, and compute their coverage values at the end
unless mirrored traffic invalidated them. Only these count to
the shown coverage values (mean over all iterations).

Per-prefix results Fig. 6 shows the per-prefix coverage with
32 border routers, 1/1024 sampling rate, and real-time replay
speed. Sampling covers≈ 6.4k of the active /24 prefixes in the
trace, for which we could consider the corresponding ingress
point as identified, although without any confirmation that it
is valid for all packets belonging to the /24 prefix.

By contrast, we immediately see that Magnifier enhances
these inferences for all different prefix-to-ingress mappings
in at least two ways. First the number of covered /24 pre-
fixes increases to ≈200k (random), ≈315k (static), ≈370k
(permuted 20%) and ≈520k (permuted 5%) respectively.
Second, Magnifier covers prefixes that are currently active in
the CAIDA traces (dashed boxes). The active prefixes increase
from ≈4% (random) up to ≈20% (permuted 5%).

These observations highlight two principles of Magnifier:
(i) our sentinel heuristic greatly enhances the prefix coverage
around sampled data; and (ii) Magnifier remains a data-driven
system. It has difficulties covering active prefix space that is
not sampled using sentinels of reasonable sizes—hence the
small % of active prefix coverage (Fig. 6, stripes).

Even more important, for every sentinel validated by mirror-
ing rules, Magnifier immediately reports if an ingress inference
is no longer valid or enhances new flows (which get active
over time) with ingress information. These results are more
visible in the per-packet coverage analysis.

Per-packet results Fig. 7 shows the per-packet coverage (left)
and mirrored traffic volume (right) with 32 border routers
and a 1/1024 sampling rate for varying replay speeds and
traffic-to-ingress assignment strategies.

The left plot shows that Magnifier achieves an increasing per-
packet coverage from≈20% (random) up to≈80% (permuted
5%) which can be surprising given the lower active prefix
coverage (Fig. 6). This is explained by the nature of the CAIDA
trace, which contains a small number of heavy-hitters and a
lot of /24 source prefixes that only carry a few packets. 10%
of source /24 IP prefixes account for more than 90% of the
packets in 60s trace data (§ D.2). Hence, Magnifier often
samples and covers these prefixes with sentinels.
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These results nicely show the different trade-offs of our
assignment strategies. For random, the ingress of packets is
constantly moving, which makes it difficult to find valid sen-
tinels, while at permuted 5%, the assignments are static and
Magnifier can often find large sentinels which cover a lot of
packets. The “real” coverage value is somewhere in between.

To compare, Fig. 7 also contains two sampling-based in-
ferences (without Magnifier’s enhancements). The violet line
near zero represents a lower bound. We only infer the ingress
for the sampled packets. As an upper bound, we consider
all the sampled packets in the permuted 5% assignment and
naively assume that a single sampled packet immediately re-
veals the ingress point for all other packets belonging to the
same source /24 prefix. Note that we can only plot these values
because we have the full ground truth data from the CAIDA
trace. An operator would not know if these inferences are
correct. For bigger traffic loads, the upper bound is better than
Magnifier’s per-packet coverage. This is due to invalidated
sentinels: Magnifier searches for large sentinels based on sam-
pled packets, likely to come from heavy-hitter flows. Suppose
a non-sampled /24 prefix covered by that sentinel is mapped
to a different ingress and carries even only one packet. In
that case, it triggers a mirroring rule and invalidates the entire
sentinel, and Magnifier loses all its coverage.

The right plot in Fig. 7 shows a low percentage of mir-
rored traffic for all assignment strategies (between 0.3% and
0.01%). As expected, a random assignment often leads to
invalid sentinels and thus more mirrored packets.

Finally, we observe that larger traffic loads yield better per-
formance. With more traffic, Magnifier collects more samples
per iteration, computes more accurate sentinels, and achieves
better coverage and less mirrored traffic. We show additional
results in § D.3: Performance decreases with the number of
routers in the random case—as the previously discussed map-
ping strategy gets worse—but remains nearly unaffected in
the static and permuted cases (Fig. 15). Moreover, more
sampled packets (higher sampling rate) result in better input
data and thus performance improvements (Fig. 16).

0.1x 0.5x 1x 2x
0

0.2

0.4

0.6

0.8

1

traffic load

p
k
t
co
ve
ra
ge

naive inference samples only

random static

permuted 20% permuted 5%

0.1x 0.5x 1x 2x
0.01

0.1

0.2

0.3

traffic load

m
ir
ro
re
d
p
k
ts

(%
)

Sampling (not validated)

Magnifier (validated)

Figure 7: Amount of covered packets and mirrored traffic
for different assignment strategies and inferences based on
sampled packets only. 32 border routers and 1/1024 sampling rate.

Conclusion Magnifier greatly increases the per-prefix cover-
age compared to sampling (up to 80×) while validating all
ingress points with mirroring rules. Magnifier achieves this
while mirroring less than 0.3% of traffic and translates into a
per-packet coverage of up to 80%.

6.2.2 Impact of limited mirroring budget

We now show that Magnifier also performs well when limiting
the number of mirroring rules installed per router.
Setup We use the same setup as before and compare the cov-
erage achieved by Magnifier with different bounds on the
number of validated sentinels for two sentinel selection strate-
gies (§ 4.2): activity (covering most sampled packets) &
size (largest subnet sizes). The number of validated sentinels
is an upper bound for the number of mirroring rules required
per router; in the worst case, all sentinels belong to one router,
resulting in one rule per sentinel on all the other routers.
Results Fig. 8 compares Magnifier’s per-packet coverage
achieved with different numbers of validated sentinels: 500,
1k, 5k and unlimited; using the same settings as in Fig. 7. We
show results for the permuted 5% (left) and static (right)
assignment strategy, additional plots can be found in § D.3.

More validated sentinels achieve a higher coverage and
generate more mirrored traffic. The top size sentinels have
the highest chance of being invalidated by un-sampled prefixes
and generate more traffic than their activity counterparts.

The activity selection achieves much better per-packet
coverage than size, which is expected since activity prior-
itizes sentinels covering the most active prefixes. As the trace
contains many heavy-hitters (previous discussion), even as
few as 500 sentinels are enough to yield good packet coverage.
Note that for 0.1× traffic load in the top left plot, the number of
sentinels is smaller than 5000, resulting in the same coverage
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Figure 8: Coverage and mirrored traffic amount for different
top sentinels ordered by activity or size.
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Technique Covered /24 prefixes

Sampling 6.4k

[activity] top 500 static 4.1k
[activity] top 500 permuted 5% 29.4k

[size] top 500 static 9k
[size] top 500 permuted 5% 47.3k

Table 1: Covered /24 source prefixes by Magnifier and sam-
pling only considering the top 500 sentinels (activity and
size ordering) in the static and permuted 5% assignments.

values for activity and size. We also see that the activity
coverage values remain more or less constant even if the traffic
load increases which is not the case for size.

The size selection favors sentinels centered around sparse
samples in a relatively empty prefix space; this results in a low
per-packet coverage (Fig. 8), but in a large per-prefix coverage
(Table 1). As we can see, activity really prioritizes sentinels
around a few selected prefixes resulting in fewer covered
prefixes than sampling (static assignment). However, a size
ordering can easily exceed the number of covered prefixes by
up to seven times, even if we only take the top 500.
Conclusion Magnifier’s performance is maintained when
limiting the deployed mirroring rules. The top 1k activity
sentinels are sufficient to achieve up to≈ 50% packet coverage
while mirroring less than 0.05% of traffic (static case).

6.2.3 Comparison with the lab setup

We now show that our hardware-based results match the sim-
ulation ones, validating Magnifier’s performance in practice.
Setup We use our lab setup (Nexus 9300 switches), which has
two main differences from the simulation: we only have 500
mirroring rules per router, and there are delays to install and
delete rules. We use the random assignment strategy and fill the
500 mirroring rules with the top 500 activity sentinels. For
a fair comparison with the simulation, we consider iteration
times of 60s. Magnifier needs ≈20s to install all mirroring
rules and then activate them. Afterward, we start to delete
the rules which mirror packets. We compare this with the
corresponding simulation results i.e., 4 border routers, 1/4096
sampling rate, and 0.1× replay speed.
Results Fig. 9 shows the amount of covered /24 prefixes for
sampled data only and the validated sentinels. We first notice
that the coverage for sampled packets in our simulation (297)
is slightly higher than on the switches (268). This can be
explained by the different setups. All four ingress routers run
on one Nexus 9300 (§ 6.1), which is not transparent to the
sFlow-based sampling unit. Therefore, we get random packet
sampling over all the traffic while the simulation performs
packet sampling for each ingress device independently. This
also shows in the achieved coverage values using the top
500 activity sentinels: ≈10.4k prefixes in the simulation,
≈8.7k prefixes on the hardware. We also have to consider that

297Sim Sampling

268Hw Sampling

10.4 kSim Top 500 – activity

8.7 kHw Top 500 – activity

Figure 9: Covered /24 source prefixes by Magnifier and
sampled data in simulations and on Nexus 9300 switches.
random assignment, 1/4096 sampling rate, and 0.1× replay speed.

we need additional time to deploy the mirroring rules on the
switch. Thus, a few more sentinels get invalidated compared
to the simulations; and no longer count to the coverage values.
The packet coverage values (not shown) are also comparable
between the simulation (17.0%) and the hardware (16.1%).

Finally, we evaluate the percentage of mirrored traffic. We
notice that the deactivation of active mirroring rules works
well. In the worst case (active rules mirror for the entire 60s),
Magnifier would mirror 2.3% of the overall traffic. This value
is reduced to 1.4% if we start to deactivate rules. However, we
are still above the optimal simulation results (less than 0.1%),
where we can deactivate mirroring instantaneously.

Conclusion The hardware results closely follow our simula-
tions regarding achieved coverage. However, Magnifier needs
more time to install and deactivate mirroring rules, resulting
in additional mirrored packets. To reduce the amount of mir-
rored traffic, operators can use existing hardware features to
rate-limit the mirrored traffic on the switch [11].

6.2.4 Micro-benchmarks

We now perform micro-benchmarks on the hardware switches
to assess (i) how many mirroring rules each device supports,
how long it takes to (ii) deploy them, and (iii) deactivate them.

Results–Mirroring rule space With the default configuration
of the Nexus 9300 switch, we can deploy 512 rules and up
to 2048 in the current lab setup (TCAM carving [7]). On the
Nexus 7009, we can deploy≈32k rules using one TCAM bank
and ≈128k rules if we chain all four TCAM banks together.

Results–Rule deployment time We measure how long it
takes to deploy a set of mirroring rules on our two devices.
During our tests, we realized that deploying the rules over
multiple parallel sessions between Magnifier and the switches
is beneficial. Four parallel sessions worked well for us. Table 2
shows the mean deployment times over ten measurements each.
They include the session setup and round-trip time between
Magnifier and switch. We see that the deployment time is not
strictly linear in the number of rules. We conjecture that caches
and buffers allow deploying a small number of rules quickly,
but this no longer works for larger number of rules. We also
see that the (newer) Nexus 9300 switch needs less time than
the Nexus 7009. We can deploy 2000 rules in ≈18s, which
matches our observations in § 6.2.3 (500 rules for 4 ingresses
on one device). We expect that the rule deployment time will
continue to decrease with more powerful/newer devices.
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Number of rules 100 500 1000 2000 5000

Nexus 9300 3.5s 5.5s 8.4s 17.8s 112s
Nexus 7009 2.6s 7.5s 21.7s 74.9s 475s

Table 2: Mirroring rule deployment times.

Note that even if we cannot activate 5k+ rules on the Nexus
9300 switch with the current TCAM carving (§ 6.1),we can still
deploy them. Overall, these results confirm Magnifier’s design
(Fig. 5) which aligns the iterations to the rule deployment time.
Especially as the sentinel computation time is negligible (≈ 1s
on the CAIDA trace.)
Results–Rule deactivation time We finally measure the rule
deactivation time on the Nexus 9300 switch. We generate 100
ping probes per second and deactivate a matching mirroring
rule as soon as we receive the first mirrored probe. The deacti-
vation time is the difference between the timestamp of the first
and last mirrored probe, including the round-trip (≈ 0.5ms)
and session setup time between switch and controller. This
setup is representative of an ISP deployment where close,
dedicated control servers could quickly deactivate rules (§ B).
We repeated the experiment ten times. The mean deactivation
time is 1.65s (min: 1.62s, max: 1.73s). In the worst case,
we would receive a burst of traffic for ≈1.7s. The amount of
mirrored packets can be further reduced by rate-limiting the
mirrored traffic directly on the switch; we expect this would
not affect Magnifier’s performance, as a single mirrored packet
is enough to invalidate a given sentinel.
Conclusion Our tests show that hardware switches can contain
thousands to tens of thousands of mirroring rules, which is
more than sufficient for Magnifier. Mirroring rules can be
deactivated quickly (≈ 1.7s), which limits the risk of bursts
of mirrored traffic. The rule deployment is the most time-
consuming operation (≈ 20s for 2k rules). As a result, we can
adjust the number of deployable mirroring rules (number of
validated sentinels) by changing Magnifier’s iteration time.

6.3 Comparison with Everflow
We compare Magnifier with Everflow [45] which is a moni-
toring tool designed for debugging datacenter networks. Like
Magnifier, Everflow randomly samples packets (using mir-
roring rules). In addition, it also mirrors all TCP SYN, FIN,
and RST packets. As far as we know, the Everflow code is not
available. Therefore, we reimplemented the relevant features
and integrated them into our simulation framework (see § C).
Setup We use our simulation setup and the CAIDA dataset, 32
border routers,a sampling rate of 1/1024 (forboth systems),and
we vary the trace replay speed. We compare the performance
of Magnifier , and Everflow on the static and permuted 5%
traffic-to-ingress mappings.
Results Fig. 10 shows the per-packet coverage and mirrored
traffic of both systems. We consider three different approaches:
(i) “Everflow sampling only”,where we rely only on Everflow’s
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Figure 10: Comparison of coverage and mirrored traffic for
Magnifier and Everflow under different traffic loads.

sampled packets to compute the ingress points; (ii) “Everflow
sentinel”, where we use the sentinel idea on top of Everflow’s
sampled packets; and (iii) “Magnifier unlimited” and “top 1k
activity”, where we report Magnifier’s coverage for all and
the 1k most active sentinels.

We first look at the coverage values (top plots in Fig. 10).
Everflow’s sentinel approach shows the best—although not
validated—coverage values with up to 88% in the permuted
5% case. This is due to Everflow’s sampled TCP flag packets.
We do not reach 100% as traffic in some /24 prefixes is neither
randomly sampled nor does it contain any TCP flags. These
prefixes can invalidate found sentinels. Note again that the
ground-truth data from the CAIDA trace allows us to compute
these values. Everflow does not deploy any validation mir-
roring rules and does not know about the sentinel’s validity.
Magnifier follows closely with ≈80% (unlimited) and ≈60%
(top 1k) coverage as we only have randomly sampled pack-
ets as input. Despite that, Magnifier manages to reach good
coverage values, with validation from mirroring. Both sys-
tems’ coverage values decrease in the more difficult static
approach. For completeness, we also show Everflow’s cover-
age if we only consider the sampled packets. This results in
a poor packet coverage, although on a higher level than the
“sampling only” line in Fig. 7 given that Everflow additionally
also samples all TCP packets with SYN, FIN, and RST flags.
These coverage values are constant between both assignment
strategies as we observe the same TCP flag packets and roughly
the same random samples.

Everflow’s increased coverage has a high cost in the amount
of mirrored traffic (lower plots in Fig. 10). Everflow generates
the randomly sampled and TCP flag packets as mirrored traffic
by design. Magnifier however, only generates targeted mir-
rored packets to validate found sentinels. If a sentinel is valid, it
does not mirror any traffic. This is visible in the corresponding
fraction of mirrored traffic.
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Everflow constantly mirrors ≈5% of all traffic while Mag-
nifier is more than one magnitude lower (≈0.1% of all traffic
at real-time replay speed in the static case). This value
decreases even further if we only consider the most active
sentinels. We again observe that Everflow mirrors roughly the
same amount of packets for both assignment strategies.
Conclusion Everflow yields better coverage but generates
more mirrored traffic, which is more than one order of mag-
nitude higher than Magnifier. Unlike Everflow, Magnifier
validates the inferred ingress points, informing the controller
as soon as a sentinel is no longer valid. In contrast, Everflow
might need to wait a long time before receiving a mirrored
packet indicative of an ingress point change, especially for
long-running flows that do not often have TCP flags. In terms
of mirroring rules, Everflow only needs around 20 of them [45].
Magnifier needs more mirroring rules but also uses them for
validation—something that Everflow cannot achieve.

6.4 Sentinels in Tier-1 dataset
We now validate the practicality and benefits of sentinel-based
monitoring by evaluating Magnifier on Tier-1 ISP data.

6.4.1 Existence of sentinels

Setup We divide our Tier-1 dataset into 30s slices over which
we compute sentinels and report the number of found ingress
and egress sentinels. We only have sampling data available.
Thus, we can only approximate the number of sentinels that
would be found if Magnifier was deployed with mirroring.
Results We find a median of 145k egress sentinels and a median
of 174k ingress sentinels. The lower and upper quartiles are
within 1.4k around the median values in both cases.

We observe that we find more ingress than egress sentinels.
This results from the typical forwarding behavior observed
in an ISP: traffic from each of the ISP customers, which own
specific prefixes, tends to enter via a single ingress point, which
leads to a high number of ingress sentinels. At the same time,
most ingress traffic goes to few popular destinations, which
leads to few egress sentinels. We also see that the number of
(ingress and egress) sentinels is stable over time, as shown by
the small quartile ranges.
Conclusion We confirm that we find sentinels based on real
sampling data from a Tier-1 ISP network. Furthermore, the
number of sentinels is stable over time; this suggests that large
changes in sentinel numbers can be used as a signal to detect
various network events, which we discuss next.

6.4.2 Per-device sentinel changes

Setup We divide our Tier-1 dataset into 30s slices over which
we compute sentinels using Magnifier , focus on the number of
sentinels found per border router, and search for large changes
in the number of sentinels over consecutive slices.
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Figure 11: A temporary router outage (gray block) decreases
the number of found sentinels (left) while we see similar
increases on a close router (right).
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Results Fig. 11 shows the number of sentinels found following
a single border router outage. As expected, Magnifier finds
no more sentinels for the affected router. More interestingly,
Magnifier also detects where the affected traffic was re-routed
during the outage, as shown on the right: the number of egress
sentinels of a geographically-close router increases shortly
after and closely matches the number of lost sentinels.

Fig. 12 (left) shows a router with a burst of egress source
sentinels (traffic from a given subnet exiting via a unique egress
point) while no other router shows a matching decrease. Thus,
we observe a sudden burst of packets from “new” source IPs
towards a few destinations (table, right), indicating a possible
Distributed Denial of Service (DDoS) attack. During this
event, the egress traffic volume increased by less than 8%,
which is less pronounced than the clear increase in sentinels.
Magnifier also identifies the ingress of more than 75% of the
“attack” flows via their ingress sentinels. Existing volumetric
DDoS detection systems could use this information to block
the DDoS traffic at the network ingress.
Conclusion Changes in the number of found sentinels reveal
interesting network events. Operators could analyze the col-
lected sampling data this way, even if they do not have the
resources to deploy mirroring. With mirroring, Magnifier de-
tects such changes in sub-seconds, long before similar events
are visible in sampled flow data or SNMP counters.

7 Related work

Sampling-based network monitoring Many systems use
NetFlow [12], J-Flow [27], sFlow [30] or related flow extraction
tools for network measurements. Sampling suffers from a
fundamental trade-off between coverage and accuracy. For
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example, Teixeira et al. [37] use NetFlow data to detect egress
changes due to BGP hot-potato routing but are limited by
the collected ten-minute bins. In addition, Cunha et al. [13]
uncover measurement artifacts in two J-Flow implementations.

Consequently, several works aim to improve sampling by
optimizing the collection process. Estan et al. [14] propose
router software updates to dynamically adapt the NetFlow
sampling rate depending on the available traffic and memory
amount. FlowRadar [21] uses flow sets to count flow obser-
vations in multiple array cells, then combines and decodes
these counters centrally. Similarly, Flowyager [34] introduces
Flowtrees, an efficient data structure to store flow information.
These approaches are all limited by the sampling information.
A key difference of Magnifier is to further improve the network
visibility by leveraging mirrored traffic.

Mirroring-based systems Several monitoring systems use
mirroring, which provides accurate visibility over a subset of
the traffic, flows, or devices. Stroboscope [39] supports query-
based monitoring under a strict budget of mirrored traffic.
Everflow [45] provides the possibility to mirror some packets
of every flow, e.g., by mirroring packets with special TCP flags
or debug header bits. Planck [33] takes a radical approach and
mirrors all traffic over a single router port, which provides
detailed insights but can also overload the network devices.
Mirroring has also been used for troubleshooting [41], SDN
monitoring [1], on in-network analysis [38, 42].

Mirroring suffers from three problems: (i) the flows of
interest must be known in advance; (ii) it is limited by the
routers’ mirroring capacity, and (iii) it generates a potentially
high volume of traffic. Magnifier mitigates these problems by
leveraging sampling to derive the mirroring rules to deploy
and uses negative mirroring to limit the traffic overhead.

In-network monitoring There has been many recent proposals
forperforming in-network monitoring based on in-band teleme-
try (e.g., [2,18,25,26,31]) or sketches (e.g., [5,19,22,43,44]).
Both approaches boil down to implementing highly effi-
cient data structures to gather traffic statistics, e.g., packet
counts. The main limitation is that these approaches depend
on software-defined or P4-programmable hardware, which is
not commonly deployed in ISP networks nowadays. More-
over, these approaches provide precise information, but over
specific queries only; setting and collecting counters to track
ingress and egress points of an arbitrarily large number of
IP prefixes is hard to scale. Negative mirroring addresses
this: while Magnifier’s inferences are correct, there is no traf-
fic nor compute overhead—only TCAM usage. Packets that
do get mirrored provide exact information—i.e., source and
destination IP—which allows for quick and precise reactions.

Detection of ingress/egress Magnifier is designed to detect
traffic ingress/egress points, which has been previously studied:
Feldmann et al. [15] provide foundation work for detecting
different flow types in ISP networks as well as the ingress
and egress of observed flows. To achieve good results, they

need per-flow measurements on the ingress and up-to-date
forwarding tables of the routers in the network, which are both
costly to obtain. Mahajan et al. [23] use algorithms similar to
our sentinel idea to build so-called “aggregates”, a collection
of packets with a common property, to free congested links.
However, it is unclear how they extract the traffic to build the
aggregates or validate their assumptions. Peng et al. [29] run
a change point detection algorithm to detect changes in the
number of new IP addresses, which is a good metric to detect
(the ingress) of DDoS attacks. Most of these systems lack the
global ingress/egress view that Magnifier provides.
Traffic matrix estimation Soule et al. [36] compare different
techniques based on bias and variance properties. They show
that direct measurements are required to reduce bias, which is
an expensive process. Papagiannaki et al. [28] observe that
the node fanout, e.g., how traffic from an ingress is distributed
towards different egresses, is stable over time. Magnifier con-
firms and leverages this behavior: sentinels are stable over
time, which creates a valuable monitoring signal (§ 6.4). With
mirroring, Magnifier also quickly detects changes and updates
its traffic matrix estimation. OpenTM [40] uses a different
approach, based on active polling of every source-destination
pair, which is very precise but does not scale to large networks.
Malboubi et al. [24] addresses the special case of SDN net-
works, which limits the system’s applicability. Pingmesh [17]
frequently generates pings to compute latency matrices. By
contrast, Magnifier does not require active measurements and
runs on traditional routers, which makes it easy to deploy.
Monitoring frameworks Several monitoring frameworks
support rich sets of queries, e.g., [20, 32, 42]. In particular,
Flowyager [34] is similar to Magnifier as it builds primar-
ily on sampling. The downside of these frameworks is their
complexity and extensive storage and computational resource
requirements. By contrast, Magnifier focuses on performing
ingress/egress monitoring with little overhead.

8 Conclusion

Precise observations of traffic ingress and egress points are
difficult to generate in large ISP networks. In this paper, we
show how Magnifier combines the global view of sparsely-
sampled flow observations with precise, targeted information
from mirrored traffic. Magnifier enhances observed flows with
validated ingress and egress points and scales to the largest ISP
networks while only generating a small amount of mirrored
traffic. Magnifier’s outputs can also help monitor outages or
detect volumetric DDoS attacks.
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B Magnifier’s controller placement

Magnifier needs a central controller to build its network-wide
ingress/egress view. As we heavily depend on sampled flow
observations, it makes sense to co-locate Magnifier with the
e.g., already existing, central collector of the sampling data. In
large ISP networks, with routers around the globe, we can de-
ploy additional sub-controllers that start and stop the mirroring
rules and collect mirrored packets. More precisely, the main
controller is needed to compute new sentinels and builds the
final ingress/egress observations. It delegates mirroring to the
sub-controllers which autonomously handle the deployment,
activation and deactivation of rules while reporting back any
mirroring-based observations.

C Everflow implementation

Following a few more details to our Everflow reimplemen-
tation in our simulation setup.

Everflow uses packet mirroring to produce its random packet
samples. The paper [45] explains that Everflow mirrors based
on a fixed number of bits in the IP identification header field
(IPID). As an example, selecting 10 random bits in the IPID
field will result in random packet sampling of 1 out of 210 =
1024 packets. However, this assumption is only true if the
values in the IPID fields are more-or-less uniformly distributed.
Taking our CAIDA trace as an example, we see that we have
a huge number of packets which set the IPID field to zero.
Depending on how we select the bits in the IPID field, we
might get way more or less sampled packets than expected.
For this reason, we implemented the random packet sampling
aspect of Everflow in our simulation code by taking every n-th
packet observed on a device, e.g., every 1024th packet in the
previous example.

Additional to the implemented mirroring techniques (ran-
dom packet sampling and TCP flag packets), Everflow also
supports mirroring of packets with a special debug bit. As this
was not relevant for a direct comparison with Magnifier , we
did not implement this feature in our simulation code. The
same holds for Everflow’s controller, storage and reshuffler
components.

D Additional evaluation results

This appendix section first illustrates the lab setup used to
evaluate Magnifier. We then analyze the used CAIDA trace
in more detail. Afterward, we show additional evaluation
results focused on Magnifier’s performance. We conclude
with additional plots comparing Magnifier with Everflow.

D.1 Magnifier lab setup
Fig. 13 illustates the lab setup we used to evaluate Magnifier .
We establish four parallel connections between the two Nexus
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Figure 13: Two Nexus 9300 switches emulate four network
ingress points. The traffic is replayed and sampled on the first
switch, then forwarded to the second, which mirrors packets.

9300 switches, each emulating a network ingress. The first
switch receives and samples the traffic using sFlow (sampling
rate 1/40967). It then forwards to the second switch, which
mirrors the traffic according to the configured rules. Magni-
fier’s controller runs on a server and collects sampling and
mirroring data. As these switches are limited to 512 mirroring
rules, we used a fixed budget of 500 rules per emulated ingress
point.8

D.2 CAIDA data analysis
Fig. 14 shows a CDF of the amount of packets observed per
source /24 in 60s of our CAIDA trace used in the evaluation.
60s represent one iteration at real-time replay speed. As we
can see we have a very small number of heavy hitters which
carry most traffic as well as a huge number of /24 prefixes
which only contain a few packets. Roughly 10% of all /24
prefixes contain more than 90% of all the packets.

A lot of the /24 prefixes with very low packet counts are
most likely DDoS attack traffic (e.g., TCP SYN packets). We
decided to keep these packets in the trace as a real ISP network
could also observe similar packet distributions in their transit
traffic.

D.3 Additional Magnifier plots
This section contains additional plots which evaluate Magnifier
in terms of packet coverage and mirrored traffic.

Fig. 15 shows the performance results if we consider an
increasing number of border routers (from 4 to 64). Forrandom
and static traffic assignment we notice that the coverage
slightly drops while we see an increased amount of mirrored
traffic. However, this is not true for the permuted assignment
strategies. random and static distribute the packets to their
ingress points based on equal slices of the destination IP space.
If we have more border routers, we also have additional slices

7The highest configurable rate on this model; we get the most samples.
8The four emulated ingresses share the budget. We use TCAM carving [7]

to increase the space for our mirroring rules to 2048 (by taking it from other
features), to enable the original budget (512) per ingress.
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Figure 14: A CDF plot of the amount of packets observed per
source /24 prefix in 60s (one iteration at real speed) in our
CAIDA trace.
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Figure 15: Simulation results for coverage and mirrored traffic
when Magnifier runs with different amounts of border routers.
CAIDA traces replayed at real speed, sampling rate 1/1024.

and close IP space is distributed over multiple ingresses which
leads to the observed drop in coverage. This is not true for the
permuted cases, where we always permute a fixed number of
source /24 prefixes to different ingresses.

Fig. 16 considers different sampling rates. As expected, if
we have fewer samples as input Magnifier can cover fewer
packets and also produces fewer mirrored packets as it finds
fewer sentinels to begin with. We observe this behavior for all
traffic assignments.

Finally, Fig. 17 shows the missing assignment strategies
(random and permuted 20%) if we consider different amounts
of top sentinels (activity and size ordering). Following
the results in Fig. 8, the activity strategy provides better
coverage than size and a lower amount of mirrored traffic.

D.4 Stability of sentinels
Following, we evaluate how many sentinels change between
simulation iterations.
Setup We use the results from our simulations with 32 border
routers, real traffic speed and various traffic-to-ingress assign-
ments (sampling rate 1/1024). The results show mean values
over 60 iterations.
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Figure 16: Simulation results for coverage and mirrored traffic
when Magnifier runs with different sampling rates. CAIDA
trace replayed at real speed, 32 border routers.

Results Table 3 shows the amount of changed sentinels for
different amounts of deployed sentinels (based on activity
and size ordering) for random, static and permuted 5%
traffic assignment. We first observe that we have to change
fewer sentinels if we base the ordering on sentinel activity.
More active sentinels are often also stable over longer periods
of time which means that we find them consistently. We see a
different behavior for the ordering based on size. Here nearly
all sentinels change between iterations. The largest sentinels
are often based on sparse samples located in empty prefix
space. That means, we might not be able to find the same big
sentinel between multiple iterations if the covered flows are
no longer visible (e.g., in the sampled data).

As expected, the number of changed sentinels also depends
on the difficulty of the traffic assignment. In the random case,
ingress assignment changes frequently even during a single
iteration. That means we often find new sentinels in the follow-
ing iteration. For permuted 5%, the assignment is much more
stable and we can always keep around 50% of all sentinels
between iterations.

# sentinels random static permuted 5%

activity Top 100 84 50 35
ordering Top 500 406 292 220

Top 1000 836 610 466
Top 5000 4487 3662 2769

size Top 100 94 87 45
ordering Top 500 472 453 224

Top 1000 950 918 461
Top 5000 4817 4698 2776

Table 3: Number of changed sentinels between iterations for
different assignment and sentinel ordering strategies.

Conclusion The top sentinels often change between iterations,
however Magnifier is not really impacted by that. As we
describe in § 4.1, Magnifier works with two ACLs and switches
between them. While one is active, the other one gets populated.
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Figure 17: Simulation results for coverage and mirrored using
different amount of top sentinels according to a activity
and size ordering. We show the random and permuted 20%
traffic assignment strategies (compare with Fig. 8). The plots
show values for different traffic replay speeds of the CAIDA
trace with 32 border routers and sampling rate of 1/1024.

The frequent sentinel changes between iterations are therefore
not a big problem as we anyway need to build a completely
new ACL.

D.5 Additional comparison with Everflow
In this section we show additional comparison plots between
Magnifier and Everflow. Fig. 18 shows different number of
ingress routers while Fig. 19 considers varying sampling rates.
For both figures we show the results for permuted 5% and
static traffic assignments. Everflow’s packet coverage and
amount of mirrored packets show only small reactions to the
different ingress routers and/or sampling rates. Everflow’s
mirrored packets mainly contain packets due to TCP SYN,
FIN or RST flags. The randomly sampled ones contribute only
in a small amount. As a result, changes in the sampling rate
(Fig. 19) have more impact on Magnifier than on Everflow.
Magnifier’s performance is tightly related to the amount and
distribution of the randomly sampled packets.
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Figure 18: Comparison of coverage and mirrored traffic for
Magnifier and Everflow for different amounts of border routers.
We show the static and permuted 5% traffic assignment.
We replay the CAIDA trace at real speed and use a sampling
rate of 1/1024.
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Figure 19: Comparison of coverage and mirrored traffic for
Magnifier and Everflow for different sampling rates. We show
the static and permuted 5% traffic assignment. We replay
the CAIDA trace at real speed and distribute traffic over 32
simulated ingresses.
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Abstract
Global cloud applications are composed of thousands of com-
ponents. These components are constantly generating large
volumes of network traffic, which is a major cost of cloud
applications. Identifying the traffic contributors is a critical
step before reducing the traffic cost. However, this is chal-
lenging because the measurement has to be component-level,
cost-effective, and under strict resource restrictions. In this
paper, we introduce NetPanel, which is a traffic measurement
platform for the Exchange Online (EXO) service of Microsoft.
NetPanel fuses three data sources, namely IPFIX, Event Trac-
ing for Windows (ETW), and application logs, to jointly mea-
sure the service traffic at the component level, where each
component is owned by a service team. NetPanel uses several
schemes to reduce the measurement overhead.

NetPanel has been in operation for more than one year. It
has been used to profile network traffic characteristics and
traffic cost composition of EXO. With the insights obtained
through NetPanel, we have saved millions of dollars in net-
work resources. The overhead of running NetPanel is rela-
tively small, which requires less than 1% CPU and disk I/O on
production servers and less than 0.01% of EXO computation
cores to process the data in our big-data platform.

1 Introduction

Cloud applications, such as Exchange Online (EXO), are com-
posed of thousands of components running on hundreds of
thousands of servers, developed and maintained by engineers
from many different teams. In EXO, one component is a mod-
ule that performs a specific function, as an entire or part of
a process. The Internet Information Services (IIS) [4] based
proxy, running on frontend (FE) servers, routes traffic for dif-
ferent components such as REST [23], EWS [5] and MAPI [6].
The traffic of each component is owned by a specific engi-
neering team. These components are sending tremendous traf-
fic across data centers, which incurs great costs. Any defect
in a single component may lead to widespread traffic flood.

Furthermore, due to the massive number of components, the
limited shared bandwidth could be easily drained by low-
priority traffic. In these cases, customers could suffer from
long latency or even connection loss [7, 9, 12, 14]. For exam-
ple, an incident caused by anomalous traffic was reported by
Azure [2] on June 14th, 2021 where some customers received
errors when performing service management operations. The
root cause was high CPU consumption and request timeouts
caused by an unexpected surge in internal traffic. The issue
was mitigated by adding rules to block internal traffic on a
subset of backend servers.

Cloud application owners have built plenty of monitors
for incidents and performance regressions [1, 3, 20]. Such
monitors are typically based on availability or latency met-
rics, which are insensitive to traffic issues. Therefore, there
is still undesired traffic caused by various reasons, such as
code bugs or misconfigurations. Over time, these hidden bugs
become extremely difficult to trace as everyone takes them
as necessary bandwidth requirements. Unnecessarily more
capacity planning budget is therefore needed in subsequent
years. The extra cost will be millions of dollars per year given
the application scale. For example, in one case, we caught
a configuration error that nearly quadrupled its peak traffic.
In another case, we found that one service was sending re-
quests globally, while these requests can actually be handled
within a location. These cases will be detailed in Section
5.2. Although there is existing work to detect anonymous
traffic bursts [29, 31, 39, 44], few have provided insights for
continuous traffic optimization. There is a body of work on
misconfiguration detection [51, 53] and safe deployment [34],
but their solutions are not specially designed for traffic-related
issues. In particular, some traffic issues can only be identified
through long-term continuous monitoring.

While it is vital to continuously monitor the traffic flow for
a cloud application, the dynamic and heterogeneous nature of
a global cloud application makes this difficult. An efficient
traffic monitoring system for cloud applications must satisfy
the following requirements:

(1) The measurement should provide component-level
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results. To efficiently identify the owner of the traffic,
component-level measurement is required. A component is
typically owned by a single engineering team. Researchers
have been exploiting network measurement tools such as IP-
FIX/Netflow in the last decade [22, 37, 55] to gain insights
into the network traffic in large-scale cloud infrastructures.
These approaches operate on network routers, so they cannot
identify components at the application layer. Server network
analysis tools [8, 11, 36, 43] can observe the traffic sent by
each process. However, multiple components can share a sin-
gle process. These tools cannot distinguish the traffic emitted
by components sharing the same process.

(2) The size of daily measurement results should be
small (in GB). To draw an effective conclusion on traffic ob-
servation, engineers need to query data over a long period of
time. In addition, there are cases where successive interactive
analysis is needed, such as the case we discuss in Section
5.2.1. A user query response should be returned within a few
seconds. On the other hand, global cloud applications are con-
stantly generating a vast amount of traffic logs. For instance,
the size of IPFIX data is more than 10TB per day. Event Trac-
ing for Windows (ETW) [11] data and application logs are
in PB. Directly joining PB and TB data at a daily frequency
is impractical due to resource constraints. Directly running
queries on these log data imposes huge data processing costs
and unacceptable query latency.

(3) The collector in production environment should run
under strict resource restrictions. Cloud applications such
as EXO provides high Service Level Agreements (SLA) [13]
to the customers. Therefore, the service has strict restrictions
in terms of the resource used by any single component on the
servers to ensure a quick response to customer requests. To
collect event logs, ETW needs to run on the servers by the side
of service components. Pulling all the network metrics from
ETW regularly is prohibited in the production environment
because it will exhaust the CPU and disk I/O on the production
servers.

To address the aforementioned challenges, we design Net-
Panel, a cost-effective continuous traffic profiling tool for
EXO. NetPanel takes three data sources, including IPFIX,
ETW, and application logs. We fuse these data sources to
jointly provide component-level measurement results. We re-
duce the data size with feature translation, data splitting, and
data aggregation to keep all measurement results at several
GB per day, which will be detailed in Section 4. To reduce
the resource consumption of ETW, we only retain the data for
the top k ports obtained from IPFIX.

NetPanel has been safeguarding the network traffic of EXO
for more than 1 year. It brought us valuable insights into our
traffic and helped us save millions of dollars per year. We
introduce 4 real-world cases in Section 5.2. NetPanel runs
with negligible impact on our production servers (less than
1% increase in CPU and disk IO). The data processing cost
for our big-data platform is also minor given the scale of

Roles Abbr. Functionality
Frontend FE Connects with customers and routes customer requests
Backend BE Stores mailboxes, delivers emails, and provides site resilience
Active Directory AD Holds and queries customer metadata

Table 1: Server roles and their functionalities.

EXO (less than 0.01% of EXO cores). For a query for data
in a 60-day period, the response can be returned within 30
seconds.

Our key contributions and insights in this work are summa-
rized as follows:

• We discuss the requirements and challenges of measur-
ing the traffic for a global scale application, i.e., EXO.
We show that telemetry data should be attributed to an
organizational structure, such as a team of engineers,
to actually drive cost reduction. Moreover, daily data
size should be small enough to provide insight into how
traffic data changes over time.

• We present our novel traffic measurement design which
fuses IPFIX, ETW, and application logs to achieve
component-level measurement. We demonstrate that,
with proper data volume reduction, it is feasible to join
data sources across routers and servers. We show that
cross-validating data for integrity is feasible and crucial.

• We share our observations on traffic characteristics of
EXO in production environment. Specifically, we figure
out that heavy hitters (top ports/components) are stable
in EXO, and this feature can be used to reduce data
volume. We also demonstrate how NetPanel can help
reduce traffic costs through real-world case studies.

We believe that the experience of operating NetPanel pro-
vides valuable guidance to other cloud applications on how
to monitor and optimize their network traffic.

2 Background

This section introduces the EXO service traffic and explains
how these traffic flows are generated. Then, we share the
measurement tools available in EXO and their capabilities.

2.1 EXO Service Traffic
EXO operates in numerous datacenters around the world.
There are hundreds of thousands of servers all over the world
serving its enormous user community. The servers are cate-
gorized into three server roles: frontend routing proxy (FE),
backend mailbox (BE), and directory (AD), as summarized
in Table 1. FE servers, which sit behind load-balancers, serve
customer requests over direct connections. AD servers hold
information about users, mailboxes, and other customer meta-
data. BE servers provide storage for mailboxes and are respon-
sible for the delivery of emails to/from mailboxes. Multiple
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Figure 1: EXO traffic overview. When Bob sends an email to Alice, replication occurs, and Alice later reads the email replica.
During the email-reading process, 6 Internal Long-haul traffic flows and 2 Internet traffic flows are generated.

copies of mailboxes are geographically-dispersed to provide
high availability and site resilience. Each role of servers (i.e.,
FE, AD, or BE) hosts a group of services in order to provide
functionalities as designed.

EXO servers communicate with each other when serving
customers. We divide EXO traffic into two types: WAN traffic
and Metro traffic. The WAN traffic goes through routers in
WAN; and the rest, namely Metro traffic, travels within data-
centers in the same location. We are particularly interested in
the WAN traffic because it costs more than 90% of the annual
bill. There are two subtypes of WAN traffic. The first is the
traffic between EXO servers and user clients (Internet traffic)
and the other among EXO servers (Internal Long-haul traffic).
Internet traffic is responsible for around 10% of WAN traffic
and Internal Long-haul traffic takes the rest.

The Internal Long-haul traffic are assigned to different
priority tiers, Tier 0 and Tier 1, by Bandwidth Broker [52].
Tier 0 is of higher priority with higher Quality of Service
(QoS). Tier 1 traffic has a lower priority, and it is routed
through sub-optimal paths and is dropped by routers first
when congestion occurs.

2.2 How EXO Traffic Generated?
We use a typical scenario shown in Figure 1 to describe how
the traffic is generated in EXO. In this scenario, Bob uses the
Desktop client to send an email to another user Alice. Alice
then reads her email through a web client. Bob in Location F
sends the email to Alice’s mailbox in Location E. The mailbox
is replicated to Location D for high availability. These are
annotated by the gray dashed line and the blue dotted line

in Figure 1. Later, Alice reads her email from the mailbox.
There are 4 steps in this email-reading process, detailed as
follows:

Step 1: Alice uses the web client in Location A to send a
request to the closest FE server. In this example, we assume
the closest FE server resides in another Location B.

Step 2: The FE server talks to an AD server in Location
C to query which BE server knows where the active copy
of Alice’s mailbox is hosted. In this case, the BE server in
Location D is returned by the AD server.

Step 3: The FE server queries the BE server in Location D
to ask which BE server hosts Alice’s mailbox. In this example,
the BE server in Location D happens to host Alice’s mailbox,
so it responds with itself.

Step 4: The FE server in Location B forwards the request
to another FE server in Location D and that FE server in
Location D will further transfer the request to the BE server
in Location D. The mailbox’s response is returned to Alice in
the opposite direction along the paths of Step 1 and Step 4.

During the email-reading process, the traffic in Step 1 and
the traffic from FE to the web client in the mailbox’s response
is Internet traffic because the FE server is talking to an ex-
ternal client outside of Microsoft. The traffic in Steps 2 and
3, and the traffic from the FE in Location B to the FE in
Location D in Step 4 is Tier 0 traffic because the source and
destination EXO servers are in different locations. In Step 4
(the orange arrow in Figure 1), the traffic between FE servers
is Tier 0 traffic, while the traffic between FE and BE servers
in Location D is Metro traffic. We use the example shown in
Figure 1 only to explain the generation of Tier 0 traffic. Most
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of the traffic would be Metro traffic when the servers involved
are in the same location.

The replication traffic, represented as the blue dotted line
in Figure 1, is Tier 1 traffic. Tier 1 traffic mostly consists
of background traffic that does not serve user activities and
therefore does not have rigorous latency requirements. Typical
cases include: (1) data replications for high availability; (2)
non-urgent mailbox migrations; (3) uploading logs.

In the example in Figure 1, Alice’s request first hits the FE
server in Location B (step 1), then is routed to the FE server
in Location D (step 4), and finally reaches the BE server in
Location D (step 4). The request is served by the REST [23]
component on the BE server. In this situation, only the ap-
plication logs of the FE servers capture this long-haul traffic
between the two FE servers (Location B ⇒ D). The com-
ponents on BE servers in Location D, such as REST [23],
MAPI [6], and EWS [5], are behind the FE proxy in the same
location. As a result, the BE servers are unaware if the re-
quest originates from another location. Sometimes, multiple
components on one BE server may even share the same pro-
cess. Therefore, server network analysis tools [8, 11, 36, 43]
are insufficient to provide component-level traffic measure-
ments. In summary, application logs are necessary to perform
component-level traffic measurements.

2.3 Traffic Measurements
There are two kinds of traffic measurement methods available
in our data centers: on-router and on-server measurements.

One of the commonly used on-router measurements is flow
monitoring [26, 35, 41]. There are two standards, i.e., Net-
flow [21] and IPFIX [15], that have been used for years. Flow
monitoring samples packets with a certain probability and
aggregate them into flows. A flow is a sequence of packets
with the same IP 5 tuples (src./dst. addresses, src./dst. ports,
and protocol). Flows are uploaded to a centralized storage.

When measurements are made on the servers, common tool-
kits include Tcpdump [8] and Event Tracing for Windows
(ETW) [11]. Tcpdump is a well-known library that provides
powerful packet analysis capabilities on Linux, while Win-
dows uses ETW to collect system network events. These tools
can monitor the traffic usage of all processes on a machine.

We annotate these measurement schemes in Figure 1. IP-
FIX collects traffic data on WAN routers. ETW collects sys-
tem network events and provides traffic statistics for processes
on servers. We further add application logs, which are gen-
erated within the services and are owned by different teams
for debugging purposes. Application logs are request-focused.
For a specific request, application logs record the timestamp,
the component that serves the request, the local server name,
the remote server name, the latency, the request and response
content size, the remote port, etc.

We summarize the measurement capabilities of the three
schemes in Table 2. TimeStamp, IP, Port, Process, and Traffic

Timestamp IP Port DSCP Process Component Traffic Size Request Size
IPFIX ✓ ✓ ✓ ✓ ✗ ✗ ✓ ✗

ETW ✓ ✓ ✓ ✗ ✓ ✗ ✓ ✗

App logs ✓ ✓ ✓ ✗ ✓ ✓ ✗ ✓

Table 2: Available Measurement Methods

Size are general definitions. TimeStamp, an IP pair (source
and destination), and a Port pair identify a unique flow. Pro-
cess is the information of processes that are sending and
receiving the traffic. We need a Differentiated Services Code
Point (DSCP) tag [18] because Bandwidth Broker uses it for
traffic QoS classification. Packets with different DSCP tags
are classified into different priority tiers. IPFIX covers IP,
port, and DSCP but cannot cover the process and component
information which are available only on servers. ETW can
further measure processes, but cannot cover the exact compo-
nent as discussed in our example in Sec. 2.2. Application logs
contain the request and response content sizes of components
but not counting the sizes of the packet headers. In addition,
application logs do not capture packet loss or retransmission.
In conclusion, we need to fuse IPFIX, ETW, and application
logs to achieve component-level measurement.

3 Motivation and Design Goals

In this section, we state our motivation to design NetPanel
and further define the goals to be met for our design along
with the challenges to be resolved.

3.1 Motivation
In the EXO service, many components are working together
to serve customers. These components send large amounts of
traffic globally, which is very expensive. The large cost has
motivated the application owner to understand the current traf-
fic, reduce the traffic cost, and ensure there is no traffic waste.
Furthermore, when a development team adds a new feature to
reduce their traffic, they also need a tool to validate the traffic
change of their component. Before NetPanel, each team only
monitors their own request amount, leading to an isolated
and incomplete view, which makes it hard to motivate traffic
optimization efforts, verify data correctness, and detect traffic-
related issues. On the other hand, without component-level
information, it is non-actionable even if anomalous traffic is
detected. With the increasing complexity of modern global-
scaled software, this requirement becomes more and more
urgent, which motivates us to build NetPanel.

3.2 Design Goals and Challenges
The design of NetPanel has to meet the following goals and
address the corresponding challenges.

Goal-1: The measurement should provide component-
level results. The overall EXO traffic should be divided into
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various components. EXO runs on hundreds of thousands of
machines of three server roles. Machines of the same server
role hold the same set of components. A component is owned
by an engineering team. As long as the component’s traffic is
identified, the engineering team can take action to optimize
its cost. NetPanel should provide the capability to establish
the mapping between the components and their traffic flow.

Recent measurement works [33,45,46,48,54] are on-router
measurements, so they cannot support measurement at com-
ponent granularity. Traffic Refinery [19] identifies the com-
ponent flows by inspecting DNS queries and manually spec-
ifying matches between components and their IP prefixes.
This does not work in EXO because it assumes that each IP
must correspond to at most one component. However, in our
case, an IP can be shared by many components at the same
time. Google uses Bandwidth Enforcer (BwE) [32] to allocate
bandwidth at task granularity. A task may contain multiple
processes, and therefore, BwE cannot be used to monitor the
bandwidth for components sharing a process. NetPanel ad-
dresses this challenge by leveraging application logs to fill in
the component property. We will describe how to jointly con-
sider the three data sources, i.e., IPFIX, ETW, and application
logs, to recover component-level traffic throughout Section 4.

Goal-2: The daily measurement result size should be
small (in GB). In EXO, IPFIX generates several TB of data
every day, while the daily application log in PB. After com-
pression, the data size will be reduced to ∼10%. However,
IPFIX data is more than 10TB per day, so the data size will
still be too large after compression. To draw an effective con-
clusion on traffic, engineers usually have to do consecutive
analysis over long time intervals and compare the results. The
system should provide quick responses to user queries and
consume few resources. From our experience, we need to
limit the result size to several GB per day, so that analysis
over a long time interval is allowed.

The data used for analysis should cover a continuous time
interval of at least several weeks to overcome the dynamic
nature of network traffic. Figure 2a shows the traffic variation
in EXO over a time interval of more than one week in North
America and Europe. The traffic volume highly aligns with
user activities, with more traffic during working hours and
much less at night and on weekends. The valley values are
nearly half of the peak values. The large fluctuation rate is
likely to override the traffic change introduced by a new fea-
ture if we make queries only over a short time interval of a few
hours. Moreover, different components can have different traf-
fic patterns. We show the traffic patterns of two components
in Figure 2b. The traffic of Component 1 fluctuates greatly,
while that of Component 2 is relatively stable.

Many approaches have been proposed to reduce the data
size. However, they cannot satisfy our requirements for dif-
ferent reasons. IBM cloud [39] is dealing with a 2.35TB log
each day, but their approach only reports anomalies without
any details on current and historical traffic usage. Analysis

(a) All geographical regions have fluctuations between day-
time and night but follow a similar weekly pattern. The valley
values could be half of the peak values.

(b) Different components have various traffic patterns.

Figure 2: Huge variations in time and components domain.

farm [47] proposes a cloud log analysis platform and ag-
gregates IP addresses to IP-groups. We achieve something
similar with feature translation (detailed in Section 4.2.1), but
this alone would only reduce the data size to hundreds of GB
per day. Anwar et.al. [16] claim to reduce the data size by
up to 80% using different sampling frequencies and storage
aggregation for different metrics. In our case, we collect only
one metric but the data size must be reduced thousands of
times. NetPanel addresses the challenge with multiple steps,
which will be introduced in Section 4.2.

Goal-3: The collector in the production environment
has to run under strict resource restrictions. The data col-
lector has to run continuously in the production environment.
There are strong resource restrictions (CPU, memory, disk
I/O, etc.) for measurement tools in order to reserve as many
resources as possible to serve user requests. The resource
consumption of the collectors has to be very small.

We abandoned pulling all network metrics from ETW in the
EXO production environments because of performance issues.
In EXO, every single component should use no more than
5% CPU. It is restricted to log no more than 32MB of data
on local disks every five minutes. Running ETW and writing
all the metrics to the local disk exceeds the limit as shown
in Section 6.1. The ETW data size for a single day is in PB.
NetPanel reduces ETW collectors’ resource consumption by
only recording the traffic data of the top k ports. This greatly
reduces the log size as well as the computation resource and
disk I/O throughput. We explain how the top k ports are
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Figure 3: NetPanel Architecture Overview.

identified in Section 4.2.2.

4 System Design

Figure 3 shows the overview of our design. The data sources
include IPFIX, ETW, application logs, and management data.
There are two separate pipelines in the system. The first one
(blue arrows) is responsible for reducing the data size while
preserving important attributes. The second one (yellow ar-
rows) is used to cross-validate the data from IPFIX and ETW
to ensure data integrity.

The output of both pipelines is fed into the result database.
The result database is a light-weighted database that can re-
spond to web services as well as user queries in near real-
time. We use Azure Data Explorer (Kusto) [10] for the result
database. The result database contains tables for different
features. The schema of the tables is available in Table 3.
We use port tables in the result database to derive the top k
ports with the largest traffic volume and use them as a filter
for ETW collectors to reduce their resource consumption in
the production environment (grey arrows). We also set up a
monitoring service to help component owners detect anoma-
lies and continuous upticks in their traffic usage. A WebUI is
provided for traffic data visualization.

4.1 Data Sources
Before NetPanel, EXO deployed a background packet trace
monitor on its servers to provide network statistics such as
throughput, RTT, etc. However, without component-level in-
formation, this background tracking is not adequate to drive
owners to optimize their traffic. This experience drives us to
choose a different set of data sources for NetPanel.

NetPanel takes three measurement inputs: IPFIX, ETW,
and application logs. The data is uploaded to COSMOS [38]
on an hourly basis. COSMOS is a Hadoop-like distributed
data storage and processing platform. We convert different
types of data into a uniform format like Table 2. In addition
to the measurement data, NetPanel also takes in management

data. The management data contains the mapping between an
IP address and its location and server role. The management
data is uploaded daily because it is relatively static.

NetPanel handles the three data sources independently. IP-
FIX data size is more than 10TB per day. ETW and applica-
tion logs data sizes are several PB per day. It is too expensive
to directly join the three data sources based on shared features
(i.e., TimeStamp, Port, IP, and Process). We thus process the
raw data independently and only store aggregation results in
the result database as detailed in the next section.

4.2 Data Processing

The data processing pipeline consists of three consecutive
steps. (1) Feature translation: translate the raw information of
the traffic data into a set of features. (2) Data split: divide the
traffic data associated with source-destination port pairs into
two separate views, i.e., source-port view and destination-port
view. (3) Data aggregation: aggregate the traffic data into
various feature tables.

4.2.1 Feature Translation

In Microsoft, different services occupy different blocks of
IP ranges, so we use IP addresses1 to retrieve EXO traffic.
Then, we use management data to translate machine IPs into
locations and server roles. The server role is among AD, FE,
and BE. Location is the metropolitan area where the server
locates. This translation reduces the storage requirements
from trillions of IP pairs to millions of feature pairs.

We translate location pairs to Rate-Regions. Location pairs
are only used to get the prices of traffic flows. A longer dis-
tance implies a higher price. We thus use a new feature called
Rate-Region to replace the location pair of a flow. Azure
charges Microsoft internal services a unified price ($/Mbps)
for the flows traveling a geographical continent or an ocean,
like North America, Europe, Atlantic, etc. There are only

1The IP addresses here are all Microsoft IPs.
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Table Data Source Schema - Keys Schema - Value (Bytes)
Source/Destination-Port IPFIX TimeStamp, ServerRole, RateRegion, Port, DSCP TrafficSize

Process ETW TimeStamp, ServerRole, RateRegion, Port, Process TrafficSize
Component Application logs TimeStamp, ServerRole, RateRegion, Port, Process, Component RequestSize

Table 3: Columns in result tables.

Figure 4: Split the port pair view into the source-port view and
the destination-port view, separately. Port Es are ephemeral
ports. Well-known ports A, B, and C pop up in the ranking
list after the split.

about 10 Rate-Regions. Translating location pairs to Rate-
Regions reduces the data size by ∼99.1%. We note that the
feature translation does not hinder traffic debugging. One
component is deployed on all machines of the same role.
In case we detect anomalous traffic for one component in a
Rate-Region, engineers can randomly pick a server in that
Rate-Region and start the debugging from there.

4.2.2 Data Split and Aggregation

We aggregate the raw data based on the source port and
destination port, separately, ranked based on the traffic vol-
ume. This results in two views: the source-port view and the
destination-port view, which have two benefits: (1) signifi-
cantly reduces the table size, i.e., from O(# source port ×
# destination port) to O(# source port + # destination port);
(2) helps pop up “well-known” ports in ranking because the
traffic of ephemeral ports will converge to relatively smaller
numbers than the traffic of “well-known” ports after aggrega-
tion. An example of port view splitting is shown in Figure 4.

Once we have identified the “well-known” ports, we take
an additional step to filter the ephemeral ports in the source-
port table and destination-port table. For every single time
slot, we aggregate all ports that contribute less than 1% of the
total traffic to one record and mark it with a special tag. Recall
that our goal is to reduce overall traffic cost, the threshold
of 1% is small enough. We will show in Section 5.1.1 that a

handful of ports dominate the traffic usage. The outputs are
streamed into Kusto on a daily basis.

We aggregate the records from different data sources to
obtain different feature tables. The schemas of these tables are
shown in Table 3. We generate the Process table from ETW
data, the Component table from application logs, and the
Source-Port table and Destination-Port table from IPFIX data.
We aggregate the TimeStamp with 5-minute intervals. Traffic-
Size is aggregated with sum operation for all the records with
the same key. For example, the tuple of <TimeStamp, Server-
Role, RateRegion, Port, DSCP> is the key for the Source-Port
table. The TrafficSize in the Source/Destination-Port table
and the Process table is the sum of network traffic while
the RequestSize of the Component table is the sum of re-
quest/response content sizes, excluding packet headers.

4.3 Data Validation
As a global-scale system, there are many factors that result
in data corruption such as broken hardware and data loss.
During the development of NetPanel, we experienced a partial
data loss of the IPFIX data due to the data collector pipeline
change. In fact, data missing issues are non-trivial to detect
due to the vast amount of data being processed. NetPanel
resolves the problem by cross-validating the results obtained
from its multiple data sources.

The key idea is to cross-validate the ETW data and IP-
FIX data because the traffic size captured with ETW should
match that with IPFIX. However, because IPFIX does packet
sampling while ETW captures all traffic, we need to recover
IPFIX data before comparing them. The recovery function
is shown in Eq. (1). We do not validate the traffic size using
application logs, because they only capture the content sizes
without the request headers.

IPFIXBytes =
(PacketSize+HeaderSize)∗PacketNumber

SamplingRate
(1)

PacketSize, PacketNumber, and SamplingRate are available
from the IPFIX data. Note that we add the ethernet header
length (i.e., HeaderSize) to PacketSize to get the actual ether-
net frame size on the wire. Based on the law of large numbers,
we believe that: Given a machine pair that continuously send
a lot of traffic to each other, an effective estimation of IPFIX
should be close to ETW data. We conducted an experiment to
validate our recovery approach. The result shown in Figure 5
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Figure 5: Recovered traffic for a single pair of machines in
one day from IPFIX matches the traffic from ETW.

can confirm that the recovered IPFIX traffic size matches the
ETW measurement precisely.

We selected the top 1000 pairs of machines in EXO that
send the most traffic in a day for data validation. Machine
pairs are re-selected daily as machine pairing relationships
may change when machines become online or offline. Af-
ter selecting the machine pairs, we insert their IPFIX data
and ETW data into the validation table. Direct data compari-
son could be done with queries to the validation table. Data
validation is done on a daily basis.

4.4 Result Database
The result database contains the Source-Port table, the
Destination-Port table, the Process table, and the Component
table. These tables are used to analyze traffic for component
owners. A validation table is stored for data integrity checks.
A top k ports table is created based on the Source-Port table
and Destination-Port table. It picks the top k ports in both
tables. These top k ports will be used as filters for the ETW
collector in the future.

NetPanel uses the latest top k ports as a filter for the ETW
collector to save production resources. These top k ports are
usually obtained last day. IPFIX and Application Logs have
been deployed in our environment for a long time. These data
collectors have been optimized to guarantee no impact on
SLA. ETW collector is a newly added collector running on
production servers. As we will show in Section 6.1, directly
collecting all ETW records will result in tens of times the CPU
and disk IO usage. We must reduce ETW collector’s resource
consumption on production servers. With the observation in
Section 5.1.1 that the top 10 ports cover more than 94% of
the traffic and stay stable over weeks. We decide to use the
Top-k algorithm as a filter in the ETW collector to reduce the
data to be collected and thus reduce its resource consumption.

4.5 Component Traffic Estimation
We built a web UI to provide engineers with a convenient way
to analyze the traffic. The dashboard shows component-level

traffic like shown in Figure 2b (in Section 3). If the component
monopolizes a process, its traffic could be directly obtained
from the Process table as described in Table 3. Otherwise, we
calculate its traffic in an approximated fashion. The details
are presented in Algorithm 1.

Input: Component C
Output: Traffic size of Component C per second

1 if Process Contains C then
2 return Process[C]
3 else
4 P = Component C’s RemotePort
5 PortTraffic = Source-Port[P] + Destination-Port[P]

6 return Component[C,P]
Component[∗,P] × PortTraffic

7 end
Algorithm 1: Calculation Algorithm

If a component shares a process with other components,
we have to estimate its network traffic following Line 4 to 7.
In Line 4, we first find the port P used by component C with
the Component table. Then, in Line 5, we calculate the total
network traffic of this port P with the Source-Port table and
Destination-Port table. In Line 6, Component[*, P] is the total
request/response size of all components (* is the wildcard)
going through port P. Component[C, P] is the request/response
size of Component C going through port P. We use the ratio of
Component[C, P] and Component[*, P], and the PortTraffic of
P to estimate the TrafficSize of component C. The underlying
assumption is that different components suffer from similar
packet loss patterns (i.e., similar retry rate) and the packet
header size is proportional to the payload size.

4.6 Monitoring

Aside from the dashboard, we also create monitors on the
Source-Port table and Destination-Port table in the result
database to safeguard the overall traffic usage of EXO. We
now support two types of monitors, one to capture the static
trend and the other to capture the dynamic changepoints.

We use Mann-Kendall trend test [25] to obtain the static
trend and use LinkedIn’s Greykite [27] to capture dynamic
change points. The static trend monitor could help us find
feature roll-out that potentially generates sub-optimal traffic.
The dynamic change-points monitor could discover sudden
bursts in traffic. These sudden bursts are usually caused by
code regression or configuration errors.

5 Production Results

We used NetPanel to support traffic analysis in EXO. In this
section, we share the observed traffic characteristics and use
case studies to show the effectiveness of NetPanel.
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Figure 6: Traffic percentage taken by the top 10 ports. The
percentage stays stable during the half-month observation.

5.1 Traffic Overview

Recall that there are two tiers of traffic in Sec. 2.1. To use
Tier 1 traffic, the owner team must register a specific port. All
traffic to or from that port is labeled with a Tier 1 DSCP tag.
The registration prevents other components from using the
same port. Therefore, all Tier 1 traffic through that port is
used exclusively by a single component. In the following, we
only discuss the characteristics of Tier 0 traffic.

5.1.1 Several ports dominate the overall traffic

From the Source-Port and Destination-Port tables, we observe
that several top ports contribute to most traffic usage. Figure 6
shows the percentage of total traffic generated by the top 10
ports over half a month period. The lowest value during this
period is 94.8%. This result confirms that the Top-k ports
filter algorithm could cover at least 94% of the total traffic
for ETW collector when k = 10. Furthermore, the list of top
ports remains unchanged during our observation. This obser-
vation supports us to use the latest top k ports obtained as a
filter for the ETW collectors as described in Section 4.4. The
concentrated traffic distribution at a few top ports saves us
a lot of traffic optimization work. We can focus on a small
number of ports when we want to reduce network traffic costs.
We engage the partner teams that use these ports instead of
calling every team in EXO.

5.1.2 Several components dominate the traffic of a top
port

When multiple components share the same port (as in Fig-
ure 1 REST and EWS share the same port), there are many
contributors to the port traffic. We analyze the traffic distri-
bution for top ports. We show the traffic contribution of the
top 5 components for the top 2 ports separately in Figure 7,
labeled as A and B. For both ports, the contribution of the 6th

component is less than 5%. Investigation into lower-ranked
components does not have a significant benefit in reducing
overall traffic usage. With the help of NetPanel, engaging with
a few partner teams is usually enough to optimize the traffic
of a top port. For example, when we want to reduce the traffic

Figure 7: Component-level traffic distribution for the top 2
ports.

Figure 8: The traffic with destination port A decreased by
20% after switching from external to internal endpoint. The
vertical dotted line indicates the recover time.

for Port A, we only need to engage the owners of the top 5
components.

5.2 Case Studies
In this section, we show how we use NetPanel to refine the
WAN traffic for EXO. We present 4 cases where we leveraged
NetPanel for: (1) service traffic optimization; (2) legacy traffic
discovery; (3) anomaly traffic burst detection; and (4) WAN
feature validation. These actions save millions of dollars per
year for EXO.

5.2.1 Service Traffic Optimization

In this case, we introduce how we use NetPanel to identify
sub-optimal traffic and optimize the utilization of network
resources. NetPanel provides long-term data visualization.
This makes it easy for the application to identify its major
traffic contributor. After engaging the owning team, it is easy
to make a conclusion on whether the traffic is necessary.

During our investigation of the traffic composition of EXO,
we discovered that the Tier 0 traffic from our BE servers to
port A on FE servers is too large. Because EXO has optimized
the internal service endpoint (URL) to serve requests with the
nearest FE server, we expect that there should be little Tier
0 traffic from BE to FE. We then used the Component table
to find the main contributors. We identified that a component
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Figure 9: The ratio of the traffic from Port C to the traffic
from Port D before and after the fix.

Figure 10: Traffic volume change with source port C and
source port D after the removal of legacy code. The vertical
dotted line indicates the change time.

that is used to extract plain text content from different formats
of documents in emails took up most of the traffic. Then, we
contacted the owning team and figured out that the component
was using an external service endpoint. It had no control of
where the requests were sent to and thus caused massive Tier
0 traffic worldwide. After identifying the issue, we worked
together with the owning team to change to use an internal
service endpoint so that this component could serve its re-
quests within a single location. This action saved millions
of dollars per year. The traffic change is shown in Figure 8.
The traffic with destination port A decreased by 20% after the
change. Prior to NetPanel, it relied heavily on code reviews to
prevent such cases. This manual approach was likely to lead
to omissions.

5.2.2 Legacy Traffic Discovery

There is another case where NetPanel helped discover legacy
traffic and its source code. As the system grows, the source
code becomes overwhelming. The work to remove outdated
settings and services is necessary. However, it turns out that
it is hard to discover legacies while do not break anything.
We figured out there was one component on BE machines
that was sending traffic to certificate authorities to validate
some certificates that had been retired. We started from the
continuous unexpected high traffic volume from port C in
the NetPanel Source-Port table. According to our knowledge,
EXO had finished the migration from Port C to Port D, so
there should be very little traffic from port C, but massive

Figure 11: Traffic volume change of the log uploading ser-
vice during the configuration error. The vertical dotted lines
indicate the start time and the end time, respectively.

traffic from port D. The left pie chart in Figure 9 shows the
ratio of the traffic from port C to the traffic from port D. The
traffic from port C is 42% of the traffic from port D, which is
much higher than our expectation. We used NetPanel to find
the suspicious component and its owning team. After reaching
out to the team, they investigated the issue and removed the
legacy code. After the fix, the ratio of the traffic from port C
to the traffic from port D became much smaller, where the
traffic from port C was reduced to 4.2% of the traffic from
port D, as shown in the right pie chart of Figure 9. The traffic
of both ports during the fix is shown in Figure 10. After the
removal, the traffic with source port C dropped to lower than
10% of the original traffic. That fix led to a savings of inbound
capacity in the Gbps for Microsoft.

5.2.3 Anomaly Traffic Burst Detection

This case shows how we leverage NetPanel to detect an
anomaly traffic burst caused by a configuration error. Some
configuration errors at the application level may cause abnor-
mal network behaviors. For example, a configuration error
may cause the component to keep sending requests to an end-
point and thus leads to a traffic burst. These bugs are hard to
detect unless the affected machines get so hot and break criti-
cal services [28]. In NetPanel, the change in request volume
can be detected. When anomalies are reported by NetPanel,
we could contact the component owner to debug the issue.

Figure 11 visualizes the traffic change during a configu-
ration error for one component in EXO. An engineer acci-
dentally changed a log uploading compression algorithm to
an older version. The decrease in compression rate led to an
increase in the total data volume sent to the log center and
eventually hit the throttling limit. However, the component
had a retry mechanism and kept sending data. This resulted
in nearly quadruple the traffic volume sent during peak hours.
The error was detected late after the change rolled out world-
wide and drove a dramatic increase in traffic volume. We
caught this abnormal burst and contacted the owner to dig
into their component. After rolling back the change, the ab-
normal traffic disappeared and the traffic dropped back to the
previous level. Without NetPanel, the problem could only be
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Figure 12: The volume change of Tier 0 traffic sent to reg-
istered ports after RWA devices support QoS Policy. The
vertical dotted line indicates the change time.

discovered until the availability of the affected component is
severely impacted, which would take a much longer time to
fix the error and waste much more bandwidth.

5.2.4 WAN Feature Validation

This section introduces how NetPanel triggers a feature vali-
dation on newly deployed devices. When a new type of device
starts to be deployed in the network, it may miss some func-
tionality. Regional WAN Aggregator (RWA) is a kind of core
router recently added to the Azure Network that sits on the top
of datacenters and is responsible to connect the datacenter net-
work to the backbone WAN. In this case, the newly deployed
RWA devices do not support the QoS policy. They ignore the
DSCP tag and treat all traffic with Tier 0 priority. NetPanel
helped fix the bug at an early stage and avoid purchasing tens
of millions of dollars in redundant capacity.

Bandwidth Broker routes traffic with different priorities.
Our replication service has registered ports on the Bandwidth
Broker service to lower the priority of non-urgent replications
to Tier 1. However, from NetPanel data, we found that these
ports have a significant amount of traffic classified as Tier 0.
Together with the owning team, we picked a machine pair and
captured packets on routers along the routing path. We found
that the RWA device on the path does not support the QoS
policy. Even though only 2 locations had RWA devices de-
ployed at an early stage, this fix already saved several million
dollars each year. If RWA devices were deployed worldwide,
the value of this fix would be tens of millions of dollars per
year. As shown in Figure 12, the Tier 0 traffic for those reg-
istered ports dropped to zero after the fix. NetPanel builds a
map between components and ports, which makes it easy for
component owners to monitor the priority tier of its traffic.
Once any bug is introduced on the routing plane, they could
discover and fix it quickly.

6 Evaluation

In this section, we evaluate the overhead of NetPanel in two
categories: overhead inside and outside the production en-

Figure 13: Normalized CPU and Disk IO usage on a BE
machine when only services are running, when raw ETW is
running, and when NetPanel is running.

vironment. The production environment serves customer re-
quests and thus has strong restrictions on resource consump-
tion, while the restrictions on overhead outside the production
environment are more relaxed.

6.1 Overhead in the Production Environment

Figure 13 shows our evaluation of NetPanel overhead in the
production environment. We ran the test on a single server.
The overhead of NetPanel in the production environment
is introduced by the ETW collector, which has extremely
high CPU and disk IO consumption. If we enable ETW fully
on machines, it will occupy 25× more CPU and 77× more
disk IO compared to those when ETW is disabled. When we
deploy NetPanel on production machines, less than 1% rise of
the total available CPU and disk IO are observed because of
retaining only top ports as mentioned in Section 4.4. It saves
99.1% CPU and 99.7% Disk IO compared with Raw ETW.

6.2 Overhead outside the Production Environ-
ment

The overhead outside the production environment includes
two parts: data storage and computation. These are the over-
head of processing and storing data in the big-data platform.

6.2.1 Data Storage

Table 4 shows the ratio between result data and raw data using
our approach. The result size is 0.00361% of the origin for
IPFIX, 0.00076% for ETW, and 0.00003% for application
logs. The daily result sizes of all three data sources are in GB
and are close to each other. The huge difference in the ratios
is caused by the huge difference in the size of the original
data. ETW data is much larger than IPFIX because it does
not perform data sampling and covers Metro traffic (traffic
within a location). Application log data is even larger because
a machine pair could send multiple requests in one connection.
The log data contains many extra columns for debugging.
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Data Size Ratio Daily Calculation
IPFIX 0.00361% 1.1 hours
ETW 0.00076% 2.5 hours

Application Logs 0.00003% 6.8 hours

Table 4: Result data size ratio (compared to the raw data) and
calculation time.

Figure 14: The CPU time for a query on a port and a query
on a process increase linearly with the days of data. It takes
27 CPU seconds to get the 60 days of traffic for a port, and
15 CPU seconds to get the 60 days of traffic for a process.

6.2.2 Computation

The computational overhead consists of two parts. The first
part is the overhead of background data processing and vali-
dation pipelines. The jobs run every day. The second part is
the overhead of user queries.

We show the computational overhead for NetPanel’s data
processing and validation pipelines in Table 4. We use less
than 0.01% of our production computation resources to pro-
cess the data. It takes 1.1 hours to process IPFIX data, 1.6
hours to process ETW data, and 6.8 hours to process appli-
cation logs every day. The validation pipeline takes around
1.5 hours. The tight resource restriction leads to a long cal-
culation time. We make this trade-off because the goal of
NetPanel is to support the reduction of traffic costs in the long
run, and therefore a delay of hours is acceptable.

It typically takes no more than 30 seconds for NePanel to
respond to a user query for the traffic of a set of specific ports
or processes over months. We show the CPU time NetPanel
needs to respond to a user query in Figure 14. The CPU time
is proportional to data size. The actual waiting time is usually
much smaller than the CPU time because multiple CPUs can
calculate the result in parallel. The overall overhead of user
queries is usually negligible.

7 Related Work

EXO runs on Azure architecture, further details of Azure
architecture are shown in [30]. Gunawi [24] provided a sum-
mary of 597 cloud outages from 2009 to 2015. Ardelean [17]
used Gmail as an example to analyze the performance of
cloud applications. They studied the dynamic nature of cloud

applications in short time intervals. There are multiple efforts
to minimize the cost of operating data centers. Cascara [42]
tried to optimize the edge cost. Yang et. al. [50] scheduled
the bulk transfer among datacenters. ROTOS [49] designed
an optical DCN architecture to improve power efficiency.

Large investments have been made in data-center monitor-
ing. There is a body of work on server monitors for Linux and
Windows [8, 11, 36, 43]. Trumpet [36] is a monitor that pro-
cesses every packet at line rate on end-hosts and tests the pres-
ence of user-specified network events. PathDump [43] designs
a server stack to retrieve metadata from arrived packets on
edge devices to help debug network issues. Monitoring data-
center networks has been a hot topic for years. Commonly
used protocols include IPFIX/Netflow and sFlow [15, 22, 37].
A detailed review [26] of the general flow monitoring tech-
nique is provided. In recent years, researchers have refined
flow monitoring for different purposes [33,40]. To monitor all
the flows without sampling, FlowRadar [33] encodes per-flow
counters at switches and leverages the computing power at
the remote collector to perform decoding. To handle the large-
scale challenge of data-centers, many have turned to query-
based solutions, including Stroboscope [46], OFRewind [48],
and PacketScope [45]. Stroboscope [46] mirrors millisecond-
long traffic slices on routers according to user queries to
monitor network forwarding behavior including traffic paths,
one-way delays, and load-balancing ratios. IBM [29] uses
HTTP logs to detect component failure and provide reports
over the last 48 hours when an anomaly is detected.

8 Conclusion

The vast amount of network traffic generated by the compo-
nents in cloud applications consumes significant resources.
It is vital to identify the composition of network traffic to
reduce the cost. Component-level measurement is needed to
drive the traffic optimization effort for systems developed
by a large number of teams. NetPanel analyzes the network
traffic for EXO at the component level and at a low cost. One
primary challenge is caused by the huge amount of measure-
ment data. We design several schemes to reduce the data size
without losing fidelity. We discuss real cases where NetPanel
is applied to save millions of dollars per year. We believe that
the insights we gained during the design and operation of
NetPanel provide valuable experience in traffic measurement
and reduction of other cloud applications.
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Abstract– We explore a new design point for traffic engi-
neering on wide-area networks (WANs): directly optimizing
traffic flow on the WAN using only historical data about
traffic demands. Doing so obviates the need to explicitly esti-
mate, or predict, future demands. Our method, which utilizes
stochastic optimization, provably converges to the global op-
timum in well-studied theoretical models. We employ deep
learning to scale to large WANs and real-world traffic. Our ex-
tensive empirical evaluation on real-world traffic and network
topologies establishes that our approach’s TE quality almost
matches that of an (infeasible) omniscient oracle, outperform-
ing previously proposed approaches, and also substantially
lowers runtimes.

1 Introduction

To meet the constant rise in traffic, service providers invest
huge effort into traffic engineering (TE)—optimizing traffic
flow across their backbone WANs [11, 22, 24, 28, 37, 39, 57],
which interconnect their datacenters with each other and
with external networks. The production state-of-the-art
involves periodically solving a (logically centralized) op-
timization problem to determine how to best split traffic
across network paths. Changes to TE configurations are
realized using software-defined control of network hard-
ware [11, 22, 24, 35, 38, 39].

A key challenge for WAN TE is uncertainty regarding
future traffic demands. The standard approach for contend-
ing with this is twofold. For time-sensitive traffic, providers
measure application-specific usage data from switches (e.g.,
using sampled netflow or ipfix counters) and attempt to pre-
dict future usage. For bandwidth-hungry, scavenger-class
traffic [22], providers deploy so called agents/shims in the OS
of hosts from which traffic originates. These agents explicitly
signal applications’ traffic demands to “brokers” that, in turn,
aggregate demands, relay them to the centralized optimizer,
and enforce the resulting rate allocations [22, 24].

Both of the above approaches for handling traffic uncer-
tainty have drawbacks. Demand predictions can naturally
be erroneous and, more importantly, there is an objective
mismatch between the loss functions to predict future traffic
demands (e.g., mean-squared-error, L1 norm error) and the
end-to-end objective of producing high-performance TE con-
figurations. For example, mean-squared-error would weight
error in any demand equally, yet errors on demands that are

more problematic to carry on a given topology will exert
a disproportionately large effect on TE quality. The other
approach – brokering and explicitly specifying demands – en-
tails nontrivial operational overheads, including changes to
end-hosts and applications. This can increase the lag experi-
enced by application requests (which is why this approach is
used in practice only for bandwidth-hungry, scavenger-class
traffic [22]).

The demand uncertainty challenge is further amplified for
customer-facing traffic (web, images, e-mails, videos, etc.),
which constitutes a large and growing share of the total traffic
traversing some providers’ backbones. For such traffic, which
originates in unmodified apps or clients, brokering in the
host OS is not applicable. Moreover (see §2.1), such traffic
exhibits high variability and is difficult to predict accurately.

We explore a new design point for WAN TE: training
a TE decision model on historical data about traffic de-
mands to directly output high-quality TE configurations. We
present the DOTE (Direct Optimization for Traffic Engineer-
ing) TE framework. DOTE applies stochastic optimization
to learn how to map recently observed traffic demands (e.g.,
empirically-derived traffic demands from the last hour) to
the next choice of TE configuration. Using DOTE, providers
need only passively monitor traffic to/from datacenters and
do not have to onboard applications onto brokers. Directly
predicting TE outcomes that optimize TE performance also
resolves the objective mismatch between demand prediction
and TE performance, yielding TE outcomes that are more ro-
bust to traffic unpredictability. We show how DOTE can scale
to handle large WANs and real-world traffic by harnessing
the expressiveness of deep learning.

We evaluate DOTE both analytically and empirically. Our
theoretical results establish that if the TE optimization objec-
tive satisfies desirable convexity/concavity properties, DOTE
provably converges to the optimum. We prove that this is in-
deed the case for standard TE optimization objectives such as
minimizing the maximum-link-utilization (MLU) [8, 14, 27],
maximizing network throughput [4, 22, 24, 37], and maximiz-
ing concurrent-flow [11, 29].

Our empirical evaluation compares DOTE, in terms of
both quality and runtimes, to TE with explicit demand esti-
mates from end-hosts, demand-prediction-based TE, demand-
oblivious TE, deep-reinforcement-learning-based TE, and
more. Evaluating data-driven TE schemes like DOTE re-
quires substantial empirical data regarding traffic conditions
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for both training and performance analysis. We conduct
a large-scale empirical study using both publicly available
datasets and historical data from Microsoft’s private WAN.
These datasets span months of traffic demands at few-minutes
granularity, amounting to tens of thousands of demand snap-
shots. Our evaluation covers small (10s of nodes) and large
(100s of nodes) WANs, different types of traffic (including
inter-datacenter and customer-facing), and different TE opti-
mization objectives. To facilitate reproducibility, our code is
available at [2].

Our evaluation results show that:

• DOTE achieves TE quality almost matching that of an
infeasible oracle with perfect knowledge of future de-
mands. Across all evaluated network topologies, traffic
traces, and considered TE objectives, DOTE compares
favorably to all other evaluated TE schemes. We also
demonstrate DOTE’s robustness to changes in traffic
conditions and to network failures.

• By invoking a DNN for the online computation of TE
configurations, DOTE achieves runtimes 1-2 orders
of magnitude faster than solving a linear program (LP),
even for large WANs, matching the gains from recent
proposals for fast (approximate) LP optimizations [4,40].
Our approach thus also holds promise for expediting
decision making for TE.

We view our investigation of direct optimization for WAN
TE as a first step and discuss current limitations of our ap-
proach that we hope future research can address.
This work does not raise any ethical concerns.1

2 Motivation and Key Insights

2.1 Inter-DC vs. Customer-Facing Traffic
Enterprise WANs carry traffic between the provider’s own
datacenters (e.g., geo-replication of datasets, newly computed
search indices) as well as traffic traversing the backbone to-
wards/from customers (e.g., web traffic, videos).

To motivate our direct optimization approach, we present
analyses of traffic on Microsoft’s production WAN. Fig-
ure 1(a) plots the standard deviation in inter-datacenter traffic
demands, normalized by the mean, across 11 consecutive
weeks, for the pair of datacenters with the highest average
demand. Demands are collected at 5-minute granularity. Sim-
ilarly, Figure 1(b) plots the normalized standard deviation in
customer-facing traffic demands over 4 consecutive weeks for
the pair of nodes with the highest average demand. Observe
the substantial difference; in the inter-datacenter traffic trace,
demands are significantly less variable.

1In particular, the measured traffic demands, used in our evaluation, are
aggregate counters between pairs of datacenters at the granularity of minutes
(or coarser). They do not contain user IP addresses or packet contents.
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(b) Customer-facing traffic

Figure 1: Variability in traffic demands for inter-datacenter
traffic and customer-facing traffic across different weeks.

High variability in customer-facing traffic demands can
accrue from different sources, e.g., (1) flash-crowds that may
cause a surge in search requests, e-mail volume, etc., (2)
congestion on the WAN’s peering links with ISP networks,
and (3) route changes and outages that cause traffic to ingress
or egress the WAN at different sites. We have observed that
customer-facing demands can exceed 100× the average value
for extended stretches of time. Thus, customer-facing traffic
is harder to accurately predict than inter-datacenter traffic.
See Figure 10(a)–Figure 10(b) in the appendix for differences
in demand-prediction accuracy between the above discussed
two traffic traces.

To summarize: for customer-facing traffic, which is a large
and growing share of overall WAN traffic, not only is direct
inference of traffic demands by the host OS infeasible, but
accurate demand prediction also appears elusive. We seek a
method that can achieve nearly optimal TE outcomes even
for the unpredictable traffic demands.

2.2 Demand Prediction vs. Direct Optimization
We illustrate key insights underlying DOTE using the example
in Figure 2(a). Each of nodes A and B wishes to send traffic
to node D, and can do so either via its direct link to D or
its 2-hop path to D through node C. All link capacities are
1. Every fixed time interval (say, 5 minutes), the TE system
must determine, for each of the two source nodes, A and B,
traffic splitting ratios specifying which fraction of its demand
is forwarded along each of its assigned two paths to D. A and
B’s traffic demands for each time interval are drawn (i.i.d) at
the beginning of each time interval from a fixed probability
distribution: with probability 1

2 node A’s demand is 5
3 and

node B’s demand is 5
6 and with probability 1

2 node B’s demand
is 5

3 and node A’s demand is 5
6 . The TE system has no a priori

knowledge of the realization of the traffic demands; splitting
ratios must be determined before actual traffic demands are
revealed.

Demand-prediction-based TE and its shortcomings. A
natural solution is training a predictor on empirical data con-
taining past demands for A and B to predict the combination of
demands closest (in expectation) to the realized combination
of demands (e.g., in terms of mean-squared-error), and then
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(a) Network topology (b) Induced splitting ratios for a
demand-predictor

(c) Optimal splitting ratios (d) Expected MLU as a function of the splitting
ratios

Figure 2: Simple WAN TE example

performing global optimization with respect to the predicted
demands. In our simple example, this leads to the predicted
demand-combination being ( 5

4 ,
5
4 ) and the induced splitting

ratios presented in Figure 2(b). Under these splitting ratios,
regardless of the realization of the demands, either link (A,D)
or link (B,D) will carry more traffic than its capacity can
accommodate. In the optimal solution shown in Figure 2(c),
however, regardless of the realized demands, no link carries
more traffic than its capacity can support.

Of course, instead of predicting a single demand-
combination, one could have predicted a probability distribu-
tion over the traffic demands and optimized splitting ratios
with respect to that. This entails two nontrivial challenges,
which are significantly amplified for large WANs and real-
world traffic: (1) We must impose a specific structure on
the probability distribution to be predicted (e.g., Gaussian,
bimodal), which might not be a good fit for actual WAN
traffic. This is particularly true when there hidden correla-
tions between demands (as in our example); (2) Optimizing
an LP with respect to a distribution over multiple demand-
combinations can be prohibitively time consuming for large
WANs.

On direct optimization of traffic splitting ratios and why
it might do better. An alternative approach, which avoids
presuppositions regarding the traffic, and also LP optimiza-
tions, is training a decision model on past realizations of A
and B’s traffic demands to directly output traffic splitting ra-
tios that are close to the global optimum. This approach can
outperform the demand-prediction-based approach in scenar-
ios where traffic is volatile and hard to predict but a certain
configuration of splitting ratios performs well on most traffic
realizations. Directly inferring the splitting ratios also obvi-
ates the need for solving an LP to optimize splitting ratios
with respect to predicted traffic. As our evaluation results in
§4 show, this significantly accelerates TE runtimes for large
WANs. In our example, after sufficient training, the model is
expected to learn the splitting ratios in Figure 2(c) (the unique

global optimum). Indeed, DOTE, which is a manifestation of
this approach, quickly converges to this global outcome.

Exploiting convexity/concavity for direct optimization of
splitting ratios via gradient descent. A key insight is that for
classical TE optimization objectives, the function mapping
splitting ratios to expected performance scores satisfies desir-
able properties, namely, convexity/concavity. This facilitates
utilizing elegant direct optimization methods, like (stochastic)
gradient descent, circumventing explicit demand prediction.

To illustrate this, we consider the classical TE objective
of minimizing maximum-link-utilization (MLU). We visual-
ize in Figure 2(d) the impact of different choices of splitting
ratios on MLU, i.e., the maximum ratio, across all network
links, between the traffic traversing a link and the link capac-
ity. x-axis values specify the fraction of A’s traffic sent on
the direct path (A,D). Since A only has two available paths,
this value also uniquely determines the fraction of A’s traffic
sent on the indirect path (A,C,D). Similarly, y-axis values
specify the fraction of B’s traffic sent on (B,D) and so also on
(B,C,D). z-axis values represent the expected MLU for dif-
ferent choices of splitting ratios for A (x-axis) and B (y-axis)
for the underlying demand distribution described above. For
instance, the scenario where A and B send all of their traffic
on (A,D) and (B,D), respectively, is captured by w(A,D) = 1
(x-axis) and w(B,D) = 1 (y-axis), and the derived expected
MLU is 5

3 (z-axis). Indeed, in this scenario, regardless of
which of the two demand combinations is realized, the traffic
injected into either link (A,D) or link (B,D) will be 5

3 x its
capacity. The unique global minimum for MLU, in which no
link capacity is exceeded, is achieved for w(A,D) = 0.6 and
w(B,D) = 0.6 (the red dot in Figure 2(d), which corresponds
to the splitting ratios in Figure 2(c)).

As seen in Figure 2(d), the expected MLU exhibits a desir-
able structure—convexity in the traffic splitting ratios. This
suggests the following procedure for converging to the op-
timum: start with arbitrary splitting ratios, and adapt the
splitting ratios in the direction of the steepest slope of the (ex-
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pected) MLU (i.e., the opposite direction of the gradient with
respect to the splitting ratios) until converging to the global
minimum. We show (in §3.3) that the convexity of the ex-
pected MLU extends to any network topology, any choice of
network paths (tunnels), and any underlying demand distribu-
tion, and so, this elegant optimization procedure is guaranteed
to converge to the global optimum in general.

2.3 TE as Stochastic Optimization
How to estimate the gradient of the expected MLU? Ex-
ecuting gradient descent on the expected MLU requires re-
peatedly evaluating the gradient for different traffic splitting
configurations. However, exact knowledge of the gradient
is impossible without exact knowledge of the underlying de-
mand distribution. Once again, the specific structure of the
TE setting gives rise to opportunities for effective optimiza-
tion. We show how the gradient can be closely approximated
from data samples of past realizations of the demands. Our
approach builds on the following two observations that, while
illustrated using our toy example, generalize to arbitrary net-
work topologies, tunneling schemes, and distributions over
traffic demands (see §3).

• For any realized demand-combination, the MLU gra-
dient with respect to these specific demands can be
expressed in closed form. Suppose that the realized
demands in our simple example are 5

3 for A and 5
6 for B.

The MLU as a function of A’s splitting ratios, w(A,D)

and (1 − w(A,D)), and B’s splitting ratios, w(B,D) and
(1−w(B,D)), can be expressed as:

max{5
3

w(A,D),
5
3
(1−w(A,D))+

5
6
(1−w(B,D)),

5
6

w(B,D)}

(i.e., the maximum load across the links (A,D), (C,D),
and (B,D), respectively2). This representation of the
MLU for the realized demands as a convex function
of the splitting ratios enables deriving a closed form
expression of the (sub)gradient of the MLU3, as shall be
discussed in §3.

• Averaging over the MLU gradients for past realized
demands closely approximates the gradient of the
expected MLU. Exact knowledge of the underlying
probability distribution over demands is elusive in most
real-world scenarios. Hence, the gradient of the expected
MLU for a given configuration of splitting ratios can-
not be precisely derived. However, this gradient can be
well-approximated by averaging over the gradients for

2Observe that the load on (A,C) and (B,C) is always dominated by the
load on (C,D), and so we disregard these links.

3Note that even though this function is not differentiable for all inputs due
to the maximum operator, the subgradient always exists and can be explicitly
derived.

realized demands at those splitting ratios. In our exam-
ple, deriving the expected MLU gradient for specific
traffic splitting ratios for A and B can be achieved by
sampling sufficiently many past realizations of A and B’s
demand-combinations, deriving the MLU gradient with
respect to each such realized demand combination (at
these splitting ratios), and averaging over these.

Why is reinforcement learning (RL) not a good fit? (Deep)
RL methods have been applied to many networking domains,
including routing [54]. Similarly to DOTE, RL approaches to
TE also replace explicit demand prediction with end-to-end
optimization, mapping recent traffic demands to TE configu-
rations [54]. However, while RL can be applied to essentially
any sequential decision making context, RL suffers from
higher data-sample complexity, notorious sensitivity to noisy
training, and a brittle optimization process that necessitates
painstakingly sweeping hyperparameters [21]. A key obser-
vation underlying DOTE is that WAN TE exhibits a desirable
structure that gives rise to opportunities for much simpler and
more robust optimization, rendering RL an “overkill”.

2.4 Harnessing Deep Learning
In our simple example, traffic demands were repeatedly drawn
from the same probability distribution. Real-world traffic ex-
hibits intricate temporal (hourly, diurnal, weekly), and other,
patterns. To pick up on such regularities, the TE system
could take into account the recent history of observed traffic
demands (e.g., traffic demands from the last hour). How-
ever, there are infinitely many possible recent histories of
traffic demands the TE system might observe. To address this,
DOTE trains a deep neural network (DNN) to approximate
the optimal mapping from traffic histories to TE configura-
tions, exploiting the capability of DNNs to automatically
identify complex patterns in large, high-dimensional data
(§3.4). DOTE builds on recent developments in large-scale
optimization, namely, the ADAM stochastic gradient descent
optimizer [30], to accommodate efficient training on extensive
empirical data (10s of thousands of traffic demand snapshots
in our experiments).

3 Direct Optimization for TE (DOTE)

Below, we present our model for WAN TE with uncertain
traffic demands, which extends the classical WAN TE model.
We then delve into the the DOTE stochastic optimization
framework, provide theoretical guarantees, and discuss how
DOTE can be implemented in practice.

3.1 Modeling WAN TE
Network. The network is modeled as a capacitated graph
G = (V,E,c). V and E are the vertex and edge (link) sets,
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respectively, and c : E → R+ assigns a capacity to each edge.

Tunnels. Each source vertex s communicates with each desti-
nation vertex t via a set of network paths, or “tunnels”, Pst .

Traffic demands. A demand matrix (DM) D is an |V |× |V |
matrix whose (i, j)’th entry Di, j specifies the traffic demand
between source i and destination j.

Optimization objective. To simplify exposition, we first
describe DOTE for the case of one classical TE objective:
minimizing maximum-link utilization (MLU) [9, 13, 17]. We
discuss other optimization objectives (maximum network
throughput and maximum-concurrent-flow) in §3.5.

TE configurations. We focus on how traffic should be split
across a given set of tunnels so as to achieve the optimization
objective. DOTE is compatible with any tunnel-selection
method. We discuss an extension that incorporates data-
driven tunnel selection in §5.

Given a network graph and demand matrix, a TE configura-
tion R specifies for each source vertex s and destination vertex
t how the Ds,t traffic from s to t is split across the tunnels in
Pst . Thus, a TE configuration specifies for each tunnel p ∈ Pst
a value xp, where xp is the fraction of the traffic demand from
s to t forwarded along tunnel p (and so ∑p∈Pst xp = 1).

Given a demand matrix D and TE configuration R , the total
amount of flow traversing edge e is fe = ∑s,t∈V,p∈Pst ,e∋p Ds,t ×
xp. The objective is minimizing the maximum link utilization
induced by R and D, maxe∈E

fe
c(e) , which we will refer to as

MLU and represent as L(R ,D). WAN operators seek to re-
duce the MLU to keep more headroom open for unplanned
failures and traffic spikes. Typically, operators spend to in-
crease link capacities when MLU exceeds a threshold value,
and so reducing MLU can reduce CAPEX [14, 27].

In this work, we aim to select TE configurations without
a priori knowledge of the traffic demands. To do so, we
augment the above model as follows:

WAN TE under traffic uncertainty. Time is divided into
consecutive intervals, called “epochs”, of length δt . δt is de-
termined by the network operator (e.g., at some large service
providers [22, 24], δt is a few minutes). At the beginning of
each epoch t, the TE configuration R (t) for that epoch is de-
cided based only on the history of past demand matrices and
TE configurations. We also assume that the demand matrix
is fixed within an epoch and can be approximately estimated
after the fact.4 Such periodic changes to TE configuration
reflect the current practice in private WANs [22–24].

After selecting the TE configuration R (t) for epoch t, the
demand matrix Dt is revealed. To minimize MLU, the goal for
direct optimization is to devise a TE function π(Dt−1, . . .D1)

4For e.g., by sampling ipfix (or equivalent) data at each node in the WAN,
as is done in production in SWAN [22] and B4 [24]. This data contains
source and destination nodes and volume of bytes exchanged. Alternatively,
traditional ISP backbones use network tomography on measured link usage
data (see, e.g., [46, 58]).

that, for every t > 0, maps the history of DMs from the pre-
vious t − 1 time epochs to a TE configuration R (t) for the
upcoming time epoch t so as to minimize 1

T Σt
x=1L(R (x),Dx),

where T represents the length of time in which TE configura-
tions are computed according to π.

To reason about WAN TE in the presence of traffic uncer-
tainty, we assume that the demand matrix Dt at each epoch t is
generated from some probability distribution. We also make
the following two assumptions, which are fundamental to any
data-driven approach to WAN TE. First, we assume that there
is some sufficiently large H > 0 such that the finite window
of H recent historical observations of DMs is sufficient for
informing the decision of the next TE configuration. (Our em-
pirical results in §4 suggest that H = 12 suffices for attaining
high performance on our datasets.) Formally, we model the
demand matrix Dt as generated according to an unknown
H-Markov process with transition probabilities such that
P(Dt |Dt−1, . . . ,Dt−H) = P(Dt |Dt−1, . . . ,D1). Second, we as-
sume that the probability of observing a particular sequence
of H DMs in the training data and during real-time system
execution is the same. This formally translates to the Markov
process being in a steady state. Let P(Dt−1, . . . ,Dt−H) de-
note the Markov process’ stationary distribution, which deter-
mines the probability for any specific H-long recent history
of DMs. The expected MLU for a TE configuration R at
epoch t is therefore EDt [L(R ,Dt)], where the expectation
is with respect to the (unknown) probability distributions
P(Dt−1, . . . ,Dt−H) and P(Dt |Dt−1, . . . ,Dt−H) defined above.

3.2 The DOTE TE Framework
DOTE leverages stochastic optimization to compute a TE
function πθ(Dt−1, . . . ,Dt−H), parametrized by θ, which maps
the H-long recent history of DMs to the TE configura-
tion for the next time epoch, R (t). If the TE function is
sufficiently expressive, there should exist parameters that
closely approximate the optimal TE function. As we shall
discuss in §3.4, in DOTE, πθ is realized by a deep neu-
ral network (DNN), and the parameters θ correspond to
the DNN’s link weights. We thus consider the optimiza-
tion problem of seeking parameters θ for which the follow-
ing expression is minimized: E [L(πθ(Dt−1, . . . ,Dt−H),Dt)],
where the expectation is with respect to choosing t uni-
formly at random from {1, . . . ,T}, and the probability dis-
tributions P(Dt−1, . . . ,Dt−H) and P(Dt |Dt−1, . . . ,Dt−H) de-
fined above. Observe that by the linearity of expectation
and the above equation, E [L(πθ(Dt−1, . . . ,Dt−H),Dt)] =
1
T ΣT

t=1EDt

[
L(R (t),Dt)

]
, which is precisely our optimization

objective in DOTE.
The training data for DOTE is a trace of historical

DMs, consisting of N sequences of DMs of the form{
Di

t ,D
i
t−1, . . . ,D

i
t−H

}
, where each sequence consists of H+1

DMs and captures a specific realization of a H-long history
of DMs and the subsequent realized DM. We assume that
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these N observations of DM sequences are sampled i.i.d. from
t ∈ [1, . . . ,T ], P(Dt−1, . . . ,Dt−H) and P(Dt |Dt−1, . . . ,Dt−H).5

DOTE executes stochastic gradient descent (SGD) [51] to
optimize the parameters θ by sequentially sampling m-sized
mini-batches of data, where each data point in the mini-batch
is drawn from the data uniformly at random. For each mini-
batch of sampled data points, the parameters θ are updated as
follows:

θ := θ−α
1
m ∑

i in batch
∇θL(Di

t ,πθ(Di
t−1, . . . ,D

i
t−H)),

where α is a step size parameter and
∇θL(Di

t ,πθ(Di
t−1, . . . ,D

i
t−H)) is the gradient of the

loss function with respect to θ. Our realization of stochastic
optimization in DOTE follows the ADAM [30] method,
which incorporates momentum and an adaptive step size.

A closer look at DOTE’s parameter update step. Re-
call that our objective is to reach a performant TE con-
figuration with respect to the expected loss (MLU). The
success of DOTE’s SGD is thus crucially dependent on
DOTE’s ability to well-approximate the gradient with re-
spect to the expected loss. Unfortunately, in most real-world
TE environments, exact knowledge of the underlying dis-
tribution over traffic demands is unattainable. To address
this, DOTE’s parameter update step (see above) incorporates
the expression 1

m ∑i in batch ∇θL(Di
t ,πθ(Di

t−1, . . . ,D
i
t−H)). As

discussed above, each sequence of H + 1 demand ma-
trices

{
Di

t ,D
i
t−1, . . . ,D

i
t−H

}
in the batch is assumed

to be independently drawn from the underlying sta-
tionary distribution of the Markov process. Hence,
1
m ∑i in batch ∇θL(Di

t ,πθ(Di
t−1, . . . ,D

i
t−H)) is an unbiased es-

timate of the gradient of the expected loss, and closely ap-
proximates the gradient of the expected loss for a large enough
m. Approximating the gradient of the expected loss in this
manner is termed Sample Average Approximation (SAA) in
stochastic optimization literature [51]. Relying on unbiased
stochastic gradients for SGD guarantees convergence to a
global optimum with respect to the expected loss [49] when
the loss function is concave (as in our context, see §3.3).

We are left with the challenge of deriving
1
m ∑i in batch ∇θL(Di

t ,πθ(Di
t−1, . . . ,D

i
t−H)). An impor-

tant technical observation is that each data point i in the batch,
L(Di

t ,πθ(Di
t−1, . . . ,D

i
t−H)) is a composition of differentiable

computations. DOTE capitalizes on this for calculating the
gradient ∇θL(Di

t ,πθ(Di
t−1, . . . ,D

i
t−H)) in closed form via

backpropagation. We revisit this point in §3.4.

5When the data is a long trace of historical DMs, the samples are not
necessarily independent. However, we assume that the mixing time of the
Markov process is fast enough such that correlations between the data sam-
ples are negligible. This is a common assumption in time series prediction.

3.3 Analytical Optimality Results
We prove that, for a perfectly expressive TE function, i.e.,
when the TE function can be any mapping from demand
histories to TE configurations, and in the limit of infinite
empirical data sampled from the underlying Markov process’
stationary distribution, DOTE attains optimal performance.
In practice, we relax both assumptions: in DOTE, we sample
from a large, but finite, dataset of historical demands, and use
a parametric model (specifically, a neural network) to map
from the set of possible histories to valid TE configurations.
Our theoretical result below, however, establishes that our
approach is fundamentally sound, and so high performance
in practice can be achieved by acquiring sufficient empirical
data and employing a sufficiently expressive decision model
(e.g., a deep enough neural network). Our empirical results
in §4 corroborate this.

For the sake of analysis, we assume that the set of pos-
sible history realizations, which we denote by H, is fi-
nite. Let π : H → R denote a mapping from history
to TE configuration6. We consider an idealized stochas-
tic gradient descent (SGD) algorithm that, at each iter-
ation k samples a single data point Dt ,Dt−1, . . . ,Dt−H
from the probability distributions P(Dt−1, . . . ,Dt−H) and
P(Dt |Dt−1, . . . ,Dt−H), and updates πk+1 = Pro j{πk −ηvk},
where vk ∈ ∂L(πk(Dt−1, . . . ,Dt−H),Dt) denotes the subgra-
dient of the objective function, and Pro j denotes a pro-
jection onto the simplex for each (s,d) pair. The final
output after K iterations is π̄ = 1

K ∑
K
k=1 πk. Let L̄(π) =

E [L(π(Dt−1, . . . ,Dt−H),Dt)] denote the expected MLU of
a TE function, and let π∗ ∈ argminπ L̄(π) denote the optimal
TE function. We prove the following theorem:

Theorem 1. For any ε > 0, there exists η > 0 and finite K
such that

∣∣E[
L̄(π̄)

]
− L̄(π∗)

∣∣ ≤ ε, where the expectation is
w.r.t. the sampling by the algorithm.

The proof of Thoerem 1, which crucially relies on the
convexity of the MLU objective, appears in Appendix B.

3.4 Scalability and Real-World Traffic
Direct TE optimization aims at computing a mapping from
the history of recent traffic demands to a TE configuration that
optimizes expected performance for the next demands. A key
insight is that with real-world traffic, one may expect certain
patterns in this mapping; for example, if two histories of traf-
fic conditions are very similar, their corresponding optimal
TE configurations should also be similar. However, measur-
ing and explicitly quantifying such similarities is nontrivial.
Our approach is to exploit deep neural networks, which have
demonstrated remarkable success in identifying complex pat-
terns in high dimensional data, for this task.

6Note that we dropped the subscript θ in π, as in our analysis we consider
the space of all possible TE configurations, and not a specific parametrization.
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DOTE employs a DNN to realize the TE function
πθ(Dt−1, . . . ,Dt−H). Specifically, DOTE’s DNN maps an
input of H (12 in our experiments) most recent DMs into an
output vector specifying the splitting ratios across tunnels for
all source-destination pairs. In our implementation of DOTE,
we use the popular Fully Connected DNN architecture. See
Appendix E for a formal exposition of how the DNN’s output
and the realized DM are fed into the loss function to derive the
induced MLU. Importantly, the sequence of steps for mapping
the DNN output to the MLU value L(Di

t ,πθ(Di
t−1, . . . ,D

i
t−H))

involves only differentiable computations; the loss as a func-
tion of the TE configuration is a composition of a max and a
linear function, and the neural network is differentiable by de-
sign. Hence, the gradient ∇θL(Di

t ,πθ(Di
t−1, . . . ,D

i
t−H)) can

be calculated in closed form via backpropagation. In our im-
plementation, the Pytorch [41] auto-differentiation package
is used to calculate the gradients.

3.5 On Maximum and Concurrent Flow

We next explain how DOTE extends to two other central TE
objectives: maximizing network throughput [18, 22, 24, 25]
(maximum multicommodity flow) and maximum concurrent-
flow [11, 29, 48].

TE configurations for flow maximization. TE objectives
that capture different notions of flow maximization require
that the outputs of the TE mechanism satisfy strict capacity
constraints. To address this, we revise our definition of TE
configuration R from §3.1: for each source-destination pair
s, t ∈ V , R now specifies (1) traffic splitting ratios xp over
the paths (tunnels) p ∈ Pst (as in §3.1), (2) for each path
(tunnel) p ∈ Pst , a “cap” ωp ≥ 0. ωp represents the maximum
permissible flow between s to t along the path p (enforced
via rate limiting). R must satisfy that no link capacity is
exceeded (regardless of the realized demands), i.e., that for
each link e∈E, Σs,t∈V,p∈Pst ,e∋pωp ≤ c(e). A TE configuration
R and demand matrix D induce, for each tunnel p a flow
fp(R ,D) = min{xp×Ds,t ,ωp}. The total flow between s and
t is thus fst(R ,D) = Σp∈Pst fp(R ,D).

The maximum-multicommodity-flow and maximum-
concurrent-flow objectives. In maximum-multicommodity-
flow [18, 22, 24, 25], the performance objective L(R ,D) is to
compute, for a given demand matrix D, a TE configuration
R that maximizes the expression L(R ,D) = Σs,t∈V fst(R ,D)
(the total network throughput). For a TE configuration R
and demand matrix D, let α(R ,D) denote the maximum
value α ∈ [0,1] for which at least an α-fraction of each
Ds,t is routed concurrently, i.e., such that for all s, t ∈ V ,
fst(R ,D)≥ αDs,t . The goal in maximimum-concurrent-flow
is to compute, for an input DM D, the TE configuration
R for which L(R ,D) = α(R ,D) is maximized. Relative
to maximum-multicommodity-flow above, the maximum-
concurrent-flow objective enhances fairness. Practical TE

systems [22, 24] use a sequence of optimizations wherein
they employ different objectives for different priority classes.
For example, they may use maximum-multicommodity-flow
or minimizing MLU for high priority traffic and maximum-
concurrent-flow for scavenger-class traffic.

DOTE for maximum-multicommodity-flow and maximum-
concurrent-flow. Adapting DOTE to the above two flow-
maximization objectives is accomplished along the lines de-
scribed in §3.4. In particular, a DNN is again utilized to map
the recent observations of DMs to the next TE configuration.
Recall from the above discussion that the (revised) TE config-
uration consists of both traffic splitting ratios across tunnels
and a “flow cap” for each tunnel. In our design, the DNN
outputs wp ≥ 0 for each tunnel p. The wp’s are used to de-
rive traffic splitting ratios and flow caps as follows. We set
ωp =

wp
γ

, where γ = max
(

maxe∈E
Σp:e∈pwp

c(e) ,1
)

. Observe that
this guarantees that no link capacity can be exceeded even if
each tunnel p carries its maximum permissible flow ωp (i.e.,
that Σs,t∈V,p∈Pe

st
ωp ≤ c(e)). We then set the traffic split share

on tunnel p to simply be its proportional weight: xp =
ωp

Σq∈Pst ωq
.

Since the objective is now maximizing a performance metric,
DOTE now involves stochastic gradient ascent.

Optimality via stochastic quasi-concave optimization.
In Appendix B, we prove the analogues of Theorem 1
for maximum-multicommodity-flow and for maximum-
concurrent-flow, establishing DOTE’s optimality for these two
objectives. Similarly to Theorem 1 (for MLU), this implies
that with sufficient training data and a sufficiently expressive
decision model, DOTE attains near-optimal TE configurations.
Our evaluation results for maximum-multicommodity-flow
and for maximum-concurrent-flow exemplify this (§4.3).

Our proofs for maximum-multicommodity-flow and for
maximum-concurrent-flow are considerably more subtle than
that of Theorem 1, as both objectives are not concave (the
analogue of convexity for maximization problems). Instead,
we show that the average maximum-multicommodity-flow /
maximum-concurrent-flow score of a TE configuration over
any set of DMs is quasi-concave. This result, which may be
of independent interest, allows us to leverage the analytical
arguments in [20] to show convergence of a suitable stochastic
gradient ascent algorithm to the global optimum, and bound
the number of required iterations.

3.6 Realizing DOTE
Figure 3 illustrates key differences between DOTE and prior
software-defined WAN TE schemes. One key difference is
the use of historical traffic demands and a learnt controller
instead of running an optimization solver, leading to sub-
stantial decrease in deployment overheads and runtimes. In
particular, bandwidth brokers are no longer needed to esti-
mate application demands. Furthermore, rate allocations can,
if necessary, be enforced by piggy-backing on novel traffic
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Figure 3: Illustration of the key differences from previous SD-WAN TE schemes.

shaping techniques that are deployed in modern cloud servers
at the OS-level as well as in NIC/FPGA offloads [1,12,43,47].

Training DOTE. Since DOTE’s decision model is trained
offline on historical data, its operational model can be periodi-
cally replaced by a model trained in the background on more
recent and up to date data, to gracefully adapt to planned
changes in WAN topology (adding capacity, planned addi-
tion/removal of nodes or links) and to temporal drifts in traffic
demand distributions. Our evaluation results (§4) indicate that
DOTE produces high performance TE configurations even
weeks after being deployed, and even if the network topology
changes during this time (e.g., due to failures). This provides
ample time for training substitute TE functions (a process that
requires less than a day on large networks for our empirical
datasets without code and hardware optimizations).

Handling network failures. Tunnelling protocols (e.g.,
MPLS) identify tunnels with failed nodes/links. A traditional
approach in TE to rerouting traffic around failed tunnels is
to let traffic sources redistribute traffic proportionally among
their remaining tunnels [22, 24, 39, 52].7 We incorporate this
simple approach into DOTE and evaluate its effectiveness in
§4), showing that it achieves high resiliency to failures. We
discuss other possible approaches in §5.

4 Evaluation

Using actual traffic demands from three different production
WANs (Abilene, GEANT, and Microsoft’s WAN), we ask the
following questions: (1) How does DOTE compare against an
omniscient oracle with perfect knowledge of future demands?
(2) How does DOTE compare with state-of-the-art prediction-
based TE [4, 22, 24, 36, 40], demand-oblivious TE [8, 32],
and RL-based TE [54]? (3) Can DOTE support different
TE objectives (e.g., MLU [8], maximum-multicommodity-
flow [4, 22, 24])? (4) How long does DOTE take to train and
to apply online at each solver activation? (5) How does DOTE
perform under network faults and drift in traffic patterns?

7Traffic split (0.6,0.3,0.1) becomes (0,0.75,0.25) if the first path goes
down.

#Nodes #Edges Length Granularity
Abilene 11 14 4.5months 5 min.
GEANT 23 37 4 months 15 min.
PWAN O(100) O(100) O(1) months minutes

PWANDC O(10) O(10) O(1) months minutes
GtsCe 149 193

SyntheticCogentco 197 243
KDL 754 895

Table 1: Datasets used to evaluate DOTE

4.1 Methodology

Datasets: Data-driven TE is best evaluated on real-world
datasets; we use the production topology and the traffic de-
mands from GEANT [53], Abilene [3], and PWAN, a pri-
vate WAN at Microsoft. Traffic traces were collected at a
few-minute granularity over several months. We also use
three topologies (GtsCe, Cogentco and KDL) from Topology
Zoo [31] with synthetic traffic (generated using the gravity
model [8, 45]). Table 4 lists the topology sizes and traffic
demands. Nodes in these WAN topologies are datacenters,
edge sites, or peering points. Traffic on PWAN includes both
traffic between datacenters and traffic to/from end users. To
better understand how DOTE performs for each traffic class,
we consider a subset–PWANDC–which only contains large
datacenters and the traffic between them. For each WAN, we
use the earlier 75% of demand matrices (DMs) for training
and the later 25% DMs as the test set.

Tunnel choices are k-shortest-paths, edge-disjoint paths, and
SMORE trees. More specifically, we use (1) Yen’s algorithm
for k-shortest-paths, with k = 8 per commodity (pair of nodes),
(2) edge-disjoint shortest-paths where, for each commodity,
we iteratively compute a shortest-path in the network and
remove all links on that path from consideration until no
more paths exist for that commodity, and (3) tunnels from
SMORE [37] generated using Yates [36].

Comparables to DOTE include: (1) Omniscient oracle,
which is an optimization with perfect knowledge of future
demands and bounds the quality of any WAN TE scheme. (2)
Demand-prediction-based TE methods [4, 22, 24, 36, 40],
which are in production today [22, 24]. We consider a rich
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WAN Online Lat. (s) Precomp. Lat. (s)
DOTE LP DOTE COPE Oblivious

Abilene 0.0005 0.02 1800 180 1
PWANDC 0.003 0.05 1200 7200 15

Geant 0.002 0.04 2400 10800 180
PWAN 0.2 1 36000 > 345600 ∼ 86400

Table 2: Comparing the online latency (to compute a TE
configuration for a demand matrix) as well as the precompu-
tation latency (to train models, to compute demand-oblivious
configurations, etc.) for various TE schemes. 8 shortest paths
are used per demand across all WANs and TE schemes.

collection of possible predictors of future demands: linear
regression, ridge regression, random forest, DNN models, and
autoregressive models (§C). (3) RL-based WAN TE [54],
which leverages a neural network of the same size as DOTE’s
(see below). (4) Demand-oblivious TE [8], which optimizes
the worst-case performance over all traffic demands. (5)
SMORE [37], which picks source-rooted trees for worst-
case demands but adapts splitting ratios over the chosen trees
based on predicted future demands. (6) COPE [55], which
enhances demand-oblivious schemes by also optimizing over
a set of predicted traffic demands.

Metrics: Our TE quality metric is the ratio between the value
obtained by the evaluated TE scheme and the performance ob-
tained by the omniscient oracle, which has perfect information
about future traffic demands. We consider three TE objec-
tives: minimize maximum link utilization (MLU) [8, 14, 27],
maximize multicommodity flow [4, 22, 24, 37] and maxi-
mize concurrent-flow [11, 29]. Note that this ratio is ≥ 1
for MLU (because lower max-link utilization is better) and
≤ 1 for the other metrics (because carrying more flow is bet-
ter). We refer to the relative gap from 1 as the optimality gap.
We also measure the runtimes (latency) of the evaluated TE
schemes on the same physical machine.8

DNN architecture: Unless otherwise specified, results for
DOTE use five fully connected NN layers with 128 neurons
each and ReLU(x) activation except for the output layer which
uses Sigmoid(x). For different TE objectives, DOTE uses a
similar architecture with small changes. We chose this archi-
tecture because it empirically outperformed other investigated
architectures.

Infrastructure and code: We ran our experiments in cloud
VMs and made use of cloud ML training systems. To enable
further research, we have released our code at [2].

Fault model: To examine TE behaviour under network faults,
we randomly bring down a certain number of links (e.g., 1
to 20 while ensuring network is not partitioned), and com-
pare the performance of DOTE (see DOTE’s failure-recovery
scheme at the end of §3.6) and alternatives with an omni-
scient oracle with perfect knowledge of both future failures
and future traffic demands.

8VM with 8 vCPUs and 256GB RAM.

4.2 Comparing DOTE with Other TE Schemes
TE quality. Figure 4 compares DOTE with the other TE
schemes described in §4.1, with the exception of SMORE
(to be discussed in §4.3). The values plotted here are the
maximum link utilization (MLU) normalized by that of the
ominiscient oracle with perfect knowledge of future demands.
The figure shows results on four different topologies. Each
candlestick shows the distribution of MLUs achieved on the
various demand matrices with the boxes ranging from 25th
to 75th percentile and the whiskers going from minimum to
maximum value. The figure also plots values achieved at
various other percentile values. We note a few findings.

• First, optimizing for predicted demands can lead to poor
TE quality (see results for GEANT and PWAN). Note
that the y axis is in log scale. A value of y = 2 indicates
that the link most utilized by the TE scheme is twice as
utilized as the most utilized link in the optimal solution
(produced by the oracle). Optimizing with respect to
predicted demands performs well only on Abilene and
PWANDC, where the traffic demands are predictable.
These results are for a linear-regression-based predictor
that outperforms all other considered predictors on our
real-world traffic datasets (see Appendix C).

• Next, we observe that the RL-based TE scheme [54] has
extremely poor TE quality even on Abilene. This could
be due to the infamous training complexity of RL.

• Third, demand-oblivious TE [8] results in somewhat
decent TE quality on GEANT but not on any of the other
WANs. This could be because optimizing worst-case
performance across all possible demands fails to take
advantage of the specific characteristics of real-world
traffic demands.

• Fourth, COPE [55], which explicitly accounts for his-
torically observed demands, significantly outperforms
demand-oblivious TE. The key issue with COPE is its
extremely high runtimes. Our analysis (see Table 2 and
discussion below) suggests that COPE’s applicability
does not extend beyond topologies with tens of nodes.

• Finally, note that DOTE achieves TE quality that is al-
most always significantly better than the alternatives’
and nearly as good as the omniscient oracle’s. The dif-
ference in TE quality is especially stark at the higher per-
centiles. Relative to the compared TE schemes, DOTE
offers MLU up to 25% better at the median and 170%
better at the 99th percentile.

Runtimes. Table 2 presents a comparison of runtimes across
TE schemes. The table presents the latency of applying each
TE scheme to a new demand matrix and, wherever appro-
priate, the required precomputation time. Demand-oblivious
schemes [8] and COPE [55] do not change the TE configura-
tion online but involve very long precomputation latency and
require very large memory. DOTE performs both precompu-
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Figure 4: TE quality when aiming to minimize the maximum link utilization with 8 shortest paths per demand. Candlesticks
depict results across hundreds of demands; the boxes are from the 25th to the 75th percentile, the whiskers range from min to
max value, dashed lines capture other percentiles of interest. DOTE achieves much lower MLU compared to the alternatives.
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Figure 5: TE quality when aiming to maximize total flow with two different tunnel choices.

tation on historical demands (training the DNN) and online
computation (invoking the DNN). SMORE’s online com-
putation involves solving an LP to optimize over predicted
demand matrices and so its latency is roughly as high as the
LP’s latency in the table. To compute Racke’s routing trees,
SMORE requires several hours on the larger topologies.

The table shows that DOTE’s inference time is faster than
the latency of using LPs to optimize over one (predicted)
DM. The LP’s latency is on par with results in recent stud-
ies [4, 40]. DOTE’s online computation is short because it is
effectively a few matrix multiplications.9 LP computation la-
tency increases super-linearly with the network size and prior
work notes that solver times can exceed several minutes on
networks with thousands of nodes and edges [4, 40]; DOTE’s
inference latency on large WANs, such as KDL (see Table 4),
is still within a few seconds. DOTE’s training time is less
than 12 hours for PWAN and can be accelerated using stan-
dard methods (e.g., by parallelization, SIMD and other model
training enhancements).

9Input is 12 demand matrices and output is splitting ratios or one double
per tunnel per demand. On the large PWAN network, both the input and
output are a few tens of MBs.

COPE’s precomputation latency is a few orders of mag-
nitude higher than that of the demand-oblivious TE, which
is, itself, a couple orders of magnitude higher than that of
prediction-based TE. COPE also has much higher memory
requirements (over 256GB on PWAN); in fact, on PWAN,
COPE did not finish pre-computation even after four days on
a 8-core VM with 256GB running Gurobi [19] vers. 9.1, and
hence Figure 4 includes no results for COPE on PWAN. To
understand COPE’s runtime complexity better, we ran it on
WAN topologies from Topology Zoo [31] that are larger than
GEANT and PWANDC but smaller than PWAN. On Janet-
Backbone which has 29 nodes and 45 edges, COPE ran for
1.5 hours and on SurfNet (50 nodes, 68 edges), COPE did not
finish even in 10 hours. These results suggest that COPE is
inapplicable to large WANs.10

10Per Table 1 in [55], the previously published results on COPE are on
much smaller topologies than considered here.
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Figure 6: TE quality when aiming to maximize the concurrent flow for two different tunnel choices. For each demand matrix,
we compute the fraction of demand satisfied for each source and destination, and sort these values into a vector. Across many
hundreds of demand matrices, the candlesticks plot the average over all such allocation vectors. Note: allocating more flow is
better. The box in each candlestick is the 25th and 75th percentile (fractional allocation) and the whiskers go from min to max
value.
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Figure 7: TE quality when aiming to minimize MLU with all possible edge-disjoint paths.
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Figure 8: TE quality when aiming to minimize MLU with
routing trees chosen by SMORE.

4.3 Generalizing to Other TE Objectives and
Tunnel Choices

Here, we present results for two additional TE objectives –
maximizing multi-commodity-flow and maximizing concur-

rent flow– as well as two other choices for tunnels.

Note that some of the compared alternatives to DOTE,
namely, demand-oblivious TE [8] and COPE [55], do not
readily apply to these TE objectives (as both build on results
from oblivious routing theory that provide provable guaran-
tees for MLU minimization), and it is not clear how to extend
them to other objectives. Our evaluation of DOTE for these
metrics is therefore restricted to benchmarking against the
omniscient oracle and prediction-based TE.

Maximizing Total Flow: Figure 5 compares DOTE with
prediction-based TE on all four WANs for two different tun-
nel choices when the TE objective is to carry as much total
flow as possible while respecting capacity constraints. Ob-
serve that DOTE carries substantially more flow and closely
approximates the TE quality of the omniscient oracle. As
before, the gap between DOTE and prediction-based TE is
larger on WANs where demands are less predictable (i.e., all
WANs but Abilene) and at the higher percentiles. Generally,
DOTE may be able to carry 10% to 20% more flow.
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Maximizing Concurrent Flow: Figure 6 compares DOTE
with the omniscient oracle and prediction-based TE when the
TE objective is to maximize the minimum fraction of demand
satisfied across all demands. Observe that DOTE fully allo-
cates almost all of the demands (the upper candlesticks are
at y = 1), whereas prediction-based TE allocates a smaller
fraction of the demanded volume for many more demands.

Tunnel choice does not qualitatively change our results for
TE performance; contrast Figure 7 and Figure 8 with Figure 4.
Note that when using Racke’s routing trees (as in SMORE)
prediction-based TE coincides with SMORE.

4.4 Coping with Network Failures
Figure 9 shows how DOTE performs, in terms of MLU,
when different numbers of (randomly chosen) links fail in the
PWAN topology. As noted in §3.6, DOTE assumes that source
nodes (or tunnel heads [44]) identify tunnels that fail and re-
balance traffic proportionally among the surviving tunnels.
The figure compares DOTE with two variants of prediction-
based TE: DM Pred. which, similar to DOTE, has no a priori
knowledge of future traffic demands or the link faults, and
FA DM Pred. which is identical to DM Pred. except that it is
fault-aware, i.e., knows the links that will fail. Our quality
metric is still normalized MLU except that we now normalize
based on an omniscient oracle that has perfect knowledge of
both future traffic demands and the failures.

Our results show that DOTE outperforms both demand-
prediction-based TE (DM Pred.) and demand-prediction-
based TE with oracle access to future failures (FA DM Pred.)
for many concurrent link failures with different tunnel choices.
We interpret this result as indicating that the error in demand
predictions weights more heavily on attaining a good TE ob-
jective than the confusion induced by these link failures. Our
results on other topologies (Abilene, GEANT, and PWANDC)
and for the maximum-multicommodity-flow objective show a
similar trend (Figure 13 and Figure 14).

4.5 Robustness to Traffic Noise and Drift
Robustness to unexpected traffic changes. To assess
DOTE’s robustness to noisy traffic, we evaluate DOTE on
the GEANT, Cogentco, and GtsCe WANs [31], where each
demand in the realized DM is independently multiplied by
a factor chosen uniformly at random from [1−α,1+α] for
α ∈ {0.1,0.25,0.35}. Our results (see §D) show that under
such traffic perturbations, the distance, in terms of MLU, from
the omniscient oracle remains low across all evaluated WANs
(e.g., 2%, 2.9%, and 3.8% for α = 0.1,0.25,0.35 for GEANT
with edge-disjoint tunnels).

Robustness to natural traffic drift. We investigate to what
extent the quality of DOTE’s TE configurations deteriorates
when DOTE is not frequently retrained. We quantify the dis-
tance from the omniscient oracle, in terms of both MLU and

maximum-multicommodity-flow, of the average weekly value
achieved by DOTE on the Abilene and GEANT WANs over
4 consecutive weeks (without retraining DOTE). See Table 3
and Table 4 in the Appendix. Our results show that while the
distance from the optimum increases over time, in general,
DOTE remains close to the optimum (within a few % on aver-
age) even weeks after the model is trained. This suggests that
DOTE can provide high quality TE even if it was re-trained
once every month. DOTE’s training time (see Table 2) allows
for much more frequent retraining.

5 Limitations and Future Research

We believe that our investigation of direct optimization for
WAN TE has but scratched the surface and outline below
current limitations of our approach, as well as intriguing di-
rections for future research.

Extending DOTE to support latency-sensitive traffic. To
accommodate latency-sensitive traffic, the following strategy
(similarly to [34]) could be employed: reserve shortest paths
(tunnels) for such traffic and always schedule short/latency-
sensitive traffic flows to these paths.

More expressive neural network architectures. Our real-
ization of DOTE uses a relatively simple neural network that
does not leverage knowledge of the WAN topology. Con-
sequently, the neural network has to (implicitly) learn the
network topology during training. Directly incorporating the
WAN structure into DOTE using Graph Convolutional Net-
works [56] could potentially lead to faster training and/or
better quality solutions.

Extending DOTE to incorporate data-driven tunnel se-
lection. Our discussion of DOTE assumed an underlying
tunnel-selection scheme. DOTE can be extended to support
data-driven tunnel-selection by adding DNN output variables
specifying a probability distribution over a finite set of can-
didate tunnels (e.g., shortest-path, edge disjoint, SMORE).
At the beginning of each time epoch, the tunnels to be used
in that time epoch would be chosen according to this proba-
bility distribution. DOTE’s optimality results extend to this
setting. We defer a more thorough study of data-driven tunnel
selection (e.g., not limited to a finite set of predetermined
candidate tunnels) to future research.

Learning to contend with link failures. We described (§3.6)
an approach for dealing with link failures in the data plane.
An alternative is incorporating fault tolerance into the DNN
training process by introducing random link failures.

6 Related Work

(WAN) TE. TE has been extensively studied [5, 7, 10, 11, 14,
16, 22, 24, 26–28, 37, 39, 57, 59] in a broad variety of settings,
including legacy networks [13, 17], datacenter networks [6],
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Figure 9: Coping with different numbers of random link failures on PWAN; the candlesticks show the distribution over 1700
different randomly chosen failure cases.

and backbone networks [27]. SDN-controlled WAN TE has
also received extensive attention [11, 22, 24, 35, 37–39, 59].

TE via oblivious routing, COPE, and SMORE. Oblivi-
ous routing optimizes worst-case MLU across all possible
DMs [8, 9, 42]. Since oblivious routing does not exploit any
information about past traffic demands, it naturally yields sub-
optimal solutions [8, 37]. COPE [55] optimizes MLU across
a set of DMs spanned by previously observed DMs, while
retaining a worst-case performance guarantee. Since COPE
both extends oblivious routing and optimizes over ranges of
demand matrices, its optimization phase is extremely time-
consuming (§4.2). The key conceptual difference between
DOTE and such “robust TE” schemes is in the goal of the
pre-computation. Instead of emitting a single TE configura-
tion that minimizes some cost function (specifically, MLU)
over some predetermined set of DMs, DOTE’s objective is
to identify a mapping from a vector of DMs from the recent
past to the next TE configuration. DOTE thus achieves higher
flexibility by being able to emit different TE configurations on
a case-by-case basis, and is also able to pick up on temporal
patterns in traffic demands. SMORE [37] employs Racke’s
oblivious routing trees [42] to produce static tunnels that are
robust to traffic uncertainty, with traffic splitting ratios still op-
timized with respect to the (inferred/predicted) future traffic
demands. Thus, SMORE can be thought of as a instantiation
of prediction-based TE.

Online TE [14, 15, 27], wherein traffic configurations (such
as splitting ratios) adapt automatically and in short timescales
to the observed demands is an enticing design point for TE,
but is challenging to achieve. TexCP [27] requires WAN
routers to offer novel explicit feedback, while MATE [14]
relies on changes in end-to-end latency and hence takes much
longer to react and converge and is also less stable [27]. Re-
cently deployed TE schemes [22, 24] (see §2 and Figure 3)
are simpler and easier to deploy because they replace such
distributed, closed-loop, short-timescale control with central-
ized, open-loop and periodic adaptation. We view online TE
as complementary to DOTE; DOTE could be used to periodi-

cally compute a TE configuration while online TE could be
continuously used in between DOTE updates to tweak this TE
configuration in response to changes in network conditions.

Reinforcement-learning-based TE. Demand-prediction-
based and RL approaches to TE are contrasted in [54] in terms
of MLU only on a small network (12 nodes and 32 edges) for
synthetic traffic patterns and a model of hop-by-hop routing
that does not capture routing along tunnels. Our theoretical
and empirical results reveal that DOTE’s stochastic optimiza-
tion scheme outperforms both demand-prediction-based and
RL-based TE.

Some recent work on TE [4, 40] speeds up the multicom-
modity flow computations that underpin TE optimization by
effectively breaking the large LPs into smaller problems that
can be solved in parallel. However, these approaches still rely
on predicted demand matrices (unlike DOTE). DOTE offers
an alternate way to speed up TE: replacing the LP solver with
invocations of a fairly small DNN. This has the potential to
be innately more efficient.

7 Conclusion

We presented a new framework for WAN TE: data-driven
end-to-end stochastic optimization using only historical infor-
mation about traffic demands. Our theoretical and empirical
results establish that this approach closely approximates the
optimal TE configuration, significantly outperforming previ-
ously proposed TE schemes in terms of both solution quality
and runtimes.
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Appendix

A Predictability of WAN TE Traffic

Figure 10(a) plots the inter-data-center traffic demand be-
tween the pair of data centers with the highest average de-
mand over the course of a week. Similarly, Figure 10(b) plots
the normalized volume of customer-facing traffic for the pair
of nodes with the highest average demand over the course of
a week. Demands are shown at 5-minute granularity and are
normalized by the peak demand. As shown in Figure 10(a),
inter-data-center traffic demands exhibit very distinct diurnal
and hourly patterns. Indeed, the figure also presents the pre-
dictions of a linear regression model trained on data from the
3 preceding weeks, which takes as input the traffic demands
observed in the previous hour (at 5-minute granularity), and
outputs the predicted traffic demand for the upcoming 5 min-
utes. In contrast, the predictions of a linear regressor for
customer-facing traffic, as shown in Figure 10(b), are quite
often far from the actual traffic demands.

B Analytical Results

B.1 Minimizing Max-Link Utilization

We next prove that, for an infinitely expressive TE function,
i.e., when each history of DMs can be independently mapped
to a TE configuration, and in the limit of infinite empirical
data sampled from the underlying Markov process’ stationary
distribution, DOTE attains optimal performance. This estab-
lishes that our approach is fundamentally sound, and so high
performance in practice can be achieved by acquiring suffi-
cient empirical data and employing a sufficiently expressive
decision model (e.g., a deep enough neural network).

For the sake of analysis, we make the following simpli-
fying assumptions. We first assume that the set of possible
history realizations, which we denote by H, is finite. Let Dmax
denote an upper bound on the maximum traffic demand be-
tween a source-destination pair, cmin denote the minimum link
capacity, and pmax denote the maximum number of tunnels
interconnecting a source-destination pair. Note that any valid
TE configuration specifies, for each source-destination pair, a
point in the pmax-dimensional simplex (specifying its splitting
ratios across at most pmax tunnels); let R denote the space of
valid TE configurations. Let π : H → R denote a mapping
from history to TE configuration. π can be represented as a
vector with |H|×n2 × (pmax −1) components.11 Since each
element in this vector is itself a vector in the pmax-dimensional
simplex, we have that ∥π∥ ≤

√
|H|n2(pmax −1) .

= B, where
∥ · ∥ is the Euclidean norm. We make the following observa-
tion.

11Note that we dropped the subscript θ in π, as in our analysis we consider
the space of all possible TE configurations, and not a specific parametrization.

Proposition 1. The loss function L(π(Dt−1, . . . ,Dt−H),Dt)
is convex in π and ρ-Lipschitz, with ρ = Dmax/cmin.

Proof. fe is, by definition, linear in the traffic splitting ratios
and so in π. Since the max is a convex function, we have
that L is convex in π. Similarly, since each component in

fe
c(e) is Dmax/cmin-Lipschitz, the maximum is also Dmax/cmin-
Lipschitz.

We now consider an idealized stochastic gra-
dient descent (SGD) algorithm where at each it-
eration k we sample Dt ,Dt−1, . . . ,Dt−H from the
probability distributions P(Dt−1, . . . ,Dt−H) and
P(Dt |Dt−1, . . . ,Dt−H), and update πk+1 = Pro j{πk −ηvk},
where vk ∈ ∂L(πk(Dt−1, . . . ,Dt−H),Dt) denotes a subgradi-
ent of the objective function12, and Pro j denotes a projection
onto the simplex for each (s,d) pair. The final output after K
iterations is π̄ = 1

K ∑
K
k=1 πk.

The next theorem, based on Theorem 14.12 in [49],
bounds the loss of this algorithm. Let L̄(π) =
E [L(π(Dt−1, . . . ,Dt−H),Dt)] denote the expected loss of a
TE function, and let π∗ ∈ argminπ L̄(π) denote the optimal
TE function.

Theorem 2. For every ε > 0, if SGD is run for K ≥ B2ρ2

ε2

iterations with η =
√

B2

ρ2K , then the output of SGD satisfies

E
[
L̄(π̄)

]
≤ L̄(π∗)+ ε,

where the expectation is w.r.t. the sampling by the algorithm.

Theorem 2 shows that without function approximation (the
TE function space spans all possible mappings from history
to TE configuration), and with infinite data (the algorithm con-
tinuously samples from the true demand distribution), SGD
converges to the optimal TE function with arbitrary precision.
In practice, we relax both assumptions. In DOTE we sample
from a large, but finite, dataset of historical demands, and use
a parametric model (specifically, a neural network) to map
from an infinite set of possible histories to valid TE configura-
tions. Our empirical results show that, with enough data and
a deep enough neural network, the approximate TE function
DOTE learns is still very close to optimal.

B.2 Maximum-Multicommodity-Flow and
Maximum- Concurrent-Flow

We begin by stating a general convergence result for quasi-
convex functions that satisfy certain assumptions. We then
proceed to show that both maximum-multicommodity-flow
and maximum-concurrent-flow indeed satisfy these assump-
tions, implying their convergence.

12The objective is not necessarily differentiable everywhere because of
the max, but the subgradient exists for every π.
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(b) Customer-facing traffic

Figure 10: Inter-data-center traffic and customer-facing traffic over the course of a week, along with the predictions of a linear
regression model for the time-series.

B.2.1 General results

We begin by providing an analysis of stochastic quasi-convex
optimization, under general assumptions. In the next sec-
tion, we will show that maximum-multicommodity-flow and
maximum- concurrent-flow are special cases of this setting.13

Our analysis builds on two studies – the analysis of stochastic
normalized subgradient of [20], which is for smooth and un-
constrained problems, and the study of [33], which considered
non-smooth quasi-convex optimization.

A quasi-convex function f (x) satisfies that its level sets,
L( f ;α) = {x| f (x)≤ α}, are convex sets for all α.

We first define a normalized subgradient in the context
of quasi-convex functions, following [33]. The normal
cone to a convex set X at point x is defined by N(X ,x) =
{q ∈ Rn|⟨q,y− x⟩ ≤ 0 ∀y ∈ X} . The set of subgradients at
a point x are given by N(L( f ; f (x)),x). The set of nor-
malized subgradients, Q( f ;x), at a point x, are given by
Q( f ;x) = S(0,1)∩N(L( f ; f (x)),x), where S(0,1) is the n-
dimensional sphere of radius 1. These are directions of ascent
– normalized vectors such that taking an infinitely small step
in their direction is guaranteed to not decrease the function.

In the following, we consider a general stochastic optimiza-
tion problem:

min
x∈X

ED∼P(D) [ f (x,D)] , (1)

where f is quasi-convex in x for every D.
We will further assume the following. Let B(z,r) denote

the n-dimensional ball centered on z with radius r.

Assumption 1. Set X is convex and bounded by
B(0, B̄). The function f is bounded by B. It
is also G-Lipschitz and quasi-convex in x for every
D. Furthermore, Q( 1

M ∑
M
i=1 f (x,Di);x) ̸= /0 for any x /∈

13While we present results for quasi-convexity, the extension of these
results to quasi-concave problems is immediate.

argminy
1
M ∑

M
i=1 f (y,Di), and for every D1, . . . ,DM , we have

that 1
M ∑

M
i=1 f (x,Di) is quasi-convex in x.

Note that the last requirement in Assumption 1 is not imme-
diate, as the sum of quasi-convex functions is not necessarily
quasi-convex.

The stochastic normalized subgradient method we consider
works as follows [20]. At each iteration k we sample a mini-
batch {Di}b

i=1 ∼ P(D) and define fk =
1
b ∑

b
i=1 f (x,Di). We

then update xk+1 = Pro j{xk −ηvk}, where vk ∈ Q( fk;xk) de-
notes a subgradient of the minibatch, and Pro j denotes a
projection onto the set X . The final output after K iterations
is x̄K = argminx1,...,xK

fk(xk).
The analysis in [20] bounds the error of the normalized

subgradient method, for smooth and unconstrained functions.
We next adapt it to our setting.

The next definition adapts a central definition from [20] to
our non-smooth setting.

Definition 1. (SLQC) Let x,x∗ ∈ Rn, κ,ε > 0. We say that
f is (ε,κ,x∗)-strictly-locally-quasi-convex (SLQC) in x if at
least one of the following applies. (1) f (x)− f (x∗)≤ ε. (2)
Q( f ;x) ̸= /0 and for any ∆ ∈ Q( f ;x), and every y ∈ B(x∗, ε

κ
),

it holds that ⟨∆,y− x⟩ ≤ 0.

We next show that the Lipschitz and quasi-convex proper-
ties in Assumption 1 suffice to establish SLQC.

Lemma 1. Let f satisfy Assumption 1. Fix D, and let x∗ ∈
argminx∈X f (x;D). Then f is (ε,G,x∗)-SLQC for all x ∈ X.

Proof. Assume f (x;D)− f (x∗;D) > ε. Let Z denote the
f (x;D)-level set of f (x;D). Let ∂Z be the boundary of Z. By
definition of the level set, for every z ∈ ∂Z, f (z)− f (x∗)> ε.
From the Lipschitz property then, for every z ∈ ∂Z we must
have ∥z− x∗∥ ≥ ε

G . Since Z is convex, we therefore have that
B(x∗, ε

G )⊂ Z. From Assumption 1, Q( f ;x) ̸= /0, and from the
definition of Q( f ;x), we have that for every y ∈ B(x∗, ε

G ), if
∆ ∈ Q( f ;x) then ⟨∆,y− x⟩ ≤ 0.
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We next show that with high probability, the subgradient
of each minibatch is a descent direction for the expected
objective in (1).

Lemma 2. Let Assumption 1 hold, and let x∗ ∈
argminx∈X ED∼P(D) [ f (x,D)]. Assume that the minibatch

size satisfies b = O
(

8nB2 log(GB̄/δ)
ε2

)
. Then, with probabil-

ity at least 1− δ, we have that the minibatch average fk =
1
b ∑

b
i=1 f (x,Di) is (ε,2G,x∗)-SLQC in xk.

Proof. Let

ξ =
1
b

b

∑
i=1

f (x∗,Di)−ED∼P(D) [ f (x
∗,D)] .

From Hoeffding’s inequality, we have that

P(|ξ| ≥ t)≤ 2exp
(
−2bt2

B2

)
.

Thus, if b ≥ B2 log(2/δ)
2t2 we have that with probability 1− δ,

|ξ|< t.
Let x∗k ∈ argminx∈X

1
b ∑

b
i=1 f (x,Di). Let

ξ
′ =

1
b

b

∑
i=1

f (x∗k ,Di)−ED∼P(D) [ f (x
∗
k ,D)] .

Then, using a covering number argument [50], we have that
for b ≥ nB2 log(GB̄/δ)

2t2 , with probability 1−δ, |ξ′|< t. We have
that

1
b

b

∑
i=1

f (x∗k ,Di)≤
1
b

b

∑
i=1

f (x∗,Di)≤ ED∼P(D) [ f (x
∗,D)]+ξ,

and

ED∼P(D) [ f (x
∗,D)]−ξ

′≤ED∼P(D) [ f (x
∗
k ,D)]−ξ

′≤ 1
b

b

∑
i=1

f (x∗k ,Di).

Therefore,

1
b

b

∑
i=1

f (x∗,Di)−
1
b

b

∑
i=1

f (x∗k ,Di)≤ ξ+ξ
′.

Now, similarly to the proof of Lemma 1, assume that
1
b ∑

b
i=1 f (xk,Di) − 1

b ∑
b
i=1 f (x∗k ,Di) > ε. We choose b =

O
(

8nB2 log(GB̄/δ)
ε2

)
such that with probability 1−δ, ξ+ξ′ ≤

ε/2.
We therefore have:

1
b

b

∑
i=1

f (xk,Di)−
1
b

b

∑
i=1

f (x∗,Di)> ε− (ξ+ξ
′)≥ ε

2
.

For simplicity, we denote f̄ (x) = 1
b ∑

b
i=1 f (x,Di). Note that

f̄ is quasi-convex, by Assumption 1. Let Z denote the f̄ (xk)-
level set of f̄ (x). Let ∂Z be the boundary of Z. By definition

of the level set, for every z ∈ ∂Z, f̄ (z)− f̄ (x∗)> ε/2. From
the Lipschitz property then, for every z ∈ ∂Z we must have
∥z− x∗∥ ≥ ε

2G . Since Z is convex, we therefore have that
B(x∗, ε

2G ) ⊂ Z. From Assumption 1, Q( f̄ ;x) ̸= /0, and from
the definition of Q( f̄ ;x), we have that for every y ∈B(x∗, ε

2G ),
if ∆ ∈ Q( f̄ ;x) then ⟨∆,y− x⟩ ≤ 0.

We are finally ready to present the converge result.

Theorem 3. Let Assumption 1 hold. Suppose we run
the stochastic normalized subgradient method for K ≥
4G2∥x1−x∗∥2

ε2 iterations, η = ε/2G, and the minibatch size sat-

isfies b = O
(

8nB2 log(KGB̄/δ)
ε2

)
. Then with probability 1−2δ,

we have that f (x̄K)− f (x∗)≤ 3ε.

Proof. This is a direct application of Theorem 5.1 of [20],
where we used Lemma 2 to guarantee that at each iteration
the minibatch is SLQC, as required in [20]. We note that by
our Definition 1, the proof in [20] holds without change to the
non-smooth setting. The projection onto the set X requires a
straightforward modification to the proof of [20], where the
first equality in their proof of Theorem 4.1 should be a ≤.
The rest of the proofs remain unchanged.

B.2.2 Results for Maximum-Multicommodity-Flow

We formally define the problem as follows.
for each tunnel T , let xT denote the flow on that tunnel,

and let xe = ∑
T :e∈T

xT , for each edge e, denote the total flow on

edge e. We define

γ = max
(

max
e

xe

Ce
,1
)
,

and normalize the flows by γ, yielding normalized flows on a
tunnel,

yT =
xT

γ
,

and correspondingly, total normalized flows from source s
to target t, ys,t = ∑

T∈Pst

yT . Let x = {xT} denote our decision

variables. Given a demand matrix D, the Max-MCF objective
is

fMMCF(x,D) = ∑
s,t

min(Ds,t ,ys,t).

We next show that fMMCF is Lipschitz.

Lemma 3. For any tunnel T and x ≥ 0, xT
γ(x) ≤Cmax.

Proof. Let e∈ T , then by the definitions of γ(x) and xe, γ(x)≥
xe
ce
≥ xT

Cmax
.

Lemma 4. fT (x) = xT
γ(x) is Lipschitz on Rn

+, and its Lipschitz

constant is at most K = 2 · Cmax
Cmin

.
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Proof. Assume, without loss of generality, that f (x)≥ f (y).
Case 1: γ(y) = 1

| f (x)− f (y)|
= f (x)− f (y)

=
xT

γ(x)
− yT

γ(y)

=
xT

γ(x)
− yT

≤ xT − yT

≤ |xT − yT |
≤ ∥x− y∥1

≤ 2 · Cmax

Cmin
· ∥x− y∥1,

where the first inequality is since γ(x) ≥ 1, and the third
inequality is by the definition of ∥x∥1.
Case 2: γ(y) =

ye0
Ce0

> 1, for some edge e0.

| f (x)− f (y)|
= f (x)− f (y)

=
xT

γ(x)
− yT

γ(y)

=
xT

γ(x)
− yT

γ(x)
+

yT

γ(x)
− yT

γ(y)

=
1

γ(x)
· (xT − yT )+

yT

γ(y)
· 1

γ(x)
(γ(y)− γ(x))

≤ 1
γ(x)

· (xT − yT )+
yT

γ(y)
· 1

γ(x)

(
ye0

Ce0

−
xe0

Ce0

)
≤
∣∣∣∣ 1
γ(x)

· (xT − yT )+
yT

γ(y)
· 1

γ(x)

(
ye0

Ce0

−
xe0

Ce0

)∣∣∣∣
≤ 1

γ(x)
· |xT − yT |+

yT

γ(y)
· 1

γ(x)

∣∣∣∣ ye0

Ce0

−
xe0

Ce0

∣∣∣∣
≤ |xT − yT |+

Cmax

Cmin
· |ye0 − xe0 |

≤ 2 · Cmax

Cmin
· ∥x− y∥1,

where the first inequality is since γ(y) =
ye0
Ce0

, γ(x)≥ xe0
Ce0

, yT ≥
0, and γ > 0, the third inequality is since |a+b| ≤ |a|+ |b|,
the fourth inequality is by Lemma 3 and since γ(x)≥ 1, and
the last inequality is by the definitions of ∥x∥1, xe and since
|a+b| ≤ |a|+ |b|.

Proposition 2. The function fMMCF is Lipschitz, and its Lips-
chitz constant is at most ∑s,t ∑p∈Pst 2 · Cmax

Cmin
.

Proof. By Lemma 4 and as a sum and minimum of Lipschitz
functions.

We next state two lemmas that we will use in our analysis.

Lemma 5. For any a,b ≥ 0, c,d > 0 and λ ∈ [0,1], we have
that min

( a
c ,

b
d

)
≤ λa+(1−λ)b

λc+(1−λ)d .

Proof. Let f (λ) = λa+(1−λ)b
λc+(1−λ)d . Then,

f ′(λ) =
(a−b)(λc+(1−λ)d)− (c−d)(λa+(1−λ)b)

(λc+(1−λ)d)2

=
ad −bc

(λc+(1−λ)d)2 .

Also, f (0) = b
d , f (1) = a

c , and f ′(λ) has a fixed sign for any
λ ∈ [0,1]. Therefore, f (λ)≥ min( a

c ,
b
d ).

Lemma 6. Let x = {xT}, x′ = {x′T}, and λ ∈ [0,1]. Let x′′ =
{λxT + (1 − λ)x′T}, and let γ, γ′ and γ′′ be the respective
normalization constants. Then γ′′ ≤ λγ+(1−λ)γ′.

Proof. We have that

γ
′′ = max

(
max

e

x′′e
Ce

,1
)

= max
(

max
e

λxe +(1−λ)x′e
Ce

,1
)

≤ max
(

max
e

λxe

Ce
,λ

)
+max

(
max

e

(1−λ)x′e
Ce

,1−λ

)
= λmax

(
max

e

xe

Ce
,1
)
+(1−λ)max

(
max

e

x′e
Ce

,1
)

= λγ+(1−λ)γ′.

We next show that Max-MCF satisfies Assumption 1.

Proposition 3. The function fMMCF is Lipschitz and bounded.
Its maximum is obtained inside a convex set X. Furthermore,
for every D1, . . . ,DM , we have that 1

M ∑
M
i=1 f (x,Di) is quasi-

concave in x

Proof. By definition, xT ≥ 0 for all T . Let Cmax = maxe Ce,
and consider T -dimensional hypercube X = [0,Cmax]

T . By
definition, for every x ≥ 0 that is outside X , there is an x′ ∈ X
with an equivalent objective value. To see this, let γ the
normalizing constant for x, and set x′ = x/γ. Then,

x′T =
xT

max
(

maxe
xe
Ce
,1
) ≤ xT

max
(

maxe
xe

Cmax
,1
) ≤ xT

xT
Cmax

=Cmax.

But the normalizing factor for x′ is 1, so x and x′ have the
same objective value.

Clearly, fMMCF is bounded by ∑s,t ∑T :e∈T Cmax.
The function is Lipschitz by proposition 2.
Let f̄MMCF(x) = 1

M ∑
M
i=1 fMMCF(x,Di). We shall now show

that for any x,x′ ∈ X , and λ ∈ [0,1], f̄MMCF(λx+(1−λ)x′)≥
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min{ f̄MMCF(x), f̄MMCF(x′)}, proving that f̄MMCF is quasi-
concave. We denote by γ′ and y′ the respective normaliza-
tion constant and normalized flows corresponding to x′. We
also denote x′′ = λx+(1−λ)x′, and let γ′′ and y′′ denote its
corresponding normalization constant and normalized flows,
respectively.

min(
M

∑
i=1

∑
s,t

min(Di
s,t ,ys,t),

M

∑
i=1

∑
s,t

min(Di
s,t ,y

′
s,t))

=min(
M

∑
i=1

∑
s,t

min(Di
s,t , ∑

T∈Pst

xT

γ
),

M

∑
i=1

∑
s,t

min(Di
s,t , ∑

T∈Pst

x′T
γ′
))

=min(
1
γ

M

∑
i=1

∑
s,t

min(γDi
s,t , ∑

T∈Pst

xT ),
1
γ′

M

∑
i=1

∑
s,t

min(γ′Di
s,t , ∑

T∈Pst

x′T ))

≤
λ

M
∑

i=1
∑
s,t

min(γDi
s,t , ∑

T∈Pst

xT )+(1−λ)
M
∑

i=1
∑
s,t

min(γ′Di
s,t , ∑

T∈Pst

x′T )

λγ+(1−λ)γ′

=

M
∑

i=1
∑
s,t

min(λγDi
s,t ,λ ∑

T∈Pst

xT )+min((1−λ)γ′Di
s,t ,(1−λ) ∑

T∈Pst

x′T )

λγ+(1−λ)γ′

≤ 1
λγ+(1−λ)γ′

M

∑
i=1

∑
s,t

min
(

λγDi
s,t +(1−λ)γ′Di

s,t ,

λ ∑
T∈Pst

xT +(1−λ) ∑
T∈Pst

x′T

)

=
M

∑
i=1

∑
s,t

min
(

Di
s,t ,

1
λγ+(1−λ)γ′ ∑

T∈Pst

(λxT +(1−λ)x′T )
)

≤
M

∑
i=1

∑
s,t

min(Di
s,t , ∑

T∈Pst

x′′T
γ′′

)

=
M

∑
i=1

∑
s,t

min(Di
s,t ,y

′′
s,t),

where the first inequality is by Lemma 5, the second inequal-
ity is since min(a,b)+min(c,d)≤ min(a+c,b+d), and the
third inequality is by Lemma 6.

Lemma 7. Let x /∈ argmaxy f (y), x∗ ∈ argmaxy f (y), and let
γ, γ∗ be the respective normalization constants.
If f (x+λ(x∗−x))≥ λγ∗ f (x∗)+(1−λ)γ f (x)

λγ∗+(1−λ)γ for any λ∈ [0,1], then
Q( f ;x) ̸= /0.

Proof. The directional derivative of f along x∗− x at x:

∇x∗−x f (x) = lim
h→0+

f (x+h(x∗− x))− f (x)
h∥x∗− x∥

≥ lim
h→0+

hγ∗ f (x∗)+(1−h)γ f (x)
hγ∗+(1−h)γ − f (x)

h∥x∗− x∥

= lim
h→0+

hγ∗

hγ∗+(1−h)γ ( f (x∗)− f (x))

h∥x∗− x∥

≥ lim
h→0+

γ∗

max(γ∗,γ) ( f (x∗)− f (x))

∥x∗− x∥
> 0.

Therefore, since L( f ; f (x)) is convex, − x∗−x
∥x∗−x∥ ∈Q( f ;x).

Lemma 8. Let x = {xT}, x′ = {x′T}, and λ ∈ [0,1]. Let x′′ =
{λxT + (1 − λ)x′T}, and let γ, γ′ and γ′′ be the respective
normalization constants. Then,
f̄MMCF(x′′)≥ λγ f̄MMCF (x)+(1−λ)γ′ f̄MMCF (x′)

λγ+(1−λ)γ′ .

Proof.

f̄MMCF (x′′) =
M

∑
i=1

∑
s,t

min(Di
s,t , ∑

T∈Pst

x′′T
γ′′

)

≥
M

∑
i=1

∑
s,t

min
(

Di
s,t ,

1
λγ+(1−λ)γ′ ∑

T∈Pst

(λxT +(1−λ)x′T )
)

=

M
∑

i=1
∑
s,t

min
(

λγDi
s,t +(1−λ)γ′Di

s,t ,λγ ∑
T∈Pst

xT
γ
+(1−λ)γ′ ∑

T∈Pst

x′T
γ′

)
λγ+(1−λ)γ′

≥

M
∑

i=1
∑
s,t

(
min(λγDi

s,t ,λγ ∑
T∈Pst

xT
γ
)+min((1−λ)γ′Di

s,t ,(1−λ)γ′ ∑
T∈Pst

x′T
γ′ )

)
λγ+(1−λ)γ′

=
λγ f̄MMCF (x)+(1−λ)γ′ f̄MMCF (x′)

λγ+(1−λ)γ′
,

where the first inequality is by Lemma 6 and the second
inequality is since min(a,b)+min(c,d)≤ min(a+ c,b+d).

Proposition 4. Q( f̄MMCF ,x) ̸= /0 for any x /∈
argmaxy f̄MMCF(y)

Proof. By Lemma 8 where x = x∗,x′ = x, and by Lemma
7.

Since Assumption 1 holds, Theorem 3 guarantees that the
stochastic normalized subgradient method will converge to
an optimal solution of the Max-MCF objective.

B.2.3 Results for Maximum-Concurrent-Flow

Given a demand matrix D, the Max-Concurrent-Flow objec-
tive is

fMCONC(x,D) = min({
ys,t

Ds,t
}s,t∈V,Ds,t>0 ∪{1}).

We assume that when Ds,t ̸= 0, there is a minimal value ε for
Ds,t , corresponding, e.g., to a single packet. We next show
that Max-Concurrent-Flow satisfies Assumption 1.

Proposition 5. The function fMCONC is Lipschitz, and its
Lipschitz constant is at most max

s,t

(
∑p∈Pst

2·Cmax
ε·Cmin

)
.

Proof. By Lemma 4 and as a sum, minimum and multiplica-
tion by a constant of Lipschitz functions.
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Proposition 6. The function fMCONC is Lipschitz and
bounded. Its maximum is obtained inside a convex set X. Fur-
thermore, for every D1, . . . ,DM , we have that 1

M ∑
M
i=1 f (x,Di)

is quasi-concave in x

Proof. The claims in the beginning of proposition 3 hold
for fMCONC, and therefore its maximum is obtained inside a
convex set.

Clearly, fMCONC is bounded by 1.
The function is Lipschitz by proposition 5.
Let f̄MCONC(x) = 1

M ∑
M
i=1 fMCONC(x,Di). We shall now

show that for any x,x′ ∈ X , and λ ∈ [0,1], f̄MCONC(λx+(1−
λ)x′)≥ min{ f̄MCONC(x), f̄MCONC(x′)}, proving that f̄MCONC
is quasi-concave. We denote by γ′ and y′ the respective nor-
malization constant and normalized flows corresponding to
x′. We also denote x′′ = λx+(1−λ)x′, and let γ′′ and y′′ de-
note its corresponding normalization constant and normalized
flows, respectively.

min(
M

∑
i=1

min(

{
ys,t

Di
s,t

}
∪{1}),

M

∑
i=1

min(

{
y′s,t
Di

s,t

}
∪{1}))

=min(
M

∑
i=1

min(


∑

T∈Pst

xT
γ

Di
s,t

∪{1}),
M

∑
i=1

min(


∑

T∈Pst

x′T
γ′

Di
s,t

∪{1}))

=min(
1
γ

M

∑
i=1

min(


∑

T∈Pst

xT

Di
s,t

∪{γ}), 1
γ′

M

∑
i=1

min(


∑

T∈Pst

x′T

Di
s,t

∪
{

γ
′}))

≤
λ

M
∑

i=1
min(

{
∑

T∈Pst
xT

Di
s,t

}
∪{γ})+(1−λ)

M
∑

i=1
min(

{
∑

T∈Pst
x′T

Di
s,t

}
∪{γ′})

λγ+(1−λ)γ′

=

M
∑

i=1
(min(

{
∑

T∈Pst
λxT

Di
s,t

}
∪{λγ})+min(

{
∑

T∈Pst
(1−λ)x′T

Di
s,t

}
∪{(1−λ)γ′}))

λγ+(1−λ)γ′

≤

M
∑

i=1
min(

{
∑

T∈Pst
λxT+ ∑

T∈Pst
(1−λ)x′T

Di
s,t

}
∪{λγ+(1−λ)γ′})

λγ+(1−λ)γ′

=
M

∑
i=1

min(


∑

T∈Pst

λxT+(1−λ)x′T
λγ+(1−λ)γ′

Di
s,t

∪{1})

≤
M

∑
i=1

min(


∑

T∈Pst

x′′
γ′′

Di
s,t

∪{1})

=
M

∑
i=1

min(

{
y′′s,t
Di

s,t

}
∪{1}),

where the first inequality is by Lemma 5, the second inequal-
ity is since min(a,b)+min(c,d)≤ min(a+c,b+d), and the
third inequality is by Lemma 6.
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Figure 11: Accuracy of predicting demands; results from
different prediction methods.

Lemma 9. Let x = {xT}, x′ = {x′T}, and λ ∈ [0,1]. Let x′′ =
{λxT + (1 − λ)x′T}, and let γ, γ′ and γ′′ be the respective
normalization constants. Then,
f̄MCONC(x′′)≥ λγ f̄MCONC(x)+(1−λ)γ′ f̄MCONC(x′)

λγ+(1−λ)γ′ .

Proof.

f̄MCONC(x′′) =
M

∑
i=1

min(


∑

T∈Pst

x′′
γ′′

Di
s,t

∪{1})

≥
M

∑
i=1

min(


∑

T∈Pst

λxT+(1−λ)x′T
λγ+(1−λ)γ′

Di
s,t

∪{1})

=

M
∑

i=1
min(

 λγ ∑
T∈Pst

xT
γ
+(1−λ)γ′ ∑

T∈Pst

x′T
γ′

Di
s,t

∪{λγ+(1−λ)γ′})

λγ+(1−λ)γ′

≥

M
∑

i=1

(
min(

{
λγ ∑

T∈Pst

xT
γ

Di
s,t

}
∪{λγ})+min(

 (1−λ)γ′ ∑
T∈Pst

x′T
γ′

Di
s,t

∪{(1−λ)γ′})
)

λγ+(1−λ)γ′

=
λγ f̄MCONC(x)+(1−λ)γ′ f̄MCONC(x′)

λγ+(1−λ)γ′
,

where the first inequality is by Lemma 6 and the second
inequality is since min(a,b)+min(c,d)≤ min(a+ c,b+d).

Proposition 7. Q( f̄MCONC,x) ̸= /0 for any x /∈
argmaxy f̄MCONC(y)

Proof. By Lemma 9 where x = x∗,x′ = x, and by Lemma
7.

Since Assumption 1 holds, Theorem 3 guarantees that the
stochastic normalized subgradient method will converge to
an optimal solution of the Max-Concurrent-Flow objective.
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Figure 12: Impact of demand prediction accuracy on max-
link-utilization.

C A Closer Look at Demand Prediction

Our results in §4 considered a demand-prediction-based
scheme that utilizes linear regression. We next contrast lin-
ear regression with other prediction methods on our datasets.
Specifically, we consider the following prediction methods:
linear regression, ridge regressing, random forrest, and au-
toregressive model. With the exception of the autoregressive
model, each of these schemes predicts the next traffic demand
for each source-destination pair using only that specific pair’s
recently observed 12 most traffic demands, i.e., the predic-
tion for each pair is independent from the prediction for other
pairs (as in SWAN [22]). The autoregressive model, in con-
trast, predicts the entire next DM from the 12 most recently
observed DMs, to allow for detecting correlations between
different pairs that might be conducive for prediction.

Figure 11 plots the accuracy of the different predictors, as
quantified by the root-mean-squared-error, for the two pub-
licly available WAN datasets. The accuracy is normalized
by the average traffic demand for the dataset and presented
in log-scale. Our results for PWAN and PWANDC exhibit
similar trends. As shown in the figure, linear regression and
ridge regression achieve the best results on average on both
WANs. We also considered a DNN-based predictor with a
single hidden layer with 128 neurons and ReLU activation
functions, but its performance was strictly dominated by lin-
ear regression on the test data (results omitted). Moreover,
treating source-destination pairs individually attains better
accuracy than that provided by the autoregressive model. We
believe that this is because, on the one hand, the previous traf-
fic demands for a single pair already contain a lot of valuable
information and, on the other hand, the much larger input
and output of the autoregressive model (entire DMs vs. single
demands) makes effective learning more difficult.

Figure 12 plots the implications of choosing different
predictors for TE performance, as quantified by the max-
link-utilization, benchmarked against DOTE. Observe that
DOTE outperforms all considered flavors of demand-based-
prediction TE, and also that accuracy in demand prediction
does not always translate to better TE performance, exem-

plifying the potential objective mismatch between the two,
discussed in the Introduction.

D Robustness to Unexpected Traffic Changes

We consider the GEANT, Cogentco, and GtsCe network
topologies with edge-disjoint tunnels. For Cogentco, and
GtsCe we use the gravity model to generate demands for both
train and test. To evaluate the implications of unexpected traf-
fic changes, we add noise to the test set by multiplying each
demand independently by a factor sampled uniformly at ran-
dom from the range [1−α,1+α] for α ∈ {0.1,0.25,0.35}.

Recall that for GEANT, DOTE generates TE configurations
that are extremely close to the optimum (less than 2%). Our
results show that even under random traffic perturbations, the
distance from the omniscient oracle remains low; 2%, 2.9%,
and 3.8% for α = 0.1,0.25,0.35, respectively. For α = 0.35,
the distance from the omniscient oracle was 0.01% in the
median, 13% in the 90th percentile, and no higher than 28%
even in the 99th percentile.

For both Cogentco and GtsCe, DOTE’s trained model is
roughly 0.5% from the omniscient oracle on the test demands
are perturbed. This is because traffic is generated using the
gravity model naturally does not reflect the intricate tempo-
ral patterns and complexity of real-world traffic. Even after
perturbing the traffic in our experiments DOTE achieved near-
optimal performance. Specifically, on Cogentco, the average
distance from the omniscient oracle was 0.54%, 0.57%, and
0.6% for α = 0.1,0.25,0.35, respectively. For α = 0.35, the
distance from the omniscient oracle was 0.56% in the median,
1% in the 90th percentile, and 1.4% in the 99th percentile.
On GtsCe, the average distance from the omniscient oracle
was 0.51%, 0.56%, and 0.61% for α = 0.1,0.25,0.35 respec-
tively. For α = 0.35, the distance from the omniscient oracle
was 0.57% in the median, 1% in the 90th percentile, and 1.4%
in the 99th percentile.

Tunnels Week 1 Week 2 Week 3 Week 4
Abilene 8 SP 0.7 0.3 1.0 1.5
Abilene edge-disjoint 2.1 2.4 2.4 2.0
GEANT 8 SP 1.4 2.7 2.9 3.1
GEANT edge-disjoint 0.7 1.6 2.0 2.5

Table 3: Average weekly distance from the omniscient oracle
achieved by DOTE for MLU across 4 consecutive weeks

Tunnels Week 1 Week 2 Week 3 Week 4
Abilene 8 SP 1.6 2.1 3.9 6.2
Abilene edge-disjoint 1.1 1.4 3.1 5.5
GEANT 8 SP 4.9 4.7 5.0 4.8
GEANT edge-disjoint 6.3 6.8 6.9 6.4

Table 4: Average weekly distance from the omniscient ora-
cle achieved by DOTE for maximum-multicommodity-flow
across 4 consecutive weeks
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E Stochastic Optimization Loss Function Pseu-
docode

Function 1 Stochastic Optimization Loss Function Pseu-
docode

G = (V,E,c) // capacitated directed graph that models the
WAN topology
U = {(i, j)|i ∈V, j ∈V, i ̸= j} // all pairs of nodes
T = ∪(s,t)∈U Ps,t // the set of all tunnels
A|U |×|T | // specifies, for each pair of nodes i∈U and tunnel
j ∈ T whether tunnel j interconnects the nodes in i

Ai, j =

{
1 j ∈ Pi

0 otherwise
B|T |×|E| // specifies, for each tunnel i and edge j, whether
tunnel i contains edge e

Bi, j =

{
1 j ∈ i
0 otherwise

C|E|×1 // vector representing WAN link capacities
Ci,1 = c(i)

function LOSS(DNNout put ,DMnext )
DNN|T |×1

out put // the output of the DNN

DM|U |×1
next // the (actual) next demand matrix

// × and / are element-wise operations
// 1. Compute the splitting ratios
PathsSplit |T |×1 = DNNout put × (AT (1.0/A ×

DNNout put))
// 2. Calculate the flow on each edge
FlowOnEdges|E|×1 = BT ((AT × DMnext) ×

PathsSplit)
// 3. Compute the maximum-link-utilization
MaxLoad = max(FlowOnEdges/C)
return MaxLoad

end function

F Additional Failure Results

Analogous to Figure 9, Figure 13 shows the behavior un-
der faults for the Abilene, GEANT and PWANDC topolo-
gies respectively. Figure 14 shows the results for maximum-
multicommodity-flow.
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Figure 13: Understanding the behavior of DOTE under failures on different WAN datasets. The results are qualitatively similar
to Figure 9.
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Figure 14: Coping with a random link failure when aiming to maximize the total flow for two different tunnel choices.
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Dashlet: Taming Swipe Uncertainty for Robust Short Video Streaming

Zhuqi Li, Yaxiong Xie, Ravi Netravali, Kyle Jamieson

Princeton University

Abstract

Short video streaming applications have recently gained sub-
stantial traction, but the non-linear video presentation they
afford swiping users fundamentally changes the problem of
maximizing user quality of experience in the face of the va-
garies of network throughput and user swipe timing. This
paper describes the design and implementation of Dashlet, a
system tailored for high quality of experience in short video
streaming applications. With the insights we glean from
an in-the-wild TikTok performance study and a user study
focused on swipe patterns, Dashlet proposes a novel out-of-
order video chunk pre-buffering mechanism that leverages a
simple, non machine learning-based model of users’ swipe
statistics to determine the pre-buffering order and bitrate. The
net result is a system that outperforms TikTok by 28-101%,
while also reducing by 30% the number of bytes wasted on
downloaded video that is never watched.

1 Introduction

Short video streaming applications like TikTok and YouTube
Shorts have rapidly risen in popularity, attracting billions of
active users per month [31, 32, 41] and consistently topping
popularity lists for mobile apps [33]. Unlike typical video
streaming, the median duration of short videos is around
14 seconds [4]. During operation, these apps generate an
ordered playlist of short videos (e.g., based on a search or
user-specific recommendations), and users watch them seri-
ally, with the ability to swipe from one to the next at any time.
To provide an immersive experience and keep users engaged,
short video streaming applications should minimize the video
rebuffering time and maximize the video bitrate, which is
modeled by quality-of-experience (QoE) [1, 3, 11, 13].

Although the aforementioned goals are consistent with
those in traditional video streaming scenarios, existing ABR
algorithms [2,16,22,36,40] are ill-suited for interactive, short
videos. The reason is that predicting user swipes is difficult,
and swipe times dictate both which video content will be
viewed and when during a session. However, existing algo-
rithms assume that the user will watch content sequentially to
completion, and will hence buffer chunks (i.e., multi-second
blocks of video) in that order. The deleterious effects, shown
in Fig. 1, are twofold: (1) many chunks may be downloaded
in the current video but never viewed if the user swipes before
their playback, wasting resources and adding delays for the
chunks that are required, and (2) users may swipe to the next
video and incur significant rebuffering because that video’s
chunks have not been downloaded yet.

1 2
1

Video download

Video play
User swipe

3

1 2 3 11 2 1

2
1 2

1

Video download

Video play
User swipe

3
Waste of 

download

Video download

Video play

Video 1
Video 2

1 2 3 1

2
1 2

1
Rebuffering

User swipe

Figure 1: In short video apps, user swipes dictate the playing order
of video chunks (and thus, the optimal chunk downloading order).

The fundamental challenge is that there are far too many
possible chunk viewing sequences—the user may swipe at
any position in each short video, and expects seamless (i.e.,
no stalls) playback for both the current video, and the next
one upon a swipe. The problem thus becomes how to find (at
any time during playback) a buffering sequence of chunks
in this large search space that maximizes QoE by simultane-
ously minimizing rebuffering time and wasted bandwidth.

To understand how commercial short streaming platforms
attempt to address these challenges, we have conducted a
detailed examination of TikTok in the wild (§2). Our key
finding is that TikTok does download chunks out of order, but
follows a generic algorithm that hedges against immediate re-
buffering in the face of fast user swipes (it always pre-buffers
the first chunk for the next five videos regardless of network
conditions, user patterns, and/or video). This, however, en-
tails substantial QoE penalties and wasted data consumption,
as we will show via results from our own study of user swipe
patterns across two distinct sets of users on a college campus
and Amazon Mechanical Turk (§3). Specifically, we find
substantial heterogeneity in the swipe patterns across users,
with each warranting a different chunk downloading strategy.

A naïve solution would be to simply predict user swipes—
if accurate, this would reduce the problem to a traditional
streaming setting since chunk viewing sequences would be
known a priori. However, predicting user behavior in in-
teractive applications has consistently proven to be diffi-
cult [6, 21, 26]. Instead, we take a more fundamental ap-
proach that is rooted in an understanding of where swipe
predictions are actually helpful (and actionable).

We present Dashlet, a new video streaming algorithm for
short video applications (§4). The underlying insight behind
Dashlet is that application playback constraints predetermine
the relative priorities between many chunks that are candi-
dates for buffering. More specifically, (1) later chunks in a
video are only reachable via earlier ones, and (2) later videos
are only reachable via swipes from earlier ones. To prioritize
among the remaining chunks, e.g., the next chunk in a given
video vs. the first chunk in the next video, only coarse grained
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information about swipe timings in videos is required. We
show, via our user study, that although users tend to exhibit
multimodal swipe patterns (complicating chunk prioritiza-
tion) across videos, distributions from aggregating users’
swipes per video provide a clear enough signal about which
mode to expect. This information is readily available to
current short video platforms, and our finding is spiritually
aligned with past studies that highlight similarities in user
engagement for certain video content [35, 43].

Building on this, Dashlet develops functions that charac-
terize the expected rebuffering time for each potential chunk
that could be downloaded, as a continuous function over both
the expected download and playback times. These functions
embed the aforementioned inter-chunk relationships, as well
as rough swipe likelihoods at video start and end. Using
these functions, Dashlet employs a greedy algorithm to de-
termine the set of ordered chunks that should be downloaded
in the current time horizon to minimize expected rebuffer-
ing delays for a given network estimate and across potential
viewing sequences. This buffer sequence then feeds directly
into a traditional ABR algorithm, which determine bitrates
for those chunks that maximize overall QoE. Dashlet further
improves upon existing short video systems by not prema-
turely binding bit rate decisions across entire short videos,
and not letting the network idle at any point in time.

We have implemented Dashlet in the DASH framework [8],
and compare with the TikTok mobile app with both a human
subjects study and a trace-drive study1. Across these condi-
tions, we find that Dashlet outperforms TikTok by 28-101%
in QoE values, including 8-39% improvement on video bi-
trate, 1.6-8.9× reduction on rebuffering penalty, and 30%
reduction on data wastage. Dashlet’s QoE improvement
varies with the network throughput, i.e., 543.7%, 221.4%,
and 36.6% over TikTok when the throughput is 2-4, 4-6, and
10-12 Mbps, respectively. The improvement diminishes with
throughput approaching to 20 Mbps because both Dashlet
and TikTok are getting closer to optimum. Further, Dashlet
is tolerant to errors in swipe distributions: QoE degradations
are only 10% with distribution errors of 50%. We will open
source our datasets and implementation post publication.

2 A TikTok Case Study

We examine how TikTok, a state-of-the-art short video app,
operates. We first describe its basic architecture (§2.1), be-
fore analyzing its operation and limitations (§2.2).

2.1 Short Video Streaming Primer

Unlike traditional streaming apps that divide video into
chunks of equal time duration, TikTok splits each video into
size-based chunks. For each supported bitrate, if the video

1We release the code with the following url: https://github.com/
PrincetonUniversity/Dashlet under the MIT Open Source License.
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Figure 2: System architecture of TikTok and other short video apps.

file is smaller than 1 MB, TikTok treats the entire video as one
chunk; else, the first chunk is the first MB, and the remaining
video becomes the second. This chunking strategy enhances
reliability, as TikTok pre-buffers first chunks (to cope with
swipe uncertainty) so chunking in terms of bytes eliminates
first-chunk size variance from variable bitrate encoding.

Upon receiving a client session request either via a
keyword search or category selection (e.g., recommended
videos), the server generates an ordered list of short videos
to serve (Fig. 2). The server then ships a manifest file to the
client which embeds the URL, as well as information about
the number of chunks (multi-second blocks of video) and
available bitrates, per video in the ordered list. The client op-
erates much like a traditional streaming player (e.g., DASH),
maintaining a playback buffer for downloaded video and em-
ploying an adaptive bitrate (ABR) algorithm to determine
what chunk to download next, when, and at what bitrate.

A key difference between traditional and short video
streaming is that the client maintains one logical buffer per
video in the server-provided manifest file, which contains
information for an ordered group of 10 videos. The client
requests a new manifest file after it downloads all the first
chunks of the videos in the current manifest. Video playback
operates sequentially within each logical buffer and across
buffers (in the specified order); user swipes and video com-
pletion trigger the playback to move to the head of the buffer
for the next video. To cope with such semantics, ABR algo-
rithms for short videos have the ability to download chunks
for any of the videos in the manifest file at any time.

TikTok provides four bitrate options for each video: 480p,
560p low, 560p high, and 720p, with bitrate adaptation occur-
ring only at video-level (and not chunk-level) granularity. We
hypothesize this is because the first 1 MB of a video encoded
at different bitrates corresponds to different time durations,
precluding seamless bitrate switches for the latter chunk, i.e.,
content would be missed or repeated. As we will discuss,
such constraints significantly limit TikTok from adapting to
variations in network capacity during user sessions.

2.2 Analysis of TikTok

To study TikTok in a controlled and systematic manner,
we perform our analysis over emulated networks using
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Figure 3: An illustrative video downloading and video playing trace of TikTok, with associated video bitrate and buffer occupancy statistics.

Mahimahi [23]. We log in to TikTok with a two-year old
account and mirror its screen to a Linux desktop with scr-
cpy [28] and use the pyautogui tool [24] to replay aggregated
user swipe traces that were collected from our user study
(described in §3). During experiments, we use the mitm-
proxy [5] to collect and decrypt TikTok’s network traffic.
From the deciphered HTTP messages and headers, we are
able to extract for each requested chunk, the video that it per-
tains to, its index in that video, the requested bitrate, and the
download start/end time. Finally, we develop a screen analy-
sis tool using pyautogui and opencv [17] to record duration
of each rebuffering event (§5.1 further details our setup).

2.2.1 Chunk Download Control

TikTok’s download control algorithm depends both on instan-
taneous network throughput and the client’s internal buffer
status: Fig. 3a illustrates its decisions (i.e., order and timing
of chunk downloads across videos, bitrates used each time)
during a representative two-minute session. We plot client-
side playback buffer occupancy in Fig. 3b, which shows
the number of videos with at least one downloaded (but un-
played) chunk. We see that TikTok spends most of its time
downloading the first chunk of videos, and downloads the
second chunk when and only when the video starts to play,
e.g., the download of the second chunk of video two and the
play-start of video two start simultaneously at t = 22 s.

Our analysis indicates that TikTok proceeds according to
three discrete states, cycling among the three in order to han-
dle one group-of-ten videos. At startup and the start of every

group-of-ten, the ramping-up state continuously downloads
first chunks to build up buffers. After accumulating five first
chunks at t = 18 seconds, TikTok starts to play the buffered
video and enters the maintaining state, where it aims to
maintain a constant five buffered first chunks. Upon play-
ing a new video (due to user swipe or reaching the end of a
video), the client fetches one first chunk from the buffer, trig-
gering TikTok to immediately initiate download of the first
chunk of the next video in the manifest, as indicated by the
additional download events corresponding to either swipes or
video changes due to end of video in the green “maintaining
state” regions of Fig. 3a. We see in Fig. 3b that as the down-
loading of each first chunk finishes, buffer levels return to
five, the high water mark buffering level TikTok has chosen.
The advantage of the maintaining state is resilience to quick
user swipes: in the second group-of-ten of Fig. 3 (t = 110),
the user swipes early in multiple consecutive videos, quickly
draining the buffer, but TikTok experiences no rebuffering
since its buffer contains the five first chunks.

Finally, after downloading all the first chunks of the 10
videos listed in the current manifest file, TikTok enters the
prebuffer-idling state, where it stops initiating any new
downloads of first chunks. Meanwhile, TikTok continues
video playback, consuming video chunks in its buffer, so
buffer occupancy decreases monotonically in this state, as
shown in Fig. 3b. Our hypothetical explanation of this idle
period is that TikTok is waiting to measure the user’s reaction
(swiping early means they might not be interested in the
content) to the videos TikTok recommends in last round
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Figure 4: The number of downloaded videos inside the buffer
when TikTok starts to download the first chunk of a new video via
networks with capacity of (a) 10 Mbit/s and (b) 3 Mbit/s.

(manifest file), so it can assess its recommendation quality
and adjust the subsequent round’s recommendation before
sending the next manifest file.

In contrast to the resilience of the maintaining state, Tik-
Tok becomes somewhat vulnerable in the prebuffer-idling
state, where TikTok drains the buffer by itself. For example,
TikTok experiences rebuffering in the middle of two video
groups in Fig. 3. At that moment, TikTok has no buffered
first chunk and at the same time spends a long time down-
loading the second chunk of the current video, leaving no
time budget for downloading the first chunk of next video.
In such a case, one user swipe results in rebuffering.

When the user starts to watch the ninth of the group-of-ten
videos listed in a manifest, TikTok exits prebuffer-idle and
begins afresh in the ramp-up state to download the videos
listed in the next manifest file. The cycle through these three
states repeats for each group-of-ten.

2.2.2 Network and Swipe Input Adaptation

We now investigate the effects of swipes, buffer occupancy,
and the network on TikTok’s bitrate and buffering choices. To
measure the impact of the network on buffering strategy, we
control network capacity to 10 and 3 Mbit/s using Mahimahi
and plot the number of buffered first chunks at the moment
TikTok initiates a download of the first chunks, in Fig. 4.
Combing Fig. 4a and 4b, we see that TikTok adopts the same
buffering strategy regardless of network capacity.

Next, we analyze the joint impact of network throughput
and buffering status on Tiktok’s bitrate decisions. We collect
instantaneous network throughput and buffer status coupled
with TikTok’s bitrate decisions, for 5,300 videos, and plot
the results in Fig. 6. In the figure, the x-axis is the network
throughput of the one-second period before the downloading
of that video, i.e., the time period within which TikTok makes
its decisions about the bitrate. The y-axis is the number of
downloaded first chunks in the buffer. The color of a tile
represents the average bitrate R of the video, which is given
by R = S/L where S is the size of the video in bits and
L is the length of the video in seconds. Some tiles are not
colored because the combination of the throughput and buffer
status is not seen during our measurement, e.g., when the
throughput is 16 Mbit/s, we always observe four downloaded
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first chunks in the buffer. We observe that bitrate decisions
correlate positively with network throughput, but observe no
evidence for correlation with buffer status.

2.2.3 Buffering logic on different versions of TikTok

Our reverse engineering tool can only decipher complete
TikTok telemetry information up to version v20.9.1. To
investigate whether there are any updates in the buffering
algorithm between v20.9.1 and the newest TikTok version
(v26.3.3), we use scripts to watch the same videos on differ-
ent versions, under the same network throughput and swipe
pace. We record the number of bytes downloaded versus time
with tcpdump. Fig. 5 shows an example trace for the two
versions of TikTok. By correlating the downloading traces at
different throughput and swipe speed, we infer that v20.9.1
and v26.3.3 use similar or identical buffering logic. In the
rest of the paper, we only present v20.9.1 results.

2.2.4 Limitations of Current Short Video Streaming

Despite pre-buffering the beginnings of short videos, TikTok
has a fundamentally static approach to coping with swipe
uncertainty, with no evidence for adaptation across differ-
ent videos or users. This approach is often too cautious or
aggressive, manifesting in two particular ways:

Lack of swipe prediction. TikTok prioritizes the download-
ing of the first chunk, assuming that the user always swipes
frequently, and delays the downloading of the second to the
beginning of video playback. As we will show next however,
there are indeed some users who swipe early when watching
a video, but there also a significant number of users who
watch most of many videos and swipe at the end or not at
all. So, the urgency of downloading the second chunk varies
with users and videos: a fixed rule cannot handle all cases.

Premature bitrate binding. TikTok groups the first MB
of video data into the first chunk but selects the bitrate for
both chunks according to the network conditions present
during the first, prematurely binding the system into that
bitrate for both. By design, there is often a large time lag
between the downloading of the first and second chunks, as
discussed above (the median gap between first and second
chunk downloads is 25 s., with an interquartile range of 23 s.),
resulting in a potential mismatch with network conditions
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that change in the meantime.
Network Idling. As shown in Fig. 3a, TikTok has a prebuffer
idling state. In the contrast, the buffer is not full and the
bitrate of videos still has room to improve. This also calls
for a better ABR algorithm to stream higher bitrate video by
utilizing the idle time in a better way.

To understand the mismatch between TikTok’s generic rule
and the varying user swipe patterns, in the next section, we
characterize the swipe patterns across real users and videos
via two user studies.

3 Characterizing User Swipes

To better understand the nature of user interactions (i.e.,
swipes) with short video applications, we conducted two
IRB-approved user studies. In each study, we present users
with a web-based short video streaming service that resem-
bles the interface offered by TikTok We considered 500 pop-
ular short videos gathered by crawling the videos displayed
on the TikTok landing page over time. The videos were
randomly ordered per session, and each user watches 20 min-
utes of video with the ability to swipe freely (all swipes are
recorded). Note that the number of videos watched by a
given user depends on the number of swipes they performed.

For generality, we performed two versions of this study:
1. College campus: we recruit 25 student volunteers who
collectively swipe 3,069 times during the study.
2. Amazon Mechanical Turk (“MTurk”): we recruit 258
different users. To ensure active user participation, we aug-
ment our web application to inject random interactivity tests
that ask users to swipe within 10 seconds. Users who fail
to swipe in time are entirely excluded from the study; users
who do swipe continue the experience, but we exclude the
forced swipe(s) from our final dataset. In total, we retain data
from 133 workers, which covers 15,344 swipes.

Overall swipe distributions. Fig. 7 shows the distribution of
swipe times across all video-user pairs in both studies. Users

are most likely to swipe either soon after video playback be-
gins or at the end of the video (manually or via auto-swiping
once the video completes); this is consistent with prior stud-
ies on user swipe patterns [44]. For instance, 29% and 42% of
swipes from MTurk users are within the first 20% or last 20%
of videos, respectively. Swipes between these two endpoints
occur, but far less often and with increasingly low likelihood
as users watch more videos, e.g., only 6% of swipes in the
College Campus dataset are in the 60–80% of videos.

Swipe distributions per video. Fig. 8 shows swipe prob-
abilities for four representative videos, aggregated across
users who watched each one in the two studies. Differ-
ent videos yield significantly different swipe distributions:
over 60% of swipes in videos (a) and 80% of swipes in
videos (d) come within the last few seconds (indicating low
swipe probabilities for these). Video (c) exhibits the opposite
pattern—60% of swipes in the first 20% of the video (in-
dicating high swipe probabilities)—while swipes in (b) are
more evenly distributed in time. Perhaps more importantly,
we observe substantial stability in the swipe distributions per
video across different user datasets: KL divergence values
between the MTurk and College Campus datasets are 0.2 and
0.8 for the median and 95th percentile videos, respectively.

Conclusions. Despite general similarities in swipe patterns,
users follow a few different modes of swiping (e.g., swiping
early in the chunk vs. not at all), each of which warrants a
different buffering strategy to ensure high QoE. Fortunately,
cross-user swipe data that is aggregated per video provides
a relatively stable indicator as to how likely swipes are (and
will be) in a given video, and (more coarsely) at what part
of the video they will occur. We show in §4 how Dashlet
leverages this coarse information – which is readily available
at existing short video servers – to make robust buffering
decisions that handle cross-user swipe traces.

4 Design

Dashlet leverages swipe distribution stability across videos
(§3) to get a coarse sense of the likelihood of swipes at differ-
ent video chunks. Coupling this information with constraints
on inter-chunk viewing sequences intrinsic to short video
applications, Dashlet models the expected rebuffering time

for each potential chunk as a continuous function over the ex-
pected download and playback times (§4.1), then employs a
greedy algorithm atop those functions to find a chunk buffer-
ing sequence that minimizes expected rebuffering delay over
a time horizon for a given network throughput estimate, and
across different user viewing sequences. Lastly, Dashlet
feeds that buffering sequence into a bitrate selection algo-
rithm (RobustMPC [40] in our implementation) to control
video chunk bitrate and optimize overall QoE (§4.2).
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Figure 9: Short video streaming model: the
player plays videos sequentially, switching to
the first chunk of the next video after a swipe.
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Figure 10: Chunk rebuffering delay depends
on the order between the play start time tp and
the download finish time t f .
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Figure 11: Three possible viewing se-
quences that start from chunk c11 and end
at chunk c21.

4.1 Forecasting Rebuffering Delay

Dashlet’s expected rebuffering functions aim to quantify user-
perceived delays across different chunk download times and
viewing sequences. We begin by explaining the construction
of these functions in a discrete setting where users can only
swipe at chunk boundaries; we then extend the discussion to
incorporate arbitrarily-timed user swipes.

System Model. Short video apps follow the flow shown
in Fig. 9. Each video consists of multiple chunks of chunk

time T . Within the ith video with Ni chunks, if the user does
not swipe, the video player plays its chunks ci j sequentially,
where j ∈ [0,Ni] is the chunk index. When playback reaches
the end of the video or the user swipes, the player jumps to the
first chunk of the next video. Since user swipe distributions
vary across videos (§3), we denote the probability that the
user swipes after watching chunk ci j as pi j. The list of the
chunks the user watches is a viewing sequence

Vs = [c11, . . . ,c1ki
,c21, . . . ,cK1, . . . ,cKkL

] (1)

where the user views the first ki chunks of the ith video,
assuming that the user watches L videos in total. Then the
probability distribution of ki is Pki

= {pi1, pi2, . . . , piNi
}. We

define Di j, the number of chunks that a user has watched
prior to chunk ci j:

Di j =
i−1

∑
l

kl +( j−1). (2)

By knowing the number of chunks that a user has watched
before ci j, the playback start time of ci j then will be Di j ·T .
As shown in Fig. 10, the expected rebuffering delay for some
chunk c depends on the relationship between the chunk’s
play start time tc

p and download finish time tc
f . There exists

no rebuffering if the chunk downloading finishes before the
play start time. Otherwise, rebuffering happens and the time
difference between tc

p and tc
f tells us c’s rebuffering delay:

T rebuf
c (tc

f , t
c
p) =

{

0, tc
f < tc

p

tc
f − tc

p, tc
f ≥ tc

p

(3)

The play start time of each chunk is determined by the view-
ing sequence Vs, as shown in Fig. 10. Since our goal is to

schedule c’s download to minimize rebuffering, we now for-
mulate a reward function to meet this goal, parameterized on
tc

f and averaging over all possible viewing sequences (which
are not under our control). The expected rebuffering delay of
chunk c given that chunk’s download finish time tc

f , across
all possible viewing sequences, is:

Erebuf
c (tc

f ) = ∑
Vs∈Φ

Pr(Vs) ·T
rebuf

c (tc
f , t

c
p(Vs)) (4)

where probability Pr(Vs) represents how likely a specific
viewing sequence Vs will appear based on user swipe distri-
bution data, tc

p(Vs) is c’s play start time in Vs, and Φ is the set
of all possible viewing sequences.

To calculate the expected rebuffering delay for a specific
chunk, we enumerate all possible viewing sequences that
reach this chunk, as Eq. 4 shows. For each sequence, we
compute how likely this sequence will appear based on user
swipe distributions, and then determine the play start time
of that specific chunk. Based on short video chunk playback
constraints (§1, p. ), we propose separate algorithms for
calculating the expected rebuffering delay of a video’s first
chunk, and remaining chunks, respectively.

First chunk of a video. The number of possible viewing se-
quences between chunk one of video one (c11) and chunk one
of video i (ci1) increases exponentially with i. On the other
hand, the number of sequences from the first chunk of the
previous to the first chunk of the current video is bounded by
the number of chunks in the former. For example (see Fig. 9),
there are three possible viewing sequences from chunk c21

to c31. We therefore enumerate the viewing sequences in a
recursive manner: deriving the viewing sequences that reach
the first chunk of the ith video based on the viewing sequence
of the first chunk of the (i−1)st video.

We start from the base case, viewing sequences from c11

to c21. Fig. 11 lists all three possible viewing sequences
that start from c11: we see that random variable D21 = k1

(cf. Eq. 2). Similarly, as shown in Fig. 10, D31 = D21 + k2

(cf. Eq. 1). The distribution of D31 is then:

PD31 [n0] =
n0−1

∑
i=1

PD21 [i] ·Pk2 [n0 − i] (5)
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Figure 12: Convolution of the PD21 [·] and PK2 [·] provides us the
probability distribution PD31 [·].

where PD31 [n0] means the probability of there are n0 chunks
before chunk c31 is viewed. This formula by definition is
the operation of convolution between D21 and k2, as shown
in Fig. 12. Without losing generality, the number of chunks
that user watches before chunk ci1, Di1, is D(i−1)1 + ki−1.
Therefore the distribution of Di1 is:

PDi1 = PD(i−1)1
∗Pki−1 . (6)

With the knowledge of Di1’s distribution for the first chunk
of all the videos, we calculate the expected rebuffering delay
of chunk ci1, as the function of download finish time:

Erebuf
ci1

(t f ) = ∑PDi j
[n] ·T rebuf

ci1
(t f ,(n+1)T ) (7)

Remaining chunks in a video. There exists only one view-
ing sequence from the first to later chunks of the same video:
Fig. 13 shows that c23 will be played when and only when
the user watches the i = 2nd video continuously without swip-
ing. For non-first chunk ci j, the number of chunks that user
watched before it, Di j, is the summation of Di1 and j − 1
since the user has to watch the first j−1 chunks in video i

before starting to watch it. Then the distribution of Di j is that
of Di1, delayed by j−1 chunks. In addition, the user might
swipe to the next video before watching ci j:

PDi j
[n0] = PDi1 [n0 − ( j−1)]× (1−

j−1

∑
m=1

pim). (8)

With the distribution of Di j, we follow the same procedure
to calculate expected rebuffering time for remaining chunks
in a video, according to Eq. 7.

Arbitrary user swipes. In reality, swipes do not only happen
after a chunk finishes. If the continuously-valued viewing
time for video i is κi, the PDF of κi is fκi

(t0). The play start

time of ci j, ∆i j, is a random variable, with PDF f∆i j
(t). For

the first chunk of video i, its playing start time t
ci1
f is also the

summation of the playing start time of the previous video

t
c(i−1)1

f and the time the user spends watching the previous
video κi−1. Following a similar principle, we compute f∆i1(t)
for the first chunk of a video i as

f∆i1(t) = f∆(i−1)1
(t)∗ fκi−1(t). (9)

𝑐𝑐11 𝑐𝑐21 𝑐𝑐23𝑐𝑐23
Swipe

𝑫𝑫𝟐𝟐𝟐𝟐+1
Swipe

𝒑𝒑𝟐𝟐𝟐𝟐 𝒑𝒑𝟐𝟐𝟐𝟐
𝑫𝑫𝟐𝟐𝟐𝟐 = 𝟐𝟐𝑫𝑫𝟐𝟐𝟐𝟐 = 𝟐𝟐𝑫𝑫𝟐𝟐𝟐𝟐 = 𝟑𝟑 𝑫𝑫𝟐𝟐𝟐𝟐+2

Figure 13: Starting from chunk c21, the user must watch the second
video continuously with swiping to reach chunk c23.

For subsequent chunks ci j, we also calculate the playing start
distribution based on the first chunk

f∆i j
(t) = f∆(i−1)i

(t − ( j−1) ·L) ·

(

1−
∫ ( j−1)·L

0
fκi
(x)

)

dx

(10)
Then the expected rebuffering function can be calculated
similarly to Eq. 7:

Ereb f
ci j

(x) =
∫ x

t=0
f∆i j

(t)×T reb f
ci j

(x, t)dt (11)

In the implementation, we approximate the continuous value
swipe distribution with a discrete distribution with the time
granularity of 0.1 seconds. The integral then can be approxi-
mated by the summation in the discrete distribution.

4.2 Determining Buffering Sequences

Given the preceding computation of expected rebuffering
delay for each chunk, Dashlet’s next task is to determine
an order of chunks to download (i.e., a buffering sequence)
that minimizes expected rebuffering delay over a lookahead
horizon. Prior schemes (e.g., MPC [40]) can then be used to
determine the bitrates for those chunks to optimize overall
QoE for the horizon. However, unlike prior schemes, the
horizon that we use is based on time (not chunks), since dif-
ferent user swipe patterns can translate into different numbers
of viewed chunks. Using a horizon sized to a fixed number of
chunks could result in optimization over very short viewing
times (negating the effects of longer-term planning). Our cur-
rent implementation uses a lookahead window of 25 seconds
based on empirical observations, which is equivalent to the
five chunks MPC uses. Chunk ordering relies primarily on
whether the user swipes near the beginning of the video or
not: e.g. if the user is highly likely to not swipe in c11, the
algorithm then needs to prioritize c12 over c21.

4.2.1 Selecting the candidate chunk set

To determine the set of chunks to consider, we enforce a
threshold on the minimum rebuffering penalty that each
chunk is expected to incur at the end of the horizon if it is not
included in the buffer sequence (Fig. 14(a)). Chunks whose
rebuffering penalty falls below the threshold are deemed as
unlikely to be viewed during the horizon (c32 in Fig. 14(a)),
and thus low priority for inclusion in the buffer sequence.
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Figure 14: An example to illustrate Dashlet’s algorithm.

Note that buffer sequences are constructed each time a chunk
download completes, so an excluded chunk for one hori-
zon may still be downloaded shortly (via inclusion in the
next horizon’s buffer sequence). We use an empirically-
configured value of 1/µ for threshold, which is the inverse
of the rebuffering penalty weight in our target QoE function.

Using the set of chunks to consider, our final task is to
order them in a manner that minimizes expected rebuffer-
ing penalties. We assign a bitrate to each chunk, and then
use estimated network bandwidth to determine when it will
complete donwloading (assuming some start time). This
allows us to compute expected rebuffering time per chunk
(§4.1). However, to bound computational complexity (since
download decisions must be fast) we temporarily assume an
equal bitrate per chunk that is set to the maximum bitrate,
which ensures that all chunks in the list will complete down-
loading before the horizon completes. Although exclusion
of per-chunk bitrate decisions here can result in suboptimal
orderings, these effects are marginal (evidenced by Dashlet’s
closeness to the Optimal scheme in §5.2), as priorities be-
tween chunks (and potential per-chunk viewing times) are
largely dictated by viewing constraints imposed by the appli-
cation (§4.1). Thus, minor discrepancies in bitrates across
chunks are unlikely to flip the priority order among them.

4.2.2 Priority-ordering the buffer sequence

To sort our list of chunks into a buffer sequence, we follow
a greedy algorithm, whereby we partition the horizon into
chunk-sized slots. For a given slot i, we select the chunk that
will incur the largest additional rebuffering penalty if it were
to be scheduled in slot i+1 rather than i. Fig. 14(b) shows
this process for a scenario in which chunk c11 just completed
downloading: c21 is assigned to slot 1 as its rebuffering
penalty jumps the most between slots 1 and 2; c12 is next as
it has the highest penalty for not going in slot 2, and so on.
Finally, using the generated buffer sequence, Dashlet applies
MPC’s algorithm to determine the bitrate for each chunk in
the buffer sequence in a way that optimizes the entire QoE
(not just minimizing rebuffering) for the horizon according to
the forecasted network throughput, i.e., the harmonic mean

over the observed throughputs in the last 5 chunk downloads.
We describe the above algorithm with a pseudo code in §A.

4.3 Implementation

Dashlet’s implementation includes one control module and
multiple buffer modules. The control module schedules
the chunk downloading and the buffer modules reuses the
DASH.js playback management implementation to download
video chunks. §B provides more implementation details.

5 Evaluation

We evaluate Dashlet across a variety of mobile network con-
ditions, real user swipe traces, and videos. Our key findings:

• Dashlet outperforms TikTok by 28-101% in terms of
average QoE, including 8-39% improvement on video
bitrate, 1.6-8.9× reduction on rebuffering penalty, and
30% reduction on data wastage.

• Dashlet’s QoE improvement varies with the network
throughput, i.e., 543.7%, 221.4%, and 36.6% over Tik-
Tok when the throughput is 2-4, 4-6, and 10-12 Mbps,
respectively. The improvement diminishes with through-
put approaching to 20 Mbps because both Dashlet and
TikTok are getting closer to optimum.

• Dashlet tolerates errors in swipe distributions: with errors
of 50%, Dashlet makes the correct buffering decisions
96.5% of the time, yielding an QoE reductions of only
10%. compared to cases with no distribution errors.

5.1 Methodology

Baselines. We compare Dashlet with the following systems:

• TikTok. We compare with TikTok App (version v.20.9.1).

• Oracle. We also run an ‘oracle’ baseline that serves as
an upper bound for QoE. The oracle is the RobustMPC
algorithm [40] running with perfect (a priori) knowledge
of both the user swipe traces and network throughput in
each experiment. With that information, the algorithm
knows the upcoming video viewing sequence at all times,
and can thus pick the buffer sequences (and bitrates) that
directly optimize QoE for the current network conditions.

Overall setup. All video clients run on a rooted Pixel 2
phone (Android 10). The Oracle algorithm and Dashlet run
in the Google Chrome browser (v. 97.0.4692.87), and contact
a local desktop which houses the videos accessed in each
experiment (described below). In contrast, TikTok runs as an
unmodified, native Android app and contacts Akamai CDNs
to fetch video content as it normally does. We checked the
location of the CDN content server node and verified it was
local to our area. All traffic to and from the phone passes over
emulated mobile networks (which run atop WiFi connections
with average speeds of ≈300 Mbps); to compensate for the
discrepancy in video servers, we added 6 ms of round trip
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delay to traffic for Dashlet and the Oracle algorithm, which
reflects the maximum ping time we observed to the CDN
used by TikTok.
Evaluation metrics. Short videos share similar goals of tra-
ditional video streaming [22, 40]: maximizing video bitrate,
minimizing rebuffering delays, and avoiding frequent bitrate
fluctuations, so we adopt a widely used QoE metric:

QoE = Rbitrate −µ ·Prebu f f er −η ·Psmooth (12)

where Rbitrate is the average video bitrate, Prebu f f er is the
cumulative penalty for rebuffering (i.e., stalled playback),
and Psmooth is the penalty for frequent bitrate switching across
adjacent chunks. We use the same values for µ and η as prior
work [40], i.e., µ = 3000 and η = 1.

Human subjects study for QoE. We conduct a small-scale
human study, where we recruit ten participants2. We ask
them to log in their own accounts to use TikTok under em-
ulated mobile networks (the videos are recommended by
TikTok)3. We randomly choose three network traces with
average throughput of 4± 0.1, 6± 0.1, 12± 0.1 Mbps re-
spectively. We record the content, quality, order of videos
TikTok streams to each user, and swipe timestamps. For the
evaluation of Dashlet, we first download every video that
users have watched in TikTok experiments and collect per-
video user swipe distributions with Amazon Mturk. We then
stream the same videos in the same order as TikTok using
Dashlet, under the same emulated network, during which we
replay the user swipes recorded in the TikTok experiment.
Take the analogy to machine learning: the “training set” we
use for Dashlet is collected by MTurk, and the testing set is
real users’ swipe. To quantify performance, we record the
quality of every video chunk and the rebuffering event to
calculate the QoE for both TikTok and Dashlet.

Human subjects study for users’ satisfaction. We let the
same group of participants use TikTok and Dashlet for in
total 30 minutes and ask them to rate the video quality and
smoothness after they finish. Each participant used both Tik-
Tok and Dashlet for three five-minute sessions under three
different network traces. Notice that the videos played in
TikTok and Dashlet are different in the study since the users
would behave differently if shown the same video once more,
e.g., users tend to swipe fast when they are already familiar
with the content in a video. For Dashlet, the swipe distribu-
tion is pre-collected with MTurk before the study.

Trace-driven study. We run a trace-driven study to scale up
the evaluation under different user swipe speed and network
traces. We use a script to automatically swipe in TikTok

2Among the ten participants, three of them are new users, three of them
are occasional users, and four of them are daily users.

3The only action that users perform in the study is to swipe to the next
video based on their watching experiences
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Figure 15: Throughput distribution for our network dataset.
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Figure 16: End-to-end result for human subjects study. (a) QoE (b)
Rebuffer percentage. (c) Bitrate reward (d) Smoothness penalty

based on the distribution shown in Fig. 7. In order to enforce
the same playing sequence (i.e., ordered list) of videos across
the considered systems, we exploit the fact that the order in
which videos are streamed with TikTok for a given keyword
search remains unchanged on the order of many days. We use
that same order across all systems and across experiments
with different network and swipe traces. Each experiment
considers 10 minutes of viewing time to match the average
session time for TikTok users [34]. Similar to our human
subjects study, we replay the same traces recorded from
TikTok experiments to evaluate Dashlet and Oracle. The
swipe distribution used for Dashlet in replay is collected
from another batch of user study via Amazon Mturk.

Network conditions. We consider the combination of two
sets of mobile network traces: (1) the FCC LTE dataset [9]
that is widely used in prior work [22, 40], and (2) a WiFi
trace dataset that we collected in January 2022 in a shopping
mall. Fig. 15 shows the average and standard deviation of
throughput traces in the combined dataset.

5.2 End-to-End performance

Human subjects study. Fig. 16 shows the end-to-end re-
sult for human subjects study, including QoE, rebuffering
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Network throughput (Mbps) 4 ± 0.1 6 ± 0.1 12± 0.1

TikTok quality 3.1 ± 0.83 3.2 ± 0.87 4.0±0.89
Dashlet quality 3.6±0.80 3.9±0.70 4.1±0.94
TikTok stall 2.8 ± 1.08 3.0±0.77 4.2±0.99
Dashlet stall 3.5±1.02 3.9±0.94 4.3±0.90

Table 1: User survey for TikTok and Dashlet. Each participant is
asked to score 1 (worst) to 5 (best) in terms of video quality (reso-
lution) and stall (rebuffer) under three different network throughput.
The sample questionnaire is shown in §D. Table summarizes the
average and standard deviation of the score.

Network throughput (Mbps) 4 ± 0.1 6 ± 0.1 12± 0.1

QoE -363.2 -287.9 -133.5
Rebuffer percentage 28.0% 24.8% 14.3%
Bitrate reward 77.2 96.6 97.8
Smoothness Penalty 0.38 0.12 0.02

Table 2: End-to-end result for MPC.

percentage, bitrate reward and smoothness penalty. There
are two key takeaways from these results. First, Dashlet
consistently outperforms TikTok across different network
throughput. Dashlet improve the average QoE over TikTok
by 101%, 64%, 28% on 4 Mbps, 6 Mbps, 12 Mbps respec-
tively. When break down the QoE into the components,
Dashlet reduces the rebuffering by 1.6-8.9x compared with
TikTok and improve the QoE by 8% - 39% with the cost of
marginal smoothness penalty. Second, Dashlet can reach the
close-to-optimal performance starting from 6 Mbps. While
TikTok does not achieve that even at 12 Mbps.

We also run experiments on MPC [40], a state of art tra-
ditional video streaming algorithm, on the same setup men-
tioned above. As a traditional video streaming algorithm,
MPC only prebuffers chunks for the current video. Table 2

summarizes the end-to-end result. Compared with Dash-
let, MPC incurs a much higher rebuffering as it experiences
rebuffer delay every time the user swipes to a new video.,
leading a significant lower QoE compared with Dashlet.

We also perform a experiment to understand the partic-
ipants’ satisfaction of the service provided by TikTok and
Dashlet. We let the participants watch videos using Tik-
Tok and Dashlet for five minutes, after which we conduct a
user survey by asking the participant to report their satisfac-
tion scores in terms of video quality (resolution) and stall
(rebuffer) conditions for both TikTok and Dashlet. Table 1
shows the users’ satisfaction towards the video resolution and
rebuffer for both TikTok and Dashlet on the human subjects
study. From the figure, we can see that Dashlet improves the
users satisfaction on both video resolution and rebuffering.

Trace-driven study. Fig. 17 shows the result for trace-driven
study. Key results are: (1) Dashlet’s QoE improvement
varies with the network throughput, i.e., 543.7%, 221.4%,
and 36.6% over TikTok when the throughput is 2-4, 4-6,
and 10-12 Mbps, respectively. The improvement diminishes
with throughput approaching to 20 Mbps. (2) Dashlet can
reach the optimal QoE at a much lower network throughput
than TikTok, i.e. Dashlet reaches the optimal at throughput
8-10 Mbps. While TikTok is close to the optimal at the
throughput 18-20 Mbps. (3) Dashlet consistently incurs a
lower rebuffering compared with TikTok.

5.3 Ablation study

We further perform an ablation study to understand the con-
tribution of five design components (detailed in Table 3).
Idle: TikTok has a prebuffer idle state as described in §2.2.1
while Dashlet does not. Chunking: TikTok splits the video
into one or two chunks while Dashlet splits the video into
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System Name Idle Chunking
Fix

bitrate
Buffer
order

Bitrate
selection

(1) Dashlet+Prebuffer idle (DID) T D D D D
(2) Dashlet+TikTok Chunking (DTCK) D T T D D
(3) Dashlet+TikTok buffer order (DTBO) D D D T D
(4) Dashlet+TikTok bitrate (DTBS) D D D D T
(5) TikTok+Dashlet bitrate (TDBS) T T T T D

Table 3: Setup for ablation study. We summarize the difference in
design components between Dashlet and TikTok and evaluate the
impact of corresponding design components. “T” and “D” denote
TikTok’s and Dashlet’s design components respectively.

various number of equal-length chunks. Notice that Tiktok’s
chunking also leads to a fix bitrate for chunks in the same
video. Buffer order: whether the system follows TikTok or
Dashlet’s buffer order. Bitrate selection. whether the system
follows TikTok or Dashlet’s bitrate selection. We implement
the TikTok’s logic for the corresponding design components
according to our TikTok analysis in §2.2. For the bitrate
selection, we use a lookup table to record the TikTok’s bi-
trate decision under different network throughput and buffer
level. Our implementation for TikTok’s bitrate choice will
then make the decision according to the look-up table.

We first investigate the performance drop when replacing
Dashlet’s design components with the corresponding Tik-
Tok’s design component. Fig. 18 shows the QoE difference
compared to Dashlet. Dashlet+Prebuffer idle (DID) curve
shows that having a prebuffer idle state will have a signifi-
cant negative impact at low throughput (e.g. 0-2 Mbps). But
when the impact diminishes as the network throughput is
above 4 Mbps. Similarly, TikTok’s chunking also has a
significant negative impact at the low network throughput.
The low network throughput forces TikTok to choose a low
video bitrate, but consequently increases the first chunk du-
ration, making TikTok more vulnerable to rebuffering when
swipe happens. TikTok’s buffering order (DTBO) selection
has significant negative impact on QoE until the throughput
reaches 14 Mbps. The bitrate selection (DTBS) have the
most significant impact on the QoE. Its impact to the QoE
dominants as the network throughput reaches 4-6 Mbps. By
digging deep in the reason, we find TikTok is very conser-

Figure 21: Data wastage and
network idle time. Boxes span
25-75th percentiles. Black lines
span min/max, and intersect at
the median for both properties.
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Figure 22: Dashlet’s chunk du-
ration’s impact on QoE (normal-
ized for 5-second chunk). Bars
list averages, with error bars for
one st. dev. in each direction.

vative in choosing high bitrate. We show the detail in §C.
One natural next question arises is that could we just simply
increase the request bitrate to improve the QoE. To answer
this question, we consider another ablation study case TDBS,
which includes TikTok’s design for all other components but
keeps the high bitrate choices as Dashlet. Fig. 19 shows
the comparison between TDBS and TikTok. with the higher
bitrate choices, TDBS performs worse than TikTok when the
network throughput is less than 12 Mbps. The key reason be-
hind is that TDBS has a higher rebuffer percentage compared
with TikTok. The takeaway is that TikTok’s low bitrate is a
result of adaptation to avoid rebuffering. Simply increase the
downloading bitrate could lead to a worse QoE.

5.4 Micro Benchmarks

Impact of Swipe and Network Speeds on QoE. Patterns
in network throughput and user swipes largely influence the
performance of short video streaming algorithms. To under-
stand the effect of each, we report Dashlet’s and TikTok’s
results for different network throughputs and swipe rates.
As shown in Fig. 20, the major factor that affects QoE with
Dashlet is the network throughput. Importantly, swipe speed
does not have a significant impact on Dashlet’s performance,
validating its robustness under different swipe patterns. In
contrast, both network throughput and swipe speed have a
large impact on TikTok’s QoE.
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Figure 25: Impact of network estimation er-
rors on Dashlet.

Network Idle and Data Waste. To dig deeper into Dashlet’s
performance gain over TikTok, we investigate network idling
and data wastage for both systems. Fig. 21 shows our re-
sults; note that the Oracle algorithm does not incur any data
wastage since it has perfect knowledge of user swipe times.
As shown, median data wastage and idle time for Dashlet are
29.4% and 45.5%, respectively, which are 30.0% and 35.9%
lower than those with TikTok. These improvements enable
Dashlet to stream video at higher bitrates than TikTok while
keeping rebuffering delays low.

The impact of chunk size on Dashlet’s QoE. Unlike TikTok
which breaks up videos by bytes, Dashlet (by default) breaks
up videos into 5-second chunks. We evaluated the impact that
chunk sizes have on Dashlet’s performance by considering
the following chunk sizes (based on prior work [42]): {2, 5,
7, 10} seconds. Note that we did not modify chunk sizes
for TikTok as we could not alter its video servers. As shown
in Fig. 22, Dashlet’s performance decreases as chunk sizes
grow, e.g., average QoE drops by 35.4% as chunk sizes grow
from 5 to 10 seconds. The reason is that data wastage grows
with larger chunk sizes: a user swipe at 1 second into a chunk
will result in more wasted bytes with a larger chunk size.

Decision Stability with Swipe Prediction Errors Dashlet
determines buffer sequences by leveraging (coarse informa-
tion from) users’ swipe distributions for each video. Thus,
a natural question is how robust are Dashlet’s decisions to
errors in those distributions, i.e., does it make the right deci-
sions even with different degrees of errors?

Recall that there are three inputs to Dashlet’s algorithm at
any time: the swipe distribution for each considered video,
the estimated network throughput, and the client-side player’s
current buffer state. The algorithm uses this information and
returns a buffer sequence of chunks to download, with the
first chunk in the ordered list indicating the action to perform
immediately, i.e., the chunk to download now. To answer
the above question, we profiled the above inputs throughout
our experiments, and then compared the actions selected by
Dashlet with those that it would select if the input swipe
distribution involved errors. In particular, we considered 10
versions of each video’s distribution by (roughly) modeling

its original distribution as an exponential one, and then alter-
ing the corresponding λ value to change the average swipe
time by 1±{0-50%} (in 10% increments).

Fig. 23 shows our results. As shown, 83.7% of Dashlet’s
decisions are unchanged across all of the considered distri-
bution errors. The values remain relatively stable as errors
grow – e.g., 96.5% of Dashlet’s decisions are unchanged with
errors of 50% – but begin to grow after 82%. These results
illustrate that Dashlet only relies on coarse information from
swipe distributions (e.g., about whether a user is likely to
swipe early or late in the video); it is for this reason that
decisions are varied only when errors are very high (and even
the coarse information that Dashlet uses has changed).
QoE sensitivity with Swipe and Network Errors Build-
ing on the previous results, we now analyze how errors in
swipe distribution affect the QoE that Dashlet delivers. We
ran Dashlet on all videos and the network traces using same
faulty distributions from above. Fig. 24 shows the results,
breaking them down in terms of scenarios with over esti-
mation of swipe times (longer average viewing time than
the correct distribution, i.e., later swipes) and under estima-
tion (shorter average viewing time). As shown, Dashlet is
quite tolerant to such errors, delivering 87% and 91% of
its full QoE (with no errors) when the traces are over- and
under-estimating swipe times by 50%.

We perform a similar analysis to evaluate Dashlet in the
presence of network prediction errors. Specifically, we re-
place the network predictor in RobustMPC [40] with one that
reads in the actual instantaneous throughput from the current
Mahimahi trace, and multiplies that value by between 1±{0-
50%}. Overall, as per Fig. 25, we find that Dashlet’s QoE
drops to 88% and 76% of its values without network errors
when the network estimate is over- or under-estimating by
50%. These results highlight that Dashlet is more robust to
errors in swipe distributions than network forecasts.

6 Related work

Traditional adaptive video streaming Traditional video
streaming services deliver video content from the CDN to
the user with adaptive bitrate system with the objective of
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maximizing the quality of experience for users [20]. Re-
search effort has been made to improve the quality of ex-
perience from different perspectives, including streaming
algorithm [18, 19, 22, 29, 40], video codec [7, 10], network
prediction [30, 36], protocol design [14, 45], and video super
resolution [38, 39]. But all these optimization is for the same
video streaming model: the video download sequence is the
same as the video playing sequence. Dashlet also uses QoE
as the optimization goal but tackles a different problem as
in the short video streaming the video download sequence is
the same as the video playing sequence due to users’ swipes.
Streaming new form of video There are also rising in-
terest on 360 degree video [12, 26] and volumetric video
streaming [25]. These systems need to handle the uncertainty
from the users’ head position or location. Dashlet’s design
also models the uncertainty from the user swipe patterns.
But Dashlet targets on a different problem compared with
360 degree or volumetric video streaming. Some existing
works [15, 27] also try to apply reinforcement learning algo-
rithms from traditional video streaming [22] to short video
streaming. However, these works do not factor in the impact
of user swipes on buffering decisions as Dashlet does.

7 Discussion

TikTok version. Our reverse engineering tool can only de-
ciphers the HTTPS messages transmitted by TikTok with
version up to v20.9.1. As a result, we cannot conduct our
case study (§2) using the up-to-date TikTok v26.3.3, which
adopts a different encryption method as V20.9.1. We leave
the task of deciphering the HTTPS messages and thus study-
ing the streaming algorithm of the newest version of TikTok
as our future work.
Backward swipes, fast-forwarding, and pause. Our current
model only allows forward swipes, i.e., swipes to watch next
videos. The newest version of TikTok also allows backward
swipes where the user swipes to watch the previous video
and fast-forwarding, where the user speeds up the playback
of the current video: we will study these in future work. In
addition, our model does not consider the video pause. The
pausing of videos will make it easier for the system since it
gives the player more time to download videos. For Dashlet’s
design, we focus on a harder problem, which assumes no
pause in the video.
Diminished gain at higher network speeds. We observe a
diminished improvement for Dashlet over TikTok at higher
network speeds. At higher network speeds, mistakes made
by TikTok are masked by higher network throughput. As
network speed increases, TikTok can pick up the highest
bitrate but still have enough time to react to users’ wipes.
In our evaluation, we use the bitrates that TikTok’s CDN
offers, which are capped at 720P video quality. We expect
the gap between Dashlet and TikTok will widen if higher

bitrate videos are used to evaluate both systems, which we
expect will happen in the future.
Generalization of Dashlet design. The Dashlet design does
not rely on the design of TikTok but only relies on a sequence
of videos that are played in chunks. Therefore, it should be
able to generalize to other platforms like YouTube Shorts
and Instagram Reels.
Energy implication to smartphones. Dashlet could poten-
tially reduce the energy consumption for short video appli-
cations. The energy cost includes both the cost to run the
algorithm and the cost to download the video content. Dash-
let uses a simple non-machine learning algorithm, which
causes minimal extra energy overhead. For the cost to down-
load the video content, Dashlet has less energy overhead
since its waster download is much less than TikTok.
Evaluation generalizability. We have conducted a small
scale human study to compare the performance of Dashlet
and TikTok, where ten participants log into their own ac-
count to watch TikTok video on a emulated mobile network,
repeating the experiments using Dashlet. The personality of
the recruited user may lead to biased results, for example, a
patient user may tend to not swipe or swipe at the end of the
video, leaving larger time window for TikTok to download
the second chunk. A larger scale human study that involves
more diverse users is needed to eliminate this potential bias.

We conduct our evaluation under emulated mobile net-
works, but prior work [36,37] has pointed out that the emula-
tion based evaluation of network applications and congestion
control schemes may not always be indicative of real-world
performance. For example, although we compensate the av-
erage round trip delay to the CDN server in the emulated
environment, the variation in the round trip delay might po-
tentially impact the results. While we note that Dashlet does
not input network measurements into an ML model, we ac-
knowledge that large-scale evaluation in the wild may be
required to verify the full generalizability of our results.

8 Conclusion

In this paper, we design and implement Dashlet with the in-
sight provided by measurement for a commercial short video
app and a user study on general user swipe pattern. Dashlet’s
algorithm strategically determines the buffer order with the
input from a coarse-grained swipe distribution. Evaluation
result shows Dashlet significantly improves video quality and
reduces rebuffering compared with the baseline system.
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A Dashlet Pseudocode

Algorithm 1: Dashlet’s ABR algorithm

Input : 1) Buffer status r1 . . .rn

2) Video bitrate B = {b11 −b1k . . .bn1 −bnk}
3)The probability distribution of play start time for

each chunk Ĝ = ĝ11(t) . . . ĝncn
(t)

4) network throughput estimation T

5) The look-ahead time length F

6) Chunk length L

Output :The location and bitrate to buffer next

1 foreach i, j ∈ {1 . . .n} do

2 if
∫ F

0 (F − t)ĝci j
(t)dt > 1/µ and j > ri then

3 candidateList.append(ci j);

//Add the chunk to the candidate list if

there is significant penalty for not

downloading it

4 targetBitrate = F ×T / len(candidateList) / L;
5 do

6 cmin = minRebufferCost(targetBitrate, bufferOrder,

candidateList);
7 bufferOrder.append(cmin);
8 candidateList.remove(cmin);

9 while len(candidateList)> 0;
//use greedy algorithm to put chunks from

candidateList into bufferOrder

10 bitrateList = getMaxBitrate(bufferOrder, B, T);
//Enumerate all the bitrate combination for

chunks in bufferOrder to maximize the QoE

11 Return bufferOrder[0], bitrateList[0]

B Dashlet Implementation Further Detail

Dashlet makes no change to the CDN/server side so our sys-
tem can be easily deployed client side. Dashlet includes one
control module and multiple buffer modules. Each buffer
module manages the video playback of one short video, in-
cluding downloading chunks, tracking playback progress,
and reporting buffer status. We reuse the DASH.js playback
management for the buffer modules. The control module
manages scheduling across short videos, collecting estimated
throughput and buffer length from each buffer module. With
the collected data, control module runs Dashlet’s algorithm
to schedule the video buffering. Based on the algorithm’s
output, it assigns the quota to the buffer module that is as-
signed to download the next video chunk. The quota includes
the target video bitrate and the target download finish time.
Once the buffer module receives the quota, it sends an HTTP
request with target bitrate to the CDN to download s the
corresponding video chunk. A call back function is set to
report the status to control module in case the download time

(a) Dashlet (b) TikTok

Figure 26: Bitrate choice made by Dashlet and TikTok. The x-axis
is the network throughput and the y-axis is the highest available
bitrate to choose. The color is the ratio between the chosen bitrate
and the highest available bitrate. The red color means the highest
available bitrate is chosen.

Figure 27: Questionnaire for user survey.

exceeds the target download finish time. The control module
schedules the video buffering when the call back function
for target download time is triggered, the chunk download
finishes, or the user swipes. Similar to Pensieve [22], we also
use an ABR server to run Dashlet’s algorithm on the same
machine as the client. The control module communicates
with the ABR server using XMLHttpRequests locally.

C TikTok is conservative in video bitrate se-

lection.

We show every bitrate that TikTok and Dashlet has selected
in the section with Fig. 26. We can conclude from the figure
that TikTok limits its bitrate even if the network throughput is
high enough. This then leads to a significant negative impact
on the QoE.
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D Questionnaire sample.

We show the sample of the questionnaire we used in the user
survey in Figure 27.
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Abstract

Despite all deployed security fences in 5G, attacks against
its data plane are still feasible. A smart attacker can fabricate
data packets or intelligently forge/drop/modify data-plane
signaling messages between the 5G infrastructure and the de-
vice to inflict damage. In this work, we propose CellDAM, a
new solution that is used at the device without any infrastruc-
ture upgrades or standard changes. CellDAM exploits the key
finding that such data-plane attacks by the adversary would
trigger unexpected data signaling operations. It thus detects
all known and even currently unreported attacks via verifying
data signaling correctness with novel state-dependent model
checking. CellDAM could work with or without firmware ac-
cess at the device using inference on low-level 5G signaling
and configurations. It mitigates the damage upon detection
by inducing frequency band switches at the device via the
existing handover procedure. The prototype and empirical
evaluation in our testbed confirm the viability of CellDAM.

1 Introduction

The current 5G and its legacy 4G cellular networks provide
anywhere, anytime Internet access for billions of users. Se-
curity is an important design goal for 5G systems. Multiple
security fences are thus deployed or enhanced [7], e.g., device
authentication, enforced data encryption and integrity check.
They aim to defend against recent attacks against the control
plane [23, 41], as well as the data plane [47, 48, 60].

The current security fences are mostly proactive protec-
tion on data packets. However, this is insufficient for 5G data
plane. Certain categories of attacks still cannot be protected.
For example, a smart attacker can selectively drop a few data-
plane signaling to incur cascading effect. Moreover, proactive
protection is sometimes of high cost, such as protecting low-
layer, cleartext, data signaling messages. Furthermore, proac-
tive protection could be turned off with certain attacks [43], or
unavailable to legacy devices in developing countries [1, 52].

In this paper, we explore a reactive solution approach called

CellDAM towards 5G security. Instead of proactively prevent-
ing attacks, CellDAM complements the existing efforts by de-
tecting whether a potential attack is underway and mitigating
its damage. In addition to identifying the above-mentioned
attacks that cannot be handled by proactive solutions, it of-
fers two more benefits. First, the solution needs no standard
change or hardware upgrade, thus being immediately deploy-
able. Second, by verifying the correct operations, a reactive
solution can find any attacks that do not follow the standard
procedure, including both known and unreported ones.

A well-known challenge for data-plane detection is the high
data throughput by 5G. It is thus considered impractical to
inspect data packets at Gbps on a mobile device without con-
suming excessive processing or energy resources. CellDAM
addresses the issue with a novel approach. We do not check
each data packet directly. Instead, we inspect the data-plane
signaling messages, which are standardized to facilitate data
delivery but incur 1-2 orders of magnitude less overhead com-
pared with monitoring all data packets. Our approach can de-
tect attacks against both signaling messages and data packets.
This is because every data delivery must exchange signaling
messages for resource grant over the licensed 5G wireless
channels. Therefore, undesired data-plane signaling opera-
tions might be triggered at the device by data-plane attacks.

We “verify what is right” when inspecting data-plane sig-
naling. We thus model signaling operations for 5G data deliv-
ery; any operation that deviates from the standardized model
is considered as a potential attack. It turns out that, a single-
protocol, static checking scheme cannot detect all attacks. We
thus devise a novel cross-layer, state-dependent model check-
ing to validate data-plane signaling operations. At each state,
we perform context-dependent validation to spot unexpected
messages. Our experiments show that we have discovered
three unreported attacks in addition to the known ones.
CellDAM is designed to work with various levels of privi-

lege. Note that it requires access to signaling messages for in-
spection. The messages can be easily obtained with firmware
access. However, for a user application, low-level 5G signal-
ing cannot be accessed without root privilege. To overcome
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this limitation, CellDAM utilizes SecHub, a separate compan-
ion node placed near the device. It uses a new inference tech-
nique to capture the signaling messages of interest from/to
the protected device, but filter out all others.

Upon detection of an attack, CellDAM mitigates impact by
triggering a 5G-standard handover procedure. This switches
the device to a new cell. The attacker cannot track the device
due to the encrypted handover messages and the dense deploy-
ment of 5G cells. Meanwhile, the handover procedure only
incurs a disruption that lasts less than 100ms. With firmware
access or network assistance, CellDAM could trigger the pro-
cedure using standardized commands. If they are unavailable,
CellDAM leverages the SecHub to impact the channel mea-
surement results to trigger a handover procedure on the victim
device, but does not affect other devices.

We show that, CellDAM offers a practical solution to detect-
ing and mitigating data-plane attacks with high accuracy. We
prototype a device-side, user-level solution in C++ and Python
based on open-source srsRAN [51]. SecHub implements com-
ponents to infer the parameters, detect by verifying data-plane
signaling, and mitigate with frequency band switching; all
components do not require root privilege on the protected de-
vice. It achieves the detection accuracy of 0.989∼1.0, recall
of 0.705∼1.0, and the F1 score of 0.823∼1.0. It can detect
known and new attacks within 28ms on average. For miti-
gation, the handover can be triggered at 100% success rate
with a latency of 1.85s on average. This procedure only in-
curs an average of 72.3ms disruption on applications. SecHub
can successfully find the protected COTS devices with the
accuracy of 97.2%∼100% under various traffic types.

2 Background

2.1 5G Primer

5G Architecture 5G system has 3 major components (Fig-
ure 1): User Equipment (UE), Base stations (gNB), and 5G
Core network (5GC). The UE is a 5G user device. The gNB
powers up the 5G network and provides wireless access in
its coverage area for UE. It also forwards data to and from
5GC. 5GC includes the control plane for authentication and
mobility support, and the data plane for data packet delivery.

5G Protocol Stack The 5G protocol stack consists of mul-
tiple protocols for both control-plane and data-plane func-
tions. Non-access Stratum (NAS) and Radio Resource Con-
trol (RRC) are in charge of control-plane signaling. NAS
facilitates control-plane signaling message exchange between
the UE and 5GC. RRC carries the control messages and data-
plane parameters for setup, power management, and handover
behavior between the UE and the gNB. The data-plane en-
ables IP packet delivery. We describe 5 protocols involved
in data-plane operations: Service Data Adaption Protocol
(SDAP), Packet Data Convergence (PDCP), Radio Link Con-

Physical	Layer	(PHY）

Packet	Data	Convergence	(PDCP)

Radio	Resource	Ctrl	(RRC)
Non-access	Stratum	(NAS)

Radio	Link	Control	(RLC)
Medium	Access	Control	(MAC)

PHY

MAC

RLC

PDCP

RRC

C-Plane	protocols
D-Plane	protocols

5G	CoreUE gNB Internet

Service	Data	AdapCon	Protocol	(SDAP) SDAP	

Figure 1: Architecture of 5G and its protocols.
trol (RLC), Medium Access Control (MAC), and Physical
Layer (PHY). SDAP manages the quality of service for data
delivery. PDCP takes charge of encryption and integrity pro-
tection for control-plane and data-plane packet. RLC performs
data concatenation and reorganization to ensure reliable, in-
order data transfer. MAC controls radio access in licensed
bands, and PHY performs wireless signal processing.

Data-Plane Signaling In addition to RRC and NAS signal-
ing for the control plane operations, 5G data-plane also has
signaling between UE and gNB to facilitate packet delivery.
The data-plane signaling exhibits in multiple forms. Various
flags at the MAC layer (grant assignment DCI, scheduling
request, HARQ acknowledgements, etc.), MAC control ele-
ments [3] that convey power control, time alignment or buffer
status, and RLC control [5] for reliable transfer are all in-
stances of data-plane signaling.

2.2 Protecting Data-Plane in 5G
Mutual Authentication Mutual authentication is a critical
security measure in 5G, inherited from 4G with little change.
The UE and network perform a secure Authentication and
Key Agreement (AKA) procedure during connection for au-
thentication and session key set-up. The session key is used to
generate keystream for every packet with several parameters
such as sequence number.

Protection on Data Packets The keystream is generated
to encrypt data packets without key reuse for both control-
plane and data-plane packets [7]. The sender also updates
another keystream to generate an integrity code attached to
the message for integrity check at the receiver. While integrity
protection for control messages is enforced in 4G, it was
optional for data plane due to high overhead. The vulnerability
allows attacks that fabricate data packets [48, 49]. 5G aims to
enforce integrity protection on all data packets. Although its
usage is still optional, both 5G UE and gNB should support
integrity protection at the full speed starting from release
16 [7]. With the increasing capacity of the hardware, it is
expected such integrity protection will be mandatory.

3 A Case for Detection and Mitigation for 5G
Data-Plane Attacks

3.1 Threat Model

In this paper, we consider an adversary who seeks to incur
various damages on the target victim 5G device on its data
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plane. The attacker has the following capabilities: 1) Connect
to the same cell as the victim device, which is feasible with
fingerprinting [32] or social engineering [36]; 2) Eavesdrop
on, transmit data, or send noises on physical channels; 3) The
adversary may exploit fake base station (FBS) [48, 49] or
overshadowing attacks [60]. Although FBS is mitigated in
5G [4], it is still possible to launch certain variants of FBS,
such as relay FBS as man-in-the-middle. We do not limit the
message that can be forged by the adversary, which could be
user packets or signaling messages.

We do not consider attacks that threaten control-plane, such
as an IMSI catcher. We also do not consider an insider at-
tack, where the adversary can steal security keys stored in
SIM/networks or even compromise a 5G base station. Protect-
ing such attacks is beyond the scope of this work.

3.2 Proactive Protection is Insufficient

State-of-the-art: Per-message proactive protection The
authenticity of 5G user packets is protected by end-to-end
(such as TLS [29]) and 5G-specific integrity protection (as
introduced in §2.2). However, data-plane attacks are still pos-
sible despite the protection.

Issue 1: Not every message could be protected at low cost
Unlike end-to-end packets, the small-sized data-plane signal-
ing messages are not protected by proactive solutions [2], due
to high overhead or impracticability being in the below-PDCP
layer. Fabricating these messages can incur serious damages
as shown in recent studies [54]. An attacker only needs to
forge a few messages to incur damages consistently. One ex-
ample attack is shown in Figure 2(a). An attacker forges a
Buffer Status Report (BSR) that requests uplink grant from
the gNB. The uplink grant in a time period will be assigned in
accordance with the request. A malicious BSR could contain
a large request, wasting licensed resource and blocking uplink
delivery of any UE in the cell for hundreds of milliseconds.
The attacker is capable of repeatedly forging such messages,
which can continuously drain the resource. We note that, gNB
cannot distinguish this attack message from a legitimate one.

Issue 2: Certain attacks cannot be proactively protected
The attacker can also intelligently corrupt/drop certain mes-
sages to incur serious damages. Such attacks cannot be pro-
tected by any integrity check. One example attack is shown in
Figure 2(b). In this attack, the adversary corrupts an RLC con-
trol message NACK, which is used to request retransmission
for certain packets. When this NACK is lost, the retransmis-
sion is delayed. Due to the RLC mechanism, all subsequent
data packets will be blocked. The effect will last until the
next RLC message, which could be hundreds of milliseconds
based on common RLC configurations. Moreover, the attacker
can repeatedly send the message to cause persistent damages.
The attacker does not require fake base stations or channel
jamming. Instead, a lightweight attacker only needs to send a

UEs	in	the	cell gNBA0acker

Grant
BSR

No	UL	
Access!

(a) Fabricate data-plane signaling.

UE gNBA'acker
UL	Data

Data	w/	Higher	Seq	Num
RLC-NACKNoise

Lost

Data	w/	Higher	Seq	Num
RLC-NACK

UL	Data	Retx

Head-
of-Line
Blocking

(b) Selective corruption.

Figure 2: Example data-plane attacks that cannot be protected
with current proactive approaches.

single signaling every hundreds of milliseconds.

Issue 3: Proactive protection could be turned off Forg-
ing user data packets is still possible despite the data packet
integrity check in 5G. The usage of integrity protection is
still negotiation-based [7]. Hence, the attacker can disable in-
tegrity protection by leveraging certain vulnerabilities, such as
those from firmware [43]. Furthermore, legacy 4G devices or
5G devices on earlier versions, which are still a considerable
number [42, 52, 56], do not implement mandatory integrity
check [1]. For these devices, known attacks can incur serious
damage when end-to-end protection is not used. An attacker
can manipulate DNS requests to a malicious Web server [48].
The malicious server could then send any forged content to
the victim. Beyond Web, the attacker could forge arbitrary
encrypted data through a man-in-the-middle [49].

Insight: Reactive detection and mitigation can comple-
ment proactive protection Given all the existing threats
which cannot be protected by proactive approaches, we shall
also develop proper reactive solutions to complement the
proactive protection. They should include both detection and
mitigation. The detection methods will spot any suspicious
activities, while the mitigation will help the victim recover
from the damages. They can complement existing solutions,
while not requiring any 3GPP framework change.

4 Overview of CellDAM

In this section, we present the design goal and challenges of
designing a reactive protection.

4.1 Security Goals

Following our insights, we seek to detect and mitigate 5G data-
plane attacks without standard changes. As discussed in §3.2,
this solution approach offers an immediate remedy for certain
attacks that are not protected by current proactive approaches.
We argue that, such detection is essential on the device side.
First, it is more scalable compared to network-centric solu-
tions. Second, some attacks are only detectable on the device
side. Take the signaling attack (Issue 1) in §3.2 as an example.
In this attack, the UE will receive uplink grant that it did not
request. However, the network cannot distinguish whether
the request is malicious or legitimate. Therefore, device-side
detection is required to detect and mitigate the attacks.
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Meanwhile, our reactive detection and mitigation scheme
should achieve the following goals:

Verify what is right for attack detection We design and
implement approaches that verify whether the runtime, data-
plane operations follow the correct procedures stipulated by
the standards, and treat any undesired behaviors, rather than
specific attacks, as suspicious. This ensures the detection of a
category of attacks that yield improper data-plane operations.
Even if an attack has not been reported yet, it can be detected
by our approach as long as it triggers undesired behavior.
We admit that certain attacks that adhere to the standardized
approach might not be detected by our approach. Our solution
prioritizes soundness over completeness.

Detection and mitigation need to be practical We aim
to design a reactive method without hardware update or extra
privilege. It can thus benefit legacy devices.

•No infrastructure upgrade We will design our solution
on the device side. Unlike network-centric protection ap-
proaches [24, 44, 46, 57], our device-side scheme needs no
expensive infrastructure or hardware upgrades. Moreover, as
we discussed earlier, certain attacks can only be observed by
the device.

•1-2 orders of magnitude lower overhead compared to veri-
fying each data packet It is nontrivial to monitor the 5G
data plane. Data throughput in 5G is expected to reach a few
Gbps. The traffic volume of data packets is several orders of
magnitude higher than the control-plane signaling messages.
We aim to design a lightweight security solution that can work
under heavy data traffic. The overhead should be 1-2 orders of
magnitude smaller compared to monitoring the entire traffic.

Applicable to different defense models The solution
should work given different levels of privilege. We consider
three defense models in this work: (1) Defense with firmware
access; (2) A user-space application that can communicate
with the operator; and (3) A user-space application without
any privilege. All three models have their own usage sce-
narios. For (1), a device vendor implements the solution to
enhance the security of its 5G devices. For (2), we consider an
operator who tries to protect its users with additional security
requirements. However, the operator cannot directly access
the firmware. For (3), we consider a normal user who tries to
protect the device. All three models complement each other
under different scenarios to protect 5G data plane.

For the Defense model (1), the solution could be imple-
mented inside the firmware, as it has access to all cellular-
specific info and OS-level privilege. For both (2) and (3),
mobile OS only provides control-plane basic info [10], such
as connection state. The application cannot access device-side
cellular-specific info unless extra privilege (e.g., Diag port)
is granted for tools like MobileInsight [37] or QXDM [45].
However, such extra privilege (e.g., root access) exposes new
vulnerabilities [15, 21, 22, 50] and is unavailable to most de-
vices due to technical or legal concerns [34]. Our solution

UE gNBPoten+al
A/acker

CellDAM 2.Inspec)on3.Mi)ga)on

1.Rootless	
Signaling	Capture

Figure 3: Envisioned procedure of CellDAM.
aims to function despite the limitations.

State-of-the-Art: Existing reactive approaches cannot
achieve these goals To the best of our knowledge, all
previous works on 5G/4G attack detection focus on undesired
behavior on the control plane [26, 27]. This is insufficient, as
recent studies [54, 60] show that an advanced adversary can
bypass control plane and directly attack the data plane.

4.2 Solution Overview
We design CellDAM, a 5G data-plane inspection scheme with-
out root privilege, as illustrated in Figure 3. It satisfies all
design goals. CellDAM first captures all data-plane signaling
messages from/to the protected UE. It could do so in a sepa-
rated node called SecHub and bypass the requirement of in-
device extra privilege. CellDAM then inspects the lightweight
data-plane signaling messages to spot undesired behavior.
Finally, CellDAM uses SecHub and in-device operation to mit-
igate the attack damage via handover-based cell switching.

Inspecting lightweight signaling messages with state-
dependent checking (§5) We first show that, inspecting
data-plane signaling offers an effective way to detect data-
plane attacks, while it has magnitude lower overhead due
to its low volume. We further propose a cross-layer, state-
dependent model checking for attack detection. If the device
spots an incoming signaling message that is undesired in the
current state, it detects a potential attack.

Rootless signaling inference (§6) Signaling verification
requires access to the messages. For the defense model with
firmware access, such privilege is granted. To serve the ma-
jority of rootless devices, CellDAM incorporates a separate,
companion node named SecHub for the protected device. The
goal is to share a consistent view of the physical channels.
The node can continuously capture over-the-air signaling mes-
sages by inferring the device ID and traffic pattern. It needs
no extra privilege on the protected device.

Device-side reaction without infrastructure upgrade (§7)
Once a suspicious operation is detected, we activate the miti-
gation module that switches to other, potentially attack-free
5G channels. This could be done by leveraging the standard-
ized 5G handover procedure and dense cell deployment. Han-
dover incurs small disruptions in the applications, while being
resilient to attacks. CellDAM can initiate such a procedure via
two approaches. It can directly create a standard-compliant
message for handover. It can also leverage SecHub to affect
the device to trigger a handover, without affecting other user
devices.
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Figure 4: DFA for tracking states with data-plane signaling.
See Appendix C for an extended version.
5 Cross-layer, State-dependent Checking on

Data Plane Signaling

We now present how CellDAM inspects the data-plane signal-
ing messages to detect undesired behavior. We follow our
guideline of “verifying what is right” to model the device-
side protocols and detect any undesired behavior. To this end,
we devise validation schemes using the standardized data-
plane delivery procedure to check each incoming/outgoing
data-plane signaling message.

The solution has two highlighted components. First, instead
of verifying data packets of large throughput, CellDAM in-
spects lightweight, yet critical data-plane signaling messages
for attack detection. Second, we present a state-dependent
model checking method to find suspicious behaviors.

5.1 Monitor and Inspect Data Plane Signaling
A straightforward solution can verify each data packet. This
can be done by applying Deep Packet Inspection (DPI) or
detecting anomalies in the wireless signal for each data packet.
However, they cannot detect all attacks, such as the attacks
that target signaling messages. Meanwhile, this will incur
huge overhead, especially given the large 5G throughput.
Why inspect data-plane signaling We show that, monitor-
ing data-plane signaling offers an effective alternative method
for detecting data-plane attacks, including attacks on both
data-plane signaling and data packets. First, delivering each
data has a standardized sequence of signaling messages due
to 5G infrastructure-controlled data access. For any type of
attack, the attacker needs to tamper with the signaling mes-
sages. Therefore, this solution approach will cover a wide
range of attacks. Second, the frequency of data-plane sig-
naling is smaller than data packets due to 5G aggregation
scheduling.
Data-plane attacks might manipulate data-plane signal-
ing in standardized data delivery For data delivery, each
device must follow a standardized approach, as 5G uses gNB
to mandate the radio resources. Therefore, we can use the
signaling messages to model the state of each packet deliv-
ery. To model and track the state, we use Deterministic Finite
Automata (DFA), a common technique for state tracking in
attack detection [19, 26]. We study 3GPP standards across all
5G-specific data-plane sublayers and manually create DFA
based on mandated, standardized data delivery procedure.
We form cross-layer DFA for each RLC data packet with its

necessary state transition at the MAC layer. We do not include
PDCP, as it does not maintain state or buffer packets.

The constructed DFA is shown in Figure 4. For uplink, data
transmission follows a scheduling-based feedback loop. The
device first sends requests (Buffer Status Reports or BSR)
to ask for resource grants until the packet is delivered by
MAC. The MAC fast retransmission is notified by a new DCI
with the same HARQ ID and NDI. The packet is considered
delivered when the RLC ACK is received. For downlink, the
data transmission follows the same procedure but without the
request-grant loop, as the gNB initiates the transmission. The
device sends the MAC feedback of ACK/NACK in PUCCH.

Inspecting data-plane signaling is lightweight Compared
with data-plane packets, inspecting data-plane signaling is
of much lower overhead. First, the size of each signaling
message is much smaller than the actual data packet. The
signaling messages (such as DCI, RLC Control) are at most
several bytes long. Some PHY messages are merely 1-bit
indicators. Second, 5G data delivery will transmit multiple IP
data packets in a single data block (aggregated and segmented
by the 5G RLC protocol). Therefore, for signaling messages
that facilitate data delivery (e.g., DCI), only one such message
is needed for the large block.

We validate the hypothesis that control traffic is signifi-
cantly lower than data traffic by comparing their traffic vol-
ume. We show results from operational traces in a commer-
cial network and in our SDR-based testbed. Our testbed runs
standard-compliant srsRAN 5G [51] and the details will be
shown in §10. Since our testbed does not support features
such as MIMO or carrier aggregation for higher throughput,
we also collect traces from commercial operators. As the
current open-source 5G decoding tools (e.g., MobileInsight
5.0 [37, 38]) have not supported 5G data plane, we collect
and analyze 4G data plane as a reference, considering that
data-plane signaling design remains largely unchanged in the
current 5G NSA [3,5]1. As shown in Figure 5, the processing
of data-plane signaling is 1∼2 orders of magnitude lower than
that of data packets.

Therefore, detecting attacks with data-plane signaling is
of much smaller overhead than monitoring the entire data-
plane packets. Prior work [20] has already shown an SDR-
based system is capable of monitoring DCI messages for all
devices in a cell. It is thus feasible for CellDAM to capture
all data-plane signaling for a single device while performing
inspections in real-time (detailed in §9). This is important
considering 5G’s high data rate.

5.2 Cross-layer, State-Dependent Checking

Stateless checking cannot detect certain attacks The
detector could perform certain checks within each protocol

1One major difference is that 5G cancels PHICH which is used for uplink
data retransmission. Therefore, we do not include it for calculation.
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Check State Message Validation Details
c1 All Any Message The data-plane signaling shall be in the accepted list for each state. (Appendix C)
c2 s3,s6 RLC NACK It shall not be received after RLC timer and MAC retransmission timer expire or after

receiving an RLC ACK with higher sequence number.
c3 s4,s8 RLC ACK An RLC ACK shall not be received before the packet is acknowledged in MAC.
c4 s7 MAC ACK/NACK The ACK/NACK in PUCCH should be delivered at correct timing after DCI; If not,

this is an indicator that the previous grant/data is received during DRX OFF.
c5 s1 DCI for UL Grant There should not be large “free” grant when no request is sent or no data in buffer.

Table 1: Validation checks performed by CellDAM based on state and message.
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Figure 5: The comparison of traffic volume per second for
data packets vs. data-plane signaling messages.

regarding whether the incoming signaling message conforms
to the standards. However, this solution will fail to spot certain
attacks against 5G data plane.

We showcase a concrete example. When an RLC signaling
message ACK is received, it is possible if MAC layer has
accepted this message. Otherwise, this message is impossible
and a potential attack is detected. Therefore, the checking
must rely on the current state across different protocols.
Cross-layer, state-dependent model checking with DFA
Therefore, we propose a state-dependent checking for 5G
data plane security. Instead of proposing a few checks stati-
cally in each protocol, we leverage the cross-layer DFAs we
built for data delivery, whose inputs for transition are data-
plane signaling messages or their derived events. If the next
captured signaling message m passes all validation checks,
the DFA moves to a new state; Otherwise, a potential attack
is detected and we initiate the mitigation procedure.

Formally, we maintain n deterministic finite state machines
M = {M1,M2, ...,Mn}. For each DFA Mi, i = 1,2, ...,n, we
denote it as a 5-tuple (Si,S0

i ,S
1
i ,Σ,Ti), where Si is a finite

set of states with S0
i ∈ Si being the initial state and S1

i ⊆ Si
being the accepted states, Σ is a finite set of input messages2,
Ti : Si ×Σ → Si is a transition function mapping the pairs of a
state and a received message to the next state.

We build validation checks V = {V1,V2, ...,Vk}. Each Vi
is associated with a DFA M j, a state S ∈ S j, and a message
m ∈ Σ j. Every time the DFA M j with state S inspects a new
message m, CellDAM runs the corresponding check(s). They
map the signaling message m to 0 (fail) or 1 (succeed) given
the current context, which is derived from past records or other
DFAs. A potential attack is identified if one of the validation
checks fails; Otherwise, M j accepts message m and updates
its state accordingly.

2To make the problem tractable, we only consider the discussed data-plane
signaling messages. We prioritize soundness over completeness.

Based on the state, we perform a few validations on each
incoming/outgoing signaling message. We show the list of val-
idations in Table 1. First, all states will have a list of accepted
messages. CellDAM checks whether the next message is in the
list. The detailed list for this check is shown in Appendix C.
For c2 to c3, we are checking whether the RLC operations are
consistent with the MAC layer for both uplink and downlink.
For example, upon receiving RLC NACK, we check whether
an early RLC ACK that has already acknowledged a packet
is received. For c4, we use the indicator of no ACK/NACK
to detect a possible forged message received in DRX OFF.
For c5, CellDAM detects abnormal grants from gNB without
any request. Note that a gNB can freely grant the device with
small grants. However, they are usually 100-200 Bytes long.
Any larger grant incurs a waste of resources. Therefore, it
could be the outcome of a forged BSR or grant signal. If all
checks pass, the DFAs are switched to the new state.

6 Access Signaling Messages for Detection

With CellDAM’s checking techniques, an end device can in-
spect signaling messages for attack detection. We now discuss
how to access them under three defense models in §4.

With direct firmware access For defense solution that
has firmware access, it could directly capture the signaling
messages. In fact, these messages are already processed by
firmware to realize the functionalities.

No direct firmware access If CellDAM is deployed on
the application layer, it cannot directly access the signaling
messages. Although messages are available in tools such
as MobileInsight [37] or QXDM [45], using these tools and
accessing the low-level messages require root, which exposes
new vulnerabilities [15, 21, 22, 50] and is unavailable to most
users [31]. Even the application is allowed to communicate
with the network (i.e., defense model 2), it cannot access the
device-side signaling for detection.

Idea: Infer signaling messages without root privilege in a
separate node To address the concern, we design and de-
ploy a separate gadget (e.g., extended hardware with wireless
capability), SecHub. The node is placed close to the protected
device within a meter; it passively receives and decodes the
data-plane signaling over the air. It can also communicate
with the user-space security manager application at the pro-
tected device. The device and SecHub connect each other,
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either with wire (a gadget that is attached to the device via
USB) or wirelessly (i.e., Bluetooth).

However, it is not trivial to infer such info in the user space
with SecHub. We address this issue in the next section.

Challenge: Unknown configurations Although 5G data-
plane signaling messages are not encrypted, SecHub must
identify which ones belong to the protected devices. Several
configurations are needed: (1) The carrier frequencies; (2)
The physical cell ID (PCI) that indicates the physical-layer
identity of the cell; (3) The Cell Radio Network Temporary
Identifier (C-RNTI) that distinguishes the target device from
other devices connected to the same cell.

Directly infer the parameters will not work Unfortu-
nately, not all these configurations could be acquired from
the protected device without root access. Android provides
APIs for applications to obtain the current band and PCI [10].
In contrast, C-RNTI can only be extracted from the victim
device with root privilege. Without C-RNTI, SecHub cannot
recognize which traffic is for the protected device. Therefore,
we need a solution that can recognize which configurations
are assigned to the protected device over the air.

Idea: Use high-layer traffic pattern that is visible to
SecHub Since the user space has no access to lower-layer
C-RNTI, we must identify the configurations with higher layer
features. We note that, data traffic pattern is visible to both
device and SecHub. Therefore, it is an ideal “channel” to
insert fingerprint and notify the identity to SecHub.

Henceforth, we generate specific traffic patterns on the tar-
get device, with SecHub being aware of the pre-agreed pattern
in advance. It can thus observe the channel and identify the
target device’s C-RNTI by analyzing low-layer signaling. Our
approach takes three concrete steps.

Step 1: Traffic Pattern Coordination First, SecHub ran-
domly generates a traffic interval and sends it to the target
device through the wired or wireless channel. This interval
is used as the fingerprint for the target device. The traffic
interval triggers a unique pattern for the data-plane signalings
for fast inference. SecHub leverages this shared traffic pattern
to recognize the target device in later analysis.

Step 2: Trace Collection Second, the device creates traffic
(e.g., small UDP packets) with the acquired interval. The
traffic generation is performed by the application and does
not require root privilege. gNB will assign grants for the
device to deliver data. At the same time, SecHub monitors
all the subcarriers in the target cell and tries to decode the
C-RNTI from all grants with all possible positions in the band.
This is necessary as grants do not always locate on the same
subcarrier in the band (for reducing inter-cell interference).
SecHub records the decoded C-RNTIs with corresponding
time slots for inference.

Step 3: C-RNTI Inference Finally, SecHub aggregates
the grants for each C-RNTI decoded from the collected trace.

SecHub first ranks the C-RNTIs by grant numbers and filters
the top 10% C-RNTIs as the candidates. The time intervals
between consecutive grants are calculated and compared with
the negotiated interval for all the candidates. The grants for the
fingerprinting traffic will show the same interval. Although
there may be background traffic from the target device, the
grants triggered by the fingerprinting traffic still show the
periodic pattern and could be filtered from the device’s grant
traces. By ranking the ratio of matched intervals with the
total interval number, the top C-RNTI will be selected as the
target’s C-RNTI. To ensure robustness, SecHub performs the
procedures twice and checks if the inferred C-RNTI values
match. If the candidates do not match, SecHub will perform
the inference again until a candidate is selected.

Combining with the frequency and PCI of the device from
OS API and the C-RNTI inferred from the collaborated traffic
fingerprinting, the SecHub could successfully camp on the
cell and capture the downlink/uplink messages. The entire
procedure does not require root access at the device.

Tracking configuration change We also note that, the C-
RNTI configuration could be updated within an encrypted
message in both static and mobility scenarios. CellDAM in-
corporates a new solution to prevent such change and enable
continuous tracking. We detail this solution in Appendix D.

7 Device-Centric Mitigation

Although 5G standard updates could fundamentally defend
against forgery attacks, they require months or even years to
be deployed in practice. To this end, we design device-centric
mitigation to provide a quick remedy for existing devices. We
leverage the existing, dense 5G cell deployment to help the
victim dodge the attacker.

7.1 “Quick Dodge” with Handover

Band switching to avoid the attacker on a specific cell
We observe that, the attacker must camp on the cell that serves
the victim device and forge messages in the current band to
launch the attack, regardless of the attack methodology (§3.2).
Therefore, the victim could quickly escape from attackers by
switching to another frequency band (i.e., a different 5G cell).

With the insight, CellDAM thus aims to switch the band
(i.e., cell) that serves the victim device to avoid the attacker.

Use handover procedure to trigger band switching In
CellDAM, we leverage the 5G handover procedure to realize
band switching. In 5G, a UE measures the signal quality
by metrics of Reference Signals Received Power (RSRP)
and Reference Signal Received Quality (RSRQ). When the
experienced signal quality of the serving cell is worse than the
thresholds configured by gNB, the UE sends reports to gNB,
which makes the handover decision and sends a handover
command to the device.
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Although rare, it is possible that there are no other cells
available. In such cases, CellDAM could opt to generate a
warning instead of triggering the handover.

Why is band switching via handover effective against at-
tackers? First, the attacker could not control or know
which cell the device is switching to, as the handover com-
mand is encrypted. Given that, the attacker needs to enumerate
all nearby cells and use fingerprinting on each to find whether
the device is in the cell. It takes prolonged time and effort for
an attacker. This could take minutes, before which the device
might already move to a new cell.

Application is resilient to handover Handover incurs
little overhead on applications. UE does not go through the
slow cell search or connection setup procedure. Instead, it only
has to update its PHY parameters for the new cell. Therefore,
the disruption to the applications is minimum.

How to trigger a handover? To initiate a handover pro-
cedure, the most straightforward way is by requesting the
gNB to send a handover command to the device. This is
possible if CellDAM can communicate with the operator (De-
fense model 2). On the other hand, the device can send a 5G
measurement report to the base station. It indicates that the
measurement result from another cell is better than the cur-
rent one by an offset configured by gNB (i.e., a measurement
event in 5G). This will subsequently trigger a handover proce-
dure. Defense model 1 could take this approach. However, for
Defense model 3, neither approach is available. In the next
section, we describe how it could still initiate a handover.

7.2 Trigger Handover with SecHub

When the handover-related messages cannot be directly cre-
ated, CellDAM takes a different path by affecting the measure-
ment result. If the measured RSRQ on the serving band is bad,
a legitimate report will be triggered by the device. Although
either bad RSRQ or RSRP can result in handover, we focus
on RSRQ, because RSRP is measured based on the reference
signal power and is hard to be affected by SecHub.

Solution: Precise reference signal downgrade We de-
sign adaptive signal degradation to ensure low-overhead band
switching. Instead of the entire channel, SecHub only copes
with the reference signal in 5G. The device measures the
reference signal to monitor the signal quality regardless of
PHY techniques (e.g., MIMO, carrier aggregation, dual con-
nectivity, etc). The reference signal only exists in specific
subcarriers and time slots. SecHub calculates the positions
of the reference signal based on the current physical band
according to the 5G standards [6]. By morphing the reference
signals only, SecHub downgrades the victim’s measurements
of the current frequency band without much overhead.

The solution should not affect other devices. SecHub adap-
tively controls its power upon triggering the handover. More
details on the power control are shown in Appendix B.

8 Security Analysis

8.1 Attacks Covered by CellDAM

In this section, we discuss what attacks can be detected by
CellDAM. With our design, CellDAM can detect multiple at-
tacks that target both data plane packets and signaling mes-
sage, as shown in Table 2. The details for each attack and how
CellDAM detects it are elaborated in Appendix A.

Attacks against data packets We consider three attack
actions that target data packets: injection, deletion, and ma-
nipulation. For injection, the attacker attempts to insert a new
data packet. For deletion, the attacker tries to remove a packet
from being received by the device or the network. For ma-
nipulation, the attacker seeks to change certain bits in a data
packet. Any bit in the IP packet (application, transport, or IP
headers) could be changed.

We first show that, both injection and manipulation attacks
can be detected by CellDAM. We note that, neither attack can
be directly launched over the air. Flipping data bits over the air
will fail the CRC check, while directly injecting a new packet
will fail to be decrypted due to mandatory encryption. There-
fore, the possible methodology for injection or manipulation
is the Man-in-the-Middle (MitM) approach. The adversary
intercepts the packet, flips the bits, re-encodes it, and injects
the altered packet.

This could be detected by CellDAM. as a MitM will incur
undesired signaling messages. There are two possible ways
to launch MitM. For the scheme using relay FBS (A1 in
Table 2), an attacker cannot directly learn the critical data-
plane configurations, which are transmitted over the encrypted
RRC messages [60]. Consequently, the forgery could be sent
in an impossible context, e.g., in the time slots when the
device is in its Discontinuous Reception (DRX) OFF state
(i.e., sleep mode). This behavior will be detected by CellDAM.
It applies to both uplink and downlink forgery, as the attacker
needs to send DCI to the victim device for notification of both
uplink and downlink scheduling. For the attack that corrupts
the transmission and injects retransmission (A2 in Table 2), it
needs to forge DCI and data packets. The next DCI from the
attacker could reach the device before the acknowledgment
of the forged data, thus incurring an undesired behavior.

Unlike manipulation and injection, deleting data packets
cannot be detected by CellDAM. The attacker can send noises
and corrupt the data packets. CellDAM cannot distinguish it
from a corruption caused by environmental noises. There is
no readily available scheme to defend it without changing the
5G PHY; changing PHY is beyond the scope of this work.

Attacks against data plane signaling We show that, all
the detection, manipulation, and deletion of signaling mes-
sages can be detected by CellDAM. This is relatively straight-
forward compared with data packet forgery. Since the forged
or missing signaling is not anticipated, some messages will
be received in wrong or unexpected context. Three examples
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# Attack Target Message New? CellDAM Undesired Behavior Check
A1 DL Data Manip-

ulation w/ Relay
FBS

Data packet Adapted
from [48, 49]

The forged packet received during
DRX OFF.

c4

A2 DL Data Forgery
w/ Retransmission

Data packet Inspired
by [54, 60]

Forged DCI for forged data received
in wrong context.

c1

A3 Packet Delivery
Blocking

RLC Control
NACK

Adapted
from [54]

The RLC Control is not received
when the timer expires.

c1, c2

A4 Prolonged Packet
Delivery

DRX Command Adapted
from [54]

Message received with pending trans-
mission; DCI during DRX OFF.

c1,c4

A5 Radio Resource
Draining

Buffer Status Re-
port

Adapted
from [54]

Grant is received when no data is
pending.

c5

A6 Break Reliable
Transfer

RLC Control
ACK

Yes RLC packet is NACKed after being
already ACKed.

c3

A7 Data Collision DCI UL Grant Yes Data sent in unauthorized resource
blocks will not be acknowledged.

c5

A8 Delayed Transfer MAC ACK Yes Sender MAC falsely regards ACK
and triggers RLC retransmission.

c1

Table 2: List of known (A1–A5) and unreported (A6–A8) data-plane attacks and how they trigger undesired messages. See
Appendix A for details of each attack.

are listed in Table 2 (A3-A5). They are adapted from those
reported in 4G or Cellular IoT and include all three types of
attack. Each attack violates a certain context in packet deliv-
ery and fails to pass all checks. For A3, the attack corrupts
an RLC NACK signaling. This incurs head-of-line blocking,
stopping the delivery for more than 100ms. The attack can be
detected by the device, as the device observes no RLC NACK
after it requests one in the uplink packet. For A4, the attacker
injects a DRX command signaling message, which forces
the device into DRX OFF even in the presence of new data.
The device thus receives a DCI during DRX OFF, detected
by its lack of ACK/NACK. For A5, the device manipulates
the amount in the BSR request to drain the wireless resource
and block access. The device will observe unsolicited grant
without pending UL data.

Unreported attacks CellDAM also detects unreported data-
plane attacks, since it verifies what is right and detects any
potential attack that breaks the delivery procedure. For each
DFA state, signaling message, and validation, we check if
a forged message that fails the validation can be from the
adversary to incur damages. Consequently, we illustrate three
unreported attacks and how CellDAM can detect them in Ta-
ble 2 (A6-A8) with details in Appendix A.

8.2 Attacks against CellDAM

We next consider an attacker who is aware of the existence of
CellDAM and tries to break it under our threat model. We
specifically focus on the security of SecHub. This is be-
cause, if the inference or mitigation is implemented within
the firmware, it is considered difficult to break it without an
insider attacker. This is beyond the scope of our threat model.

Attacker attempts to break CellDAM’s inference We
first consider an attacker who tricks SecHub and prevents

CellDAM from recognizing the traffic from the protected de-
vice. With CellDAM design, this is not possible. The traffic is
generated from the in-device application with the pre-defined
pattern. The application is also secure as it needs no root
or other privileges. Therefore, the pattern is unknown to the
attacker, who cannot insert malicious packet to break the in-
ference. In addition, CellDAM is stable by repeating inference
three times to confirm the target, avoiding a malicious attacker
to inject noises and break the inference.

Attacker compromises or breaks SecHub The attacker
can either gain access to SecHub, or break the communica-
tion between SecHub and the device. However, neither is
possible. First, SecHub is available to end users without ex-
posing any unnecessary interfaces, such as Internet access
or wireless control. A user or an application will be unable
to add/change/delete the SecHub software. SecHub is solely
used for CellDAM detection and mitigation purposes. A pass-
code is set to access its functionalities. Second, SecHub com-
municates securely with the protected device. The user installs
an application in the protected device using the certificate that
comes with the SecHub. The device thus mutually authenti-
cates with SecHub and encrypts all traffic between them. Only
nonsensitive information is exchanged over this channel.

Attacker leverages SecHub to force handover The at-
tacker could force the device to switch band by deteriorating
the signal strength sensed by SecHub. However, such an attack
is very limited in its impact. First, the device has immediate
data access after moving to a new cell. The handover disrup-
tion is short. Meanwhile, the attacker cannot control which
new cell the device moves to. For this purpose, the attacker
needs to launch a time-consuming identification procedure on
all local cells. The attacker cannot control which cell/base sta-
tion the victim switches to, either. Instead, the band switching
in 5G will prioritize the cells from the same (legitimate) base
station. Forcing the device to an illegitimate base station is
thus unlikely. Therefore, the attacker gains little from forcing
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Figure 6: Implementation of CellDAM. Green blocks are
CellDAM modules.

a handover with SecHub. Defending against it is out of the
scope of CellDAM.

9 Implementation
We implement CellDAM as shown in Figure 6. We implement
the defense model with the least privilege (Defence model
3). Based on our discussion, we implement SecHub to per-
form attack detection and mitigation. A security manager app
on UE facilitates SecHub for rootless signaling capture. We
next elaborate on each component. It could be adapted to the
other two defense models with little change. For detection,
our detector module could be directly used by the other two
models. For mitigation, they only require to trigger one extra
command after detection.
Wireless Monitor A wireless monitor is deployed based on
srsRAN [51] to perform the rootless signaling capture through
the RF controller with the SDR devices. We implement it
with 2,794 lines of C++ code. The monitor collaborates with
the UE to camp on the target cell, infer the UE’s C-RNTI,
and simultaneously capture real-time messages on both the
uplink and downlink channels. After the capture, it decodes
the signaling messages accordingly and passes them to the
attack detector.
Detector with state-dependent model checking We im-
plement the state-dependent model checking attack detector
with 1,252 lines of Python. The real-time traces from the
wireless monitor will be fed into the detector for undesired
behavior and potential attacks. If any consecutive signaling
messages violate the cross-layer model checking, potential
attacks will be reported by the detector. The detector will
further notify the mitigator module to trigger the mitigation.
Mitigator We deploy the mitigator with 860 lines of Python
code. After detecting any attacks, the mitigator triggers the
victim handover. With the current signal conditions acquired
from the security manager application from the victim, the
mitigator calculates the minimum transmit power to trigger
the UE handover with the SDR devices. It then notifies the
RF controller to initiate signals targeting the victim UE. This
will trigger handover to escape from the attacker’s cell.
Security Manager App On the phone side, we deploy a
security manager application with 1,264 lines of Java. The ap-
plication monitors the current band, PCI, and signal conditions
(RSRP and RSRQ) with the Android Telephony API [10] to
facilitate the rootless signaling capture. It also generates a cor-

gNB Server Server for SecHub & UE

SecHub
RF

UE RF 

gNB RF

Figure 7: Testbed Setup for CellDAM.
responding UDP traffic after receiving the traffic interval from
SecHub for the collaborated traffic fingerprinting. It supports
exchanging the data with SecHub through a wired (USB) or
wireless (Bluetooth in the current implementation) connection
leveraging Android APIs [9]. It supports the X.509 certificate
to facilitate the mutual authentication and encryption between
the app and SecHub. We also implement an equivalent ap-
plication for srsUE running on user-space. The same set of
information is extracted from the srsUE by hooking the cur-
rent srsUE functions. Then the information is shared with the
SecHub with the socket API.

10 Evaluation
10.1 Evaluation Setup
Testbed Setup We construct a testbed for experimental
validation, as shown in Figure 7. The gNB and UE are built
upon srsRAN [51] 5G protocols. The physical layer encod-
ing is still kept with 4G due to current hardware limitations.
CellDAM does not rely on any 5G-specific PHY feature. The
gNB software is run on an i7-9700K PC with Ubuntu 20.04.
The UE runs on an Intel Xeon Silver 4214 server running
Ubuntu 20.04. Both use USRP B210 as their RF frontend,
with the frequency set to an unlicensed 2.4GHz ISM band.
SecHub is co-located on the same server as the UE and uses
USRP X300 as the RF frontend. The security manager appli-
cation runs on the same server as a user-space process and
shares the information extracted from srsUE with SecHub.
The mobile version of security manager application is tested
on a Pixel 4a with Snapdragon 730 running Android 12.

Attack Reproduction All attacks listed in Table 2 are
recreated within the testbed in order to evaluate CellDAM’s
ability of attack detection and mitigation. We realize attacks
on both data packets and signaling. We simplify the attacks
with partial software emulation on our testbed for controlla-
bility and reproducibility In attacks with relay FBS, we set up
both the FBS and the real gNB in the testbed. We emulate the
radio link between relay FBS and real gNB in software with
ZeroMQ [61] to avoid interference with the link between UE
and relay FBS, which uses physical link with USRP.

On the other hand, the attacks without relay FBS rely on
manipulation of the underlying data channel. We emulate
the attacker using a separate thread within the gNB and UE
program, which has access to the transmitting and receiving
signal buffer. Eavesdropping is realized with inspection of the
receiving buffer, while the forging or corruption attacks are

1610    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



Attack A1 A2 A3 A4 A5 A6 A7 A8

Precision 0.989 1 0.999 1 0.996 1 0.996 0.999
Recall 0.705 0.976 1 0.989 1 1 1 1

F1 0.823 0.988 0.999 0.994 0.998 1 0.998 0.999

Table 3: Effectiveness of attack detection with CellDAM.
emulated by injecting encoded attack messages or noise to
the transmitting buffer.

Ethical Considerations This work does not raise any ethi-
cal issues. Our testbed is carefully controlled for experiments,
operating on an unlicensed 2.4GHz ISM band. The experi-
mentation is conducted within a 5MHz channel centered at
2.49GHz. We ensure no nearby device is using the frequency
band. The radio signal emitted by the testbed only reaches
a few meters, ensuring that no other device is affected or
attempts to communicate with our testbed. Meanwhile, we
are working with collaborating mobile operators about the
discovered solutions and will open source CellDAM.

10.2 Evaluation Results
Evaluation of CellDAM Attack Detection In this sub-
section, we answer the question of whether CellDAM can
detect all attacks displayed in Table 2. For this purpose,
we inject attack messages according to the attacker proce-
dure, and observe if the detector can initiate warnings as ex-
pected. We test the attack detection under two different traffic
types: A lightweight traffic with ping and a heavy traffic with
iPerf3 [30] to saturate the channel. For each attack, we repeat
1,000 times under each scenario. We evaluate the results with
three metrics: precision, recall, and F1 score. The ground truth
can be easily obtained, as whether there is an ongoing attack
is controlled by us.

Table 3 summarizes the precision, recall, and F1 score for
the CellDAM detection. As shown in the table, the detection
reaches a precision of 98.9%∼100% for different attack types.
The high precision is achieved by the correctness of the DFA
and verification, as the normal operations in legitimate 5G
delivery will follow the correct procedure. Meanwhile, the
recall is 70.5%∼100% for different attack detection. Note
that, the relatively low recall for A1 is because a heavy-traffic
scenario will extend the ON state for a device. The device
can use other FBS detection methods [8, 65] to complement
CellDAM. The recall is high for other attacks, as they will
incur undesired data-plane signaling. This results in a high
F1 score of 0.823∼0.999. The detection works well for both
light and heavy traffic. This is because CellDAM only requires
inspection on lightweight data-plane signaling messages. We
also measure the average detection latency for attack detection.
The signaling messages could be captured and fed into the
detector for real-time detection. The detection achieves an
average latency of 28ms. Therefore, CellDAM can quickly
spot potential adversaries and take action.

Evaluation of CellDAM Mitigation We evaluate the suc-
cess rate for mitigation. When SecHub detects any attack, it
will trigger the target device handover to escape from the
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Figure 8: Mitigation Performance.

attack. We enable the handover-related RRC messages and
config in gNB and let the UE monitor the handover events.
Note that our testbed does not support real handover to a dif-
ferent cell; if UE receives a handover command, we assume
a successful handover. We evaluate the ratio of successful
handover and the corresponding latency for each mitigation.
In all 40 rounds of experiments, SecHub successfully triggers
the UE handover. Figure 8a shows the CDF of the latency.
The results show that the average mitigation latency is 1.85s.
90% of them could successfully handover within 3 seconds,
and all handovers are triggered within 4 seconds.

In our design, signals from SecHub will have minimum
impact on other devices. We show this point by measuring
the perceived RSRQ drops at the UE at different distances
from the SecHub. Figure 8b shows that the RSRQ drop at 1m
and 2m are only 0.67dB and 0.06dB, respectively. With the
controlled power of SecHub, our mitigation will only trigger
handover on the close-by protected device, while not affecting
other users or devices.

Impact of CellDAM mitigation on applications We dis-
cussed in §7 that handover-based cell switching will incur
little overhead on applications. We now evaluate the disrup-
tion time on the iPerf3 application during the band switch.
We decode the logs and calculate the interval of application
packets before and after the handover. The average disrup-
tion is 72.3 ms, with a 95th percentile of 83.7ms. We further
note that, the packets during 5G handover will be kept and
delivered by the new cell afterwards. Therefore, an applica-
tion would only experience a small delay caused by CellDAM,
without triggering any data loss or TCP connection reset.

Evaluation of SecHubRootless Capture We then present
our microbenchmarks for inferring signaling messages. We
measure the ratio of correctly captured signaling in both up-
link and downlink to show the effectiveness of our rootless
signaling capture. We record the traces of PUCCH/PDCCH
(SR and DCI) and PDSCH/PUSCH (MAC CE and RLC Con-
trol) at the UE as the ground truth. We capture the traces
through the SecHub under different traffic scenarios and mo-
bility. We use ping and iPerf3 for the light and heavy traffic
scenarios, respectively. The UE and SecHub are kept static or
moving at a speed of around 5km/h for mobility. The ratio of
correctly decoded signaling is calculated by comparing the
traces captured on the SecHub and the ground truth.

Table 4 shows the success ratio for the rootless capture. For
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Control Data
Traffic PUCCH PDCCH PUSCH PDSCH
Light 99.1% 100% 100% 99.7%
Heavy 98.7% 99.9% 98.1% 97.2%

Light-M 98.8% 99.9% 99.1% 98.3%
Heavy-M 98.1% 99.8% 98.0% 97.3%

Table 4: Ratio of success rootless signaling message capture
under different traffic scenarios and mobility (-M: Mobile).

the control messages, 99.1% of PUCCH and 100% of PDCCH
are successfully captured and decoded from the SecHub with
the light traffic. For the heavy traffic, the SecHub still achieves
a high success rate with 98.7% for PUCCH and 99.9% for the
PDCCH. For data messages, SecHub successfully decodes all
the PUSCH messages and 99.7% of PDSCH data under the
light traffic scenario. 98.1% of the PUSCH and 97.2% of the
PDSCH traffic is successfully captured and decoded for the
heavy traffic scenario. We observe similar numbers (97.3-
99.9%) in mobility cases (Light-M) and (Heavy-M). The
ratio is not impacted by mobility, because the UE and SecHub
experience similar channel conditions. Whether one message
is decoded on UE or not, SecHub will produce similar results.

The high success rate is possible with accurate C-RNTI
inference. We quantify the success rate with the collaborated
traffic fingerprinting. Since the inference can be done without
actively sending signals over the air, we perform the verifi-
cation on both the commercial network and our testbed. The
ground truth of C-RNTI can be acquired in gNB (by checking
logs) and in COTS UE (by using MobileInsight [37]). Every
time SecHub collects 5s of traces for the inference after the
traffic pattern coordination with the target UE. We perform
120 rounds of experiments with 60 rounds on the testbed and
60 rounds on the commercial network.

On the testbed, SecHub correctly infers the C-RNTI in all
60 rounds, achieving a 100% success rate. On the commercial
network, with the increased device number, SecHub success-
fully infers 98.3% of the C-RNTI. We further measure the
overheads caused by the background ping in the continuous
tracking. The result shows that CellDAM involves 0.14 KBps
traffic overhead, which is marginal on the target device. The
results show that CellDAM could continuously perform the
monitoring during the mobility, and protect the victim without
any root privilege.

11 Related Work

As new attacks on the 5G/4G have drawn increasing attention,
detecting potential attacks is a popular research topic in recent
years. Due to the high overhead and long cycle for network-
side detection [47], current detection methods are mainly
on the device side. PHOENIX [19] proposes a solution for
control-plane monitoring. [53] studies the device-side attack
detection for core network attacks. [16, 18, 25, 38, 63] detect
cellular attacks by analyzing on-device application traces. [8,

65] detect the existence of FBS with physical characteristics
of FBS such as power or signal signatures. No prior work
studies attack detection for data-plane protocols. CellDAM
provides the first detection scheme for attacks on data-plane
packets/signaling in 5G. Unlike other works that require root
access and expose additional risks [62], CellDAM detects the
attack without extra privilege.

Existing mitigation for attacks on 4G/5G protocols ei-
ther needs root access [33] or requires protocol changes
[48, 49, 54, 64]. To our knowledge, CellDAM is the first solu-
tion that provides rootless mitigation for data-plane attacks
without firmware/standard changes. Other mitigation meth-
ods for attacks on mobile apps [11, 13, 39] or cellular-based
services [35, 40, 55, 58] are orthogonal to our work.

Prior studies have leveraged model checking to verify the
cellular standards and discover new vulnerabilities in the pro-
tocols. [26, 28] exposed attacks in 4G LTE by adversarial
model-based testing. Previous work also formally analyzed
the 5G protocol components including the 5G-AKA proce-
dures [12, 17] and NAS/RRC signalings [27]. However, the
existing cellular protocol verification runs offline on the con-
trol plane and does not have runtime detection. CellDAM per-
forms the runtime verification to discover the potential attacks
timely. It targets the relatively more difficult problem of veri-
fying the data plane, whose traffic is heavier.

12 Conclusion

Detection of data-plane attacks at the mobile device has not
been viewed favorably to date. This is due to the excessive
processing and energy overhead associated with 5G high data
rate. In this work, we show how to use data-plane signaling
messages to devise a detection solution that yields one or two
orders of magnitude lower overhead. We leverage the fact
that data-plane attacks would exhibit certain data signaling
misbehavior. Our reactive solution may defend against certain
attacks that the current proactive schemes cannot. It can work
on normal user devices without root privilege or infrastructure
upgrade. Once CellDAM detects an attack, it further mitigates
attack damages via handover to another available channel.

In a broader scope, we believe data-plane security deserves
more attention given that activating all security measures on
lightweight control-plane messages is relatively straightfor-
ward. In contrast, data plane delivery involves complex inter-
actions across protocols and the adversary has plenty play-
ground to launch various attacks from applications, transport
layer, to IP and 5G protocols. While the end-to-end approach
and existing 5G data-plane security may secure application
data, it fails to secure the 5G infrastructure and mobile device.
To this end, this work reports our initial effort to explore a
lightweight, reactive solution to 5G data-plane security.
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Figure 9: Viable data-plane methodologies for data injec-
tion/manipulation.

A Details of Each Attack and Its Detection

In this section, we present the details of each attack shown
in Table 2, including the attack procedure that leverages the
forgery messages and the attack consequences. We also elab-
orate on how each attack incurs undesired behavior that can
be detected by CellDAM validations.

A.1 Injecting Data with FBS

Attack Procedure The attacker can use a relay fake base
station (FBS) to manipulate data packets [48]. The detailed
attack procedure is shown in Figure 9a. The attacker sets up
a fake base station (FBS). It usually runs on a different band
from the real base station, and sends strong broadcast signal to
lure the device into connection. The attack also sets up a fake
UE that connects to the real base station. It then relays the
connection setup messages without any manipulation from/to
the real base station. Afterwards, although all data packets
are encrypted, the attacker can flip the bits to change the
content of the forgery, if data-plane integrity protection is
not enforced. This is doable as the encryption is done with
simple XOR. as long as the original content is known (e.g.,
DNS server set up by the operator), the attacker can flip bits
and change the contents to target values. For instance, the
attacker can manipulate the IP header of a DNS request and
compensate the IP header checksum to pass the checks [48].
Undesired Behavior In this attack, we assume the adver-
sary cannot infer the data-plane configurations encrypted in
RRC messages. Therefore, when the attacker forwards the
data packet, some configurations might be incorrectly set and
detected on the device side. One example is DRX configura-
tion. Without the configuration, the forwarded packet might
fall in the DRX OFF period, as shown in Figure 10a. As
the DRX ON period is usually very short (e.g., 10ms), most
messages might be delivered outside of the period, violating
check c4. Although the FBS can repeat transmitting until the
victim device acknowledges to ensure delivery, this behavior
will be detected by CellDAM. Note that, 5G DRX includes the
mechanism to stay in ON period for an extended period when
a new data is received. Therefore, when the traffic is heavy,
the device might keep staying in ON state. As we claimed in
§10, the attack will be more detectable for light traffic. For
this attacker, the PHY layer detection methods mentioned in

§11 can help detect FBS that transmits abnormal signal.

A.2 Data Manipulation with Retransmission

Attack Procedure We also show that, the attacker can
serve man-in-the-middle to manipulate data packets without
FBS. The detailed attack procedure is shown in Figure 9b.
This approach can manipulate data plane packet without FBS.
We consider the victim device is directly connected to the
authentic base station. Note that, the attacker might not be
able to forge data-plane packets directly, as they are encrypted
(unlike integrity protection, which is optional). Therefore, to
forge data packets, the attacker still needs to take the bit
flipping approach as in A1. One viable way is to forge the
data as retransmission. The attacker can eavesdrop on the
channel and look for data transmission that fails on victim
device (i.e., trigger NACK), while it successfully decodes
the encrypted data (due to less noisy environment, etc.). The
attacker can then forge the DCI and manipulated data as the
retransmission.
Undesired Behavior This attack requires sending forged
DCI and data to the device. This DCI can be received in an
improper context. Each DCI includes a HARQ ID, which
indicates the process of the transmission. Each process takes
a stop-and-wait procedure. Before the last packet is acknowl-
edged, the process will not move on to transmit the next one.
Therefore, the DCI from the authentic gNB can arrive after the
DCI forged by attacker and before the forged retransmission
has been acknowledged. This causes an undesired behavior
that can be observed on the device with c1. This is shown in
Figure 10b.

We further note two things. First, this attack method can
forge uplink data packet without obvious undesired behavior
on the device side. We do not consider such attack with pure
uplink forgery in this work. However, a reasonable forgery
attack needs to manipulate both uplink and downlink data.
Second, an interested reader might ask whether the attacker
can use the legitimate DCI to send the forged data. However,
the DL DCI and the corresponding forged data are usually
sent in the same time slot in 5G. It is thus hardly possible to
infer DCI for data forgery in advance.

A.3 Packet Delivery Blocking

Attack Procedure We have introduced this attack in §3.2
as an example of corrupting data-plane signaling. We now
present this attack in more details as shown in Figure 10c.
The attacker first eavesdrops on the data channel and learns
the packet sequence number that is not delivered over the
air. It then selectively corrupts the RLC control that NACKs
the packet. Since the packet is not acknowledged, UE will
still send uplink data without retransmitting the missing one.
These new data packets are blocked in the gNB, which suffers
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Figure 10: Illustration of undesired behavior caused by attacks.

head-of-line blocking for more than 100ms. No new data will
be forwarded during this time period.
Undesired Behavior The attack will cause undesired be-
havior on RLC. From the perspective of the device, the uplink
RLC will receive either ACK or NACK after Treordering when
the timer expires. Even if the signaling is corrupted, which
is rare given its small size, the MAC layer should retransmit
it. Therefore, if the device finds no RLC control after timer
expires and MAC retransmissions (which has a configured
max count), CellDAM detects a potential corruption attack. We
note that all MAC retransmission could fail due to extremely
weak channel instead of an attacker. In this case, although no
attack is present, switching to a better wireless channel with
CellDAM is a reasonable facilitating option.

A.4 Prolonged Packet Delivery
We consider connected mode Discontinuous Reception
(CDRX) in this attack. In the RRC connected state, the gNB
will only deliver data during DRX ON state. A device will be
in DRX ON for a small time period in a fixed periodicity. If
any data is received during this period, the DRX ON state is
extended for a constant amount of time. gNB will configure
the ON period, DRX cycle, and the extended timer amount in
encrypted RRC messages.
Attack Procedure The detailed procedure is shown in Fig-
ure 10d. In this attack, the adversary forges a DRX command
to the device. DRX command terminates the DRX ON state
prematurely and the device enters the sleep mode. Therefore,
the device will be unable to receive all subsequent transmis-
sion in the current DRX cycle with DRX turned to OFF state.
The data delivery can be delayed for hundreds of milliseconds

given long DRX cycle. The attack is adapted from [54]. Note
that, this attack will not stop uplink data delivery, as a UL
data transmission initiated by UE can again switch the DRX
state to DRX ON.
Undesired Behavior It is not possible to receive downlink
DCI or data during DRX OFF. If such an event happens, the
previous DRX command could be forged. As CellDAM does
not have root access, it is difficult for SecHub to monitor in-
ternal DRX state in real-time or infer the state with encrypted
DRX configurations in RRC messages. However, there is
another indication for a message during DRX OFF: If the
device is in DRX OFF, it will not respond to any downlink
data with ACK or NACK in PUCCH. Therefore, SecHub can
detect such attack by checking the downlink data without any
acknowledgment, after an incoming DRX command. This
violates the validation check c4. In addition, gNB will not
send DRX command when the previous DL transmission has
not finished, which means there will be more transmission in
the DRX cycle. This violated c1.

A.5 Radio Resource Draining

Attack Procedure We have introduced this attack in §3.2
as an example of manipulating data-plane signaling. Here we
present more details. 5G/4G adopts scheduling-based data
delivery. To transmit uplink data, the device needs to send the
buffer status report (BSR) to the gNB for asking grants. An
attacker can forge a BSR to the gNB. In the forged BSR, the
attacker falsely indicates the victim device has a large amount
of data to send. The gNB subsequently assigns excessive
resource blocks to the device, wasting wireless resource and
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blocking other users’ access. The detailed procedure is shown
in Figure 10e. The attack is adapted from [54].
Undesired Behavior Although the attacker forges an up-
link message, it will incur observable undesired behavior on
the device side as well. This is because the DCI (for UL grant)
will be triggered by the forged BSR message. If the device
receives grant when there is no prior request, the grant can be
caused by a forged request by the attacker. We notice that, a
gNB can send a device “free” small grants in case the device
has something to send. However, these grants are small for
the device to sufficiently deliver BSR. Therefore, to reduce
false positive, we set a threshold (120 bytes) in the verification
check c5 to find unwanted resources.

A.6 Break Reliable Transfer

Attack Procedure The detailed procedure of the attack
is shown in Figure 10f. The attacker can corrupt the data
retransmission on MAC layer. It then forges an RLC ACK to
UE. Receiving it, the victim device RLC protocol wrongly
thinks the packet has been delivered, discarding it in the buffer.
Therefore, this packet cannot be reliably delivered in 5G. This
might further trigger TCP retransmission, which can cause
more serious damage.
Undesired Behavior From the perspective of the base
station, it will detect a packet gap in RLC protocol when
it receives a later packet from UE. Therefore, it will still
attempt to recover it by sending an RLC NACK. The NACK
timing is unknown for the attacker, thus cannot be targeted for
corruption. The device side will thus receive an RLC NACK
first and then an ACK. This behavior is undesired in 5G and
can be detected by validation check c3.

A.7 Data Collision

Attack Procedure The detailed procedure of the attack
is shown in Figure 10g. The attacker forges grant to the vic-
tim device. The device will send data using the forged grant.
However, any data using these non-authorized grants will not
be correctly accepted by the gNB. In addition, the legitimate
transmission in the same time and frequency by another user
will be corrupted by the victim’s false transmission.
Undesired Behavior The attack will trigger undesired be-
havior on the device side. Since the UL data using false grants
will not be accepted, gNB will not ACK or NACK the message
delivery and consequently trigger an RLC NACK. CellDAM
detects the undesired behavior with RLC control NACK and
lack of MAC layer feedback with validation c5.

A.8 Delayed Transfer

Attack Procedure The detailed procedure of the attack
is shown in Figure 10h. In this attack, the adversary sends

noises and corrupts the uplink data. The attacker can learn
the time and frequency of the delivery by eavesdropping on
DCI for UL grants. It consequently forges DCI for new data
(i.e., indicator for ACK) to stop the UE from retransmitting
the corrupted data. Consequently, the UE will start sending
new data on MAC. This will later trigger retransmission on
the RLC layer, which can take up to hundreds of milliseconds
compared to a MAC fast retransmission.
Undesired Behavior The forged DCI from the attacker can
be sent in a wrong context, where two consecutive DCIs are
received but the data using the first one has not been acked
yet. This can also be detected with c1.

B Deriving Minimal Power for Targeted
Switching

The solution should not affect other devices. SecHub adap-
tively controls its power upon triggering the handover. Pre-
vious 5G measurements show that -20dB RSRQ is enough
to trigger the handover in more than 98% cases [59]. SecHub
adaptively derives the minimal power so that RSRQ drops to
-20dB, thus triggering handover. The current RSRQ is derived
by:

RSRQ =
N ×RSRP

RSSI
To reduce the RSRQ to -20dB, the minimal power (Pm)

needed by SecHub follows:

N ×RSRP
RSSI +Pm

=−20dB =
1

100

Thus, the Pm could be derived by:

Pm = N ×RSRP× (100− 1
RSRQ

)

All needed information can be acquired from the victim
by the OS API (e.g., Android [10]) without root privilege.
Furthermore, the power density is inversely proportional to
the square of the distance from the antenna [14]. Assume
SecHub is located close to the device (<0.1m). The RSRQ
drop at the 1m distance is smaller than 1dB, which could be
neglected by other devices. Only the victim device perceives
a notable RSRQ drop and triggers its handover.

We admit that, even theoretically not affecting any other
device, sending weak signals might require licensing from
the operational networks or government. We envision SecHub
can acquire such permission from mobile operators, or even
manufactured by the operators themselves. If this privilege
is not available, CellDAM could fallback to using airplane
switching. Even if the cell is not changed after toggling, the
device will be reassigned a physical ID C-RNTI, which makes
it more difficult for the attacker to track the victim.
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C List of Accepted Messages

We elaborate on c1 by enumerating each state and the list
of accepted message for each one. The results are shown in
Table 5. If a message is in the list, we show the next state if
all other validations are passed. Otherwise, we mark an × in
the table which means an undesired behavior that fails c1. As
we mentioned, our method prioritizes soundness. Therefore,
for messages that are not explicitly considered, CellDAM will
ignore them and stay in the current state.

D Continuous Inference

We describe how SecHub could keep tracking the C-RNTI
used by the victim device.
Challenge: Dynamic configurations Upon user mobil-
ity, the configurations could be updated within an encrypted
message after the device connects to a new gNB. It is also pos-
sible that gNB updates the C-RNTI for the device upon RRC
state changes without user mobility. Tracking the up-to-date
configurations for the target device is critical.
Can we track the config change? One solution idea is to
track the configuration change once it happens and launch the
inference again. This is possible when a handover happens.
CellDAM develops an application on the target device to track
the possible configuration changes due to mobility. The ap-
plication leverages the existing API to detect the PCI/band
change due to handover. It requires no root access. The appli-
cation could track the updates with OS-level API and notify
the SecHub to start a new round of C-RNTI inference.

However, the same method cannot be used to infer the con-
fig change within the same cell. SecHub or OS APIs cannot
report the change of configurations from the base station.
Idea: Prevent config change in a cell Since change detec-
tion is hard, we approach it differently by keeping the config-
uration constant. Indeed, this is possible. CellDAM leverages
the operational C-RNTI update logic in the cellular deploy-
ment to retain the same C-RNTI when the device stays on the
same gNB. Our study on commercial devices and operators
shows that, the current gNB updates C-RNTI when the de-
vice transits from the RRC-Idle state to the RRC-Connected
state. The gNB recycles the C-RNTI from the idle devices
and reuses them for other devices. Therefore, we aim to keep
the device in RRC-Connected to avoid configuration change.
Preventing configuration change for continuous inference
We trigger a lightweight ping in the background inside the
application. Our experiments show that the ping traffic with
2s interval could keep the C-RNTI unchanged. We validate it
on 216 cells from three major US carriers. In all tests, the C-
RNTI remains unchanged for at least 30 minutes with our light
background traffic. To tolerate unexpected updates, SecHub
also triggers the C-RNTI inference (in §6) every 10 minutes
to validate that the current configuration is up-to-date.

Marginal energy consumption The ping messages incur
low traffic volume to keep the device in RRC-Connected. We
further note that, this has small impact on 5G energy saving.
This is because, the device could still go to sleep mode for
energy reservation in logical RRC-Connected state. A 5G
device saves power by entering Discontinuous Reception or
DRX OFF mode. However, given the device will quickly re-
enter DRX OFF (within 100ms) after a data transmission, the
infrequent messages (every 2s) would only incur small energy
overhead. Besides, regular user traffic will also wake up the
device, during which the extra ping does not further reduce
sleep period. In addition, the impact on the energy from the
sleep mode has a smaller impact as compared to other factors,
such as the screen brightness. We run the application for 30
minutes while normally using the device (with mixed heavy
and infrequent messages). The additional energy only incurs
0.5% extra energy on average.

E ACRONYMS

5GC 5G Core Network
AKA Authentication and Key Agreement
BSR Buffer Status Report
C-RNTI Cell Radio Network Temporary Identifier
CE Control Element
COTS Commercial Off-the-shelf
DCI Downlink Control Information
DFA Deterministic Finite Automata
DL Downlink
DRX Discontinuous Reception
DTLS Datagram Transport Layer Security
FSM Finite State Machine
gNB gNodeB, 5G Base Station
HARQ Hybrid Automatic Repeat Request
LTE Long Term Evolution
MAC Medium Access Control
NAS Non Access Stratum
NSA Non Standalone
PCI Physical Cell ID
PDCCH Physical Downlink Control Channel
PDCP Packet Data Convergence Protocol
PDSCH Physical Downlink Shared Channel
PHY Physical Layer
PUCCH Physical Uplink Control Channel
PUSCH Physical Uplink Shared Channel
RLC Radio Link Control
RRC Radio Resource Control
RSRP Reference Signals Received Power
RSRQ Reference Signal Received Quality
SN Sequence Number
SR Scheduling Request
TLS Transport Layer Security
UE User Equipment
UL Uplink
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Table 5: List of the accepted data-plane signaling for each DFA state and their state transition. We do not include s5 and s9 in the
table, as they are accept states. × means that the message in this state is not allowed and cannot pass c1, − means that the state is
unchanged with this message. “Different” or “same” means the receiving DCI compared with the first DCI for an RLC data
packet, i.e., RLC retransmission will reset HARQ and NDI with the first DCI after.

Data-Plane Signaling Message Current State
s1 s2 s3 s4 s6 s7 s8

MAC DCI for DL grant with same HARQ, same NDI − − − − s7 × ×
MAC DCI for DL grant with same HARQ, flipped NDI − − − − × × −
MAC DCI for DL grant with different HARQ − − − − − − −
MAC DCI for UL grant with same HARQ, same NDI s2 × s2 × − − −
MAC DCI for UL grant with same HARQ, flipped NDI × × s4 × − − −
MAC DCI for UL grant with different HARQ − − − − − − −
PUCCH ACK for the previous DCI − − − − × s8 ×
PUCCH NACK for the previous DCI − − − − × s6 ×
RLC Control with ACK for this packet × × × s5 × × s9
RLC Control with NACK for this packet × s1 s1 × s6 s6 ×
DRX Command − × × × − × ×
BSR − − − − − − −
Any other messages − − − − − − −
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Abstract
Cellular operators today know both the identity and location
of their mobile subscribers and hence can easily profile users
based on this information. Given this status quo, we aim to de-
sign a cellular architecture that protects the location privacy
of users from their cellular providers. The fundamental chal-
lenge in this is reconciling privacy with an operator’s need
to provide services based on a user’s identity (e.g., post-pay,
QoS and service classes, lawful intercept, emergency services,
forensics).

We present LOCA, a novel cellular design that, for the first
time, provides location privacy to users without compromis-
ing on identity-based services. LOCA is applicable to emerg-
ing MVNO-based cellular architectures in which a virtual
operator acts as a broker between users and infrastructure
operators. Using a combination of formal analysis, simula-
tion, prototype implementation, and wide-area experiments,
we show that LOCA provides provable privacy guarantees
and scales to realistic deployment figures.

1 Introduction
Providing users with location privacy is an important part of
the larger challenge of online privacy. Unfortunately, today’s
cellular architecture offers little location privacy: network
operators know the identity of a user and the geographic lo-
cation of the access point to which that user connects and
hence can trivially track a user’s location in time. There is
mounting concern over this situation as cellular providers
are reported to routinely share their users’ location pro-
files [28, 29, 62, 66, 105]. Moreover, 5G is likely to require
smaller cell sizes [19] thus exposing much finer-grained loca-
tion information and exacerbating the privacy problem.

Hiding a user’s location from their network operator is chal-
lenging because connecting to an access point fundamentally
reveals the user’s location. One approach to improving pri-
vacy is to hide the user’s identity from the network operator
using so-called “blindly signed tokens” [23, 78, 86]. However,
as discussed in §3, this approach comes at the cost of prevent-
ing network operators from providing identity-based services.
These are services whose correct execution depends on the
user’s identity, such as post-pay [22], QoS prioritization [1]
and lawful interception [3]. Such services are an essential part
of today’s networks and hence it is unlikely that operators
can/will abandon them in exchange for improved user privacy.
Thus, our question is whether we can enable location privacy

User BrokerOperator

User location User identity

Figure 1: LOCA’s overall architecture.

(i.e., ensuring that network operators cannot easily track or in-
fer a user’s location) without compromising on identity-based
services.

Privacy and identity-based services might seem to be fun-
damentally at odds. However, we see a way forward via mo-
bile virtual network operators (MVNOs) such as Google Fi
and Cricket [30, 49]. MVNOs are service providers that do
not own radio infrastructure but instead provide user-facing
services (sales, billing, etc.) while relying on business agree-
ments with some number of traditional mobile network op-
erators (MNOs) to provide the radio infrastructure. In this
scenario, users pay MVNOs for service and MVNOs settle
with MNOs on behalf of users. In other words, with MVNOs
in the picture we can decouple infrastructure operation from
user management and the MVNO acts as a broker between
the user and the infrastructure operator.1

As shown in Fig. 1, our insight is that the existence of a
broker between the user and operator enables us to reconcile
privacy with identity-based services by strategically hiding
different pieces of information from each party: the broker
(i.e., MVNO) knows the user’s identity but not her location,
while the operator (i.e., MNO) knows the user’s location but
not her identity. With this arrangement, the broker can still tell
the operator what identity-based services are to be applied to
the user without revealing the user’s identity, and the operator
can implement the required services without knowing the
identity of the user on whose behalf they are implemented.

However, hiding information in this manner is challenging
for four reasons. First, in order to hide the user’s identity
from the operator, we must hide not just her identity but also
her trajectory across multiple cell towers. This is because
the operator could still infer the user’s identity based on the
sequence of towers she has visited, a form of privacy loss we
refer to as trajectory leakage (§3.3).

Second, in order to hide the user’s location from the bro-
ker, we must also hide the identity of its operator from the
broker. This is because the locations of an operator’s cell

1In this paper, we use the terms MVNO and broker interchangeably; we
do the same with the terms MNO and operator.
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tower deployments are public knowledge and hence can re-
veal a user’s location [81]. The emergence of operators with
small footprints, such as private and enterprise 5G networks,
underscores the importance of this [13, 38, 52, 97].

The last two challenges arise because of this need to hide
the identity of the operator from the broker. Brokers will al-
ways want to ensure that only authorized operators service
their users. Since our approach hides the operator’s identity
from the broker, we now need a solution that allows the bro-
ker to verify the legitimacy of an operator without revealing
the operator’s identity. Lastly, when it comes time to settle
payments, the operator should be able to claim payment from
the broker without revealing what users it has served (since
doing so would otherwise reveal user locations).

We design a privacy-preserving protocol that addresses the
challenges above. Our contribution lies in developing new
techniques (e.g., aggregate claims) and synthesizing them
with existing ones (e.g., blind signatures, zero-knowledge
proofs) into an end-to-end Location-Oblivious Cellular Ar-
chitecture (LOCA). To our knowledge, LOCA is the first
system to enable location privacy for users while also support-
ing a provider’s operational goals such as usage-based billing,
QoS and service levels, lawful intercept, and so forth.

We evaluate the privacy and scalability of our protocol
through formal analysis, simulation, prototype implementa-
tion, and wide-area experiments. We recognize that LOCA
does introduce certain complexity and system overheads.
However, our evaluation shows that these overheads are mod-
est and within reach of what can be practically supported
today. An important part of our contribution is thus in expos-
ing the architectural complexity and performance tradeoffs
that might be necessary to achieve our privacy goals.

Our work is based on certain assumptions about user and
operator incentives. We assume that privacy concerns will
influence some users in their selection of providers which will
incentivize some operators to adopt the proposed techniques.2

In addition, a growing number of jurisdictions have enacted
policies that require providers to protect user privacy and, as
discussed in §3, our architecture makes it easier for a provider
to ensure compliance with these legal requirements. We do not
assume that this motivation will apply to all users or operators:
since our architecture can co-exist with the existing cellular
infrastructure, we envision it will be applied to (by) the subset
of users (providers) that are motivated by location privacy.

Finally, we recognize that there are many ways in which a
user’s location may be revealed through their online activities
(e.g., posting timestamped photos). We do not claim to prevent
all forms of location leakage. Our focus is only on preventing
the leakage of location information that today occurs every
time a user connects to the cellular network.

In summary, the contributions of this paper are: (1) a new
approach to preserve user location privacy while providing

2Such market dynamics are already emerging in other contexts such as
the smartphone market [10, 57, 85].

identity-based services; (2) the detailed design and implemen-
tation of a protocol (LOCA) based on this approach, and an
evaluation of its performance and scalability; and (3) a formal
analysis of the privacy provided by LOCA. Looking forward,
we view LOCA as a first step towards privacy-preserving cel-
lular infrastructure with room for improvement along multiple
dimensions. We discuss these limitations extensively in the
paper to motivate efforts on addressing these issues.

2 Background
The cellular ecosystem: MNOs and MVNOs Traditionally,
the two main participants in a cellular network are the user
with her device (called User Equipment, or UE) and the Mo-
bile Network Operator (MNO). The MNO owns and operates
cellular infrastructure and also provides user support services
such as sales, billing and customer care. The user typically
enters into a contractual agreement with one MNO which
serves as her “home” provider. The user then consumes cellu-
lar services from her home provider or visited MNOs that her
home provider has roaming agreements with.

In recent years, we’ve seen the rise of Mobile Virtual Net-
work Operators (MVNOs). MVNOs are service providers
that do not own radio infrastructure, but instead provide user-
facing services (sales, billing, etc.), often focusing on serving
specific underserved market segments [72, 91], while rely-
ing on business agreements with some number of MNOs
to provide use of their radio infrastructure. In other words,
the MVNO acts as a broker between the user and the infras-
tructure operator. In this scenario, the user contracts with
an MVNO, and the MVNO in turn contracts with MNOs.
Two well-known MVNOs in the US are Google Fi [49] and
Cricket [30]. MVNOs can be involved in cellular operations
to varying degrees, ranging from fully offloading to MNOs to
operating their own core networks.
Identity-based services: These are services whose correct
execution depends on the user’s identity. An example of
such services is lawful interception, a function that allows
law enforcement agencies to selectively wiretap individual
users [3, 4, 39]. In most countries, operators are legally re-
quired to support lawful interception. Additional examples
of identity-based services include: (i) post-pay, which relies
on identity-based accounting to charge a user based on her
service consumption; (ii) QoS prioritization, where the net-
work’s treatment of a user’s traffic depends on details of the
user’s subscription plan and past usage; (iii) deep packet in-
spection (DPI), where traffic is filtered based on the user’s
identity for purposes such as parental controls.
Location privacy in cellular networks: Location privacy, as
defined in [17], is “the ability to prevent other parties from
learning one’s current or past locations”. In the cellular con-
text, this means that neither MVNOs nor MNOs should be
able to learn a particular user’s current or past locations. The
exception is when location information must be revealed for
legal purposes like emergency services and forensics.
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3 Approach and Design Rationale
In this section, we briefly discuss the goals and assumptions
that motivate LOCA’s approach.

3.1 System Assumptions and Threat Model
System model: LOCA assumes a broker-centric architec-
ture like today’s MVNOs. This architecture involves three
entities: (i) users, (ii) brokers, and (iii) operators. Operators
own and operate cellular infrastructure. Brokers act as inter-
mediaries between users and operators: a user subscribes to
services from her broker, and the broker represents the user to
operators, including handling settlements with each. LOCA
requires brokers to authenticate their users.3 The user need
not be aware of the specific operator her device is attached to.
Threat model: We adopt a common threat model among
privacy preserving systems that seek to prevent inadvertent
information leakage between participants [25, 34, 54, 61, 79].
We assume brokers and operators are semi-honest (i.e., honest-
but-curious) and non-colluding: they follow the protocol but
will attempt to extract user location information from the pro-
tocol execution, and that brokers and operators do not collude.
We also assume that operators may attempt to overbill bro-
kers by lying about session usages or what users they serve4.
Attacks based on out-of-protocol information or collusion are
out of scope but discussed in §5.
Incentives: One might ask why brokers and operators would
implement the changes we propose. We believe that adopting
our system is beneficial to them for both financial and legal
reasons: as users are becoming more privacy-conscious [50,
74,104], brokers that offer an opt-in location-oblivious service
will be more attractive to customers. Second, doing so may
soon become mandatory: regulations like GDPR recommend
the privacy-by-design approach, which continues to place
increasingly strong requirements on manipulating PII [16, 98,
107,108]. By implementing a design such as ours, brokers and
operators reduce their risk of inadvertently infringing privacy
regulations. We explicitly assume that these benefits will
outweigh the benefits of selling location data or implementing
ad-hoc approaches to enforcing regulations, and thus we focus
on the technical feasibility of a location-oblivious cellular
architecture that also supports operational goals like usage-
based billing and customized service levels.

3.2 Goals
Consider a user U, operator O, and broker B. We say that U’s
location privacy is violated when O and/or B know both U’s

3For MVNOs who by default offload all cellular operations, they can still
support LOCA users by deploying their own authentication servers.

4One might ask whether we need to protect against over-billing if the
operator is semi-honest. The reason we do so is because, as we’ll see, once
we have privacy, it becomes much easier for an operator to overbill since
the broker cannot tell which users were serviced by the operator and hence
cannot check the operator’s billing claims. Hence, an operator can follow the
protocol and yet overbill with impunity. To avoid this, we assume operators
may overbill and design our protocol to prevent this.

Arch Operator (O) Broker (B) ID-based SVC
Today UID, Location, Trajectory UID, OID Full
PGPP Location, Trajectory OID Partial
LOCA Location UID Full

Table 1: Comparison of today’s MVNO architecture, PGPP and
LOCA in terms of information revealed to participants and support
for identity-based services (ID-based SVC); U/OID: U/O’s identity.

identity and location. Today’s cellular protocol trivially re-
veals both U’s identity and her location. By protocol we mean
the messages – their syntax and semantics – exchanged be-
tween U, B, and O as defined by the standard. Today, protocol
messages carry U’s identity, and the identity of the tower that
U attaches to reveals U’s location. Hence simply implement-
ing the protocol allows an operator to track U’s location with
no special effort. In contrast, we are interested in modifying
the existing cellular protocol standard to protect user privacy.
3.3 Approach
In research, the state of the art is the recently proposed PGPP
protocol [86] which tries to provide location privacy by hiding
U’s identity from O and B. In PGPP, users are identified by
a “blindly signed token” [23, 78] which they obtain during
a registration phase prior to consuming service.5 I.e., a user
prepays for a certain quota of service (e.g., some number
of minutes of connectivity at a specified data rate) and in
return obtains a blindly-signed token. When connecting to
the network, the user presents this token via which the broker
can authenticate the user without learning her identity.

To our knowledge, PGPP is the first system that tries to pro-
vide location privacy for cellular users. However, as we detail
in §8, PGPP faces two drawbacks. First, PGPP does not easily
allow operators to support identity-based services, which are
widely deployed in today’s networks. Second, a user’s trajec-
tory across towers is still visible to operators and hence the
protocol is vulnerable to “trajectory-based location leakage”
in which the operator can learn the user’s identity by corre-
lating her trajectory with other out-of-band information.6 In
designing LOCA, we wished to avoid these limitations which,
as we will see, leads to an altogether different approach.

In summary, our goal in LOCA is to design a cellular pro-
tocol that protects the location privacy of users by achieving
the following properties: no party in the protocol (broker,
or operator) should simultaneously know both the identity
and the location of a user; the protocol should also not re-
veal the user’s trajectory to either broker or operator. Finally,
the protocol should support identity-based services includ-
ing post-pay and lawful intercept. In this work, we propose
LOCA, a new cellular protocol that achieves these stronger
privacy guarantees while supporting identity-based services.

We briefly comment on the scope and limitations of LOCA

5Such a token is blindly signed by the broker who can later verify the
signature without being able to link it back to the original signing request.

6For example, consider a user that regularly travels between their home
and office location: the operator could narrow down the identity of the user
by correlating this trajectory with residential information in billing records.
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as presented in this paper. Our goal is to safeguard users’
location privacy at the protocol layer. This raises the bar
relative to today’s protocols but isn’t sufficient to safeguard
against violations that might occur outside the protocol, at
other layers. For example: at the application layer, a user’s
identity might be revealed by inspecting their packets [14,
88], or physical-layer characteristics (e.g., signal patterns)
might be exploited to track a specific device [33, 47]. Such
attacks are possible but (to our knowledge) not exploited today.
However, if cellular protocols evolve to protect privacy, such
app/physical layer leakages could become a more important
issue. Fortunately, the research literature provides solutions
to such attacks [43, 56, 60, 103, 110, 114] that we believe
can coexist with protocol-layer solutions like LOCA. We
elaborate on this in §5.2 but leave an in-depth exploration to
future work.

There is an obvious tension between guaranteeing location
privacy and offering identity-based services: connecting to a
cellular tower fundamentally reveals a user’s location, while
customizing service to a user requires knowing the user’s
identity. Our insight is that we can extend broker-centric ar-
chitectures to create a situation in which the broker knows
the user’s identity but not their location, while the operator
knows the user’s location but not their identity; neither broker
nor operator knows the user’s trajectory.

How do we achieve this? First, to hide U’s location from B,
we hide the identity and location of the operator O from B.
Recall that U attaches to the network (and hence to B) via O’s
infrastructure and hence, if B cannot tell where O is located,
then it cannot tell where U is located either. Hiding O’s loca-
tion is not sufficient: we must also hide O’s identity from B,
as knowing O’s identity might be sufficient to narrow down
O’s location (and hence U’s location). An operator’s tower lo-
cations are public knowledge and, moreover, we’re seeing an
increasing deployment of small-scale cellular networks due
to the emergence of private and enterprise 5G networks, as
well as various forms of community networks [13, 38, 52, 97].

As we will describe in §4, we hide O’s identity from B by
having O obtain an unlinkable token from B during an offline
registration process.7 O later uses this token (denoted Ô) as its
identifier when interacting with B. By the properties of blind
signatures, B can verify that Ô is a pre-authorized operator
but cannot link Ô to O. In addition, O hides its IP address
from B by using anonymous communication solutions.

The above suffices to hide U’s location from B. The other
half of our arrangement is to hide U’s identity from O. This
is easily achieved since O does not need to know U’s identity
to service U; since B knows U’s identity, B can tell O what
services are required (rate limits, filtering rules, etc.) thus en-
abling identity-based services without revealing U’s identity.
Thus, U simply uses a temporary pseudonym (denoted Û) in
her interactions with O. Finally, by periodically changing U’s

7The use of such a token is similar to PGPP but used by O instead of U
which we will see leads to a very different set of considerations.

Ô

U

O

Û
Anonymous comm.

Ô Unlinkable token

Temporary identifierÛ

B

(4) Settlement

(1) Registration
(3) Reporting 

(2) Attachment 

(2) Attachment 

(3) Reporting

(1) Registration

Figure 2: An overview of LOCA’s protocols.

temporary pseudonym and randomizing attachment timing,
we limit O’s ability to track a particular user’s trajectory.

As summarized in Table 1, the above approach offers U
location privacy while still supporting identity-based services.
However it gives rise to a new challenge: how does O receive
payment for its services to U? In today’s architecture, B di-
rectly settles with O based on the service that U received. We
wish to preserve this direct billing system between O and
B. Yet, our protocol intentionally hides O’s identity from B.
To address this issue, we devise a solution that allows O to
reveal its true identity only when claiming payment from B.
Our solution leverages zk-proof techniques to design a novel
aggregate claiming procedure via which (i) O claims payment
for an aggregate of the user sessions it has serviced, and (ii)
B can verify the correctness of O’s claim without revealing
the identity of the users that O serviced.

4 Design
At a high level, the process of obtaining cellular services can
be broken down into four phases or steps: (i) registration,
during which the various parties (U, B, O) enter into pairwise
contractual relationships: U signs up with B for service, and B
with O as an operator for its users; (ii) attachment involves the
protocol by which U discovers and connects to a tower in O’s
infrastructure, (iii) mobility involves the handover protocols
via which U is migrated from one tower to another as needed,
and (iv) settlement refers to the norms and processes via which
B pays O for the service that O has provided B’s users.

Of the above, attachment and mobility are defined by to-
day’s 3GPP standard while registration and settlement are
out-of-band processes. Our goal is to implement LOCA with
minimal disruptions to today’s protocols, and without involv-
ing any new entities in the registration or settlements process.

Next, we describe LOCA’s operation in these phases, an
overview of which is given in Fig. 2.We briefly summarize
how each phase is typically implemented in today’s networks
and then present the changes that LOCA introduces. Finally,
we elaborate on how identity-based services work in LOCA.

4.1 Registration

Today: In today’s networks, when U signs up with a broker
B, they exchange shared secret keys (SSKs) that will be used
for mutual authentication during the attachment process. In
5G, B also shares its public key (PKB) with U so that U can
encrypt her identity in later attachment requests.
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Figure 3: LOCA’s attachment procedure.

LOCA: With LOCA, B and U continue to exchange PKB and
SSK. Like today, these keys will be used for mutual authenti-
cation between U and B (§4.2) and to hide U’s identity from
O. The main change LOCA introduces is in the registration
process between B and O. When B and O sign up with each
other, LOCA requires that they participate in a blind signature
protocol [23, 78] as a result of which O obtains unlinkable
tokens (denoted as Ô) that are blind-signed by B. When Ô
is later presented to B, the blinding process ensures that B
can verify the signature but cannot link Ô to O. Thus blind
tokens allow B to authenticate O without learning O’s identity.
LOCA uses a standard blind-signing protocol [23] (summa-
rized in Appendix A). In addition to blind tokens, B and O
also exchange a shared hash function H that will be used in
our attachment and settlement processes as described later.
4.2 Attachment
Today: Attachment today involves three main steps. First,
O broadcasts its identity on the radio control channel that U
listens on to discover O. Next, after discovering O, U sends
an attachment request to O who forwards the request to B for
authentication. In 5G, U uses an encrypted identifier (termed
SUCI [2]) in this attachment request. Finally, once U has
been authenticated, B responds to O authorizing service. B’s
response includes U’s permanent identifier (termed SUPI [5]).

Thus today’s attachment process reveals O’s identity to U
in the first step. In the second step, B learns O’s identity (and
hence U’s location) from both the contents of the attachment
request and the act of receiving it from O (which reveals O’s
IP address). Finally, O learns U’s identity via the authorization
response it receives from B.8 Thus today’s attachment reveals
U’s identity and location to both B and O.
LOCA: We describe LOCA’s attachment process with an
emphasis on how we prevent (i) B from learning O’s identity
and (ii) O from learning U’s identity. As mentioned in §3.3,
we achieve the former by having O interact with B as Ô (O’s
unlinkable tokens) via anonymous communication channels.
LOCA achieves (ii) by encrypting U’s identity (with PKB) and
never exposing it outside of B. As shown in Fig. 3, LOCA’s
attachment process consists of the following five steps.
(i) Operator discovery. Instead of its actual identity, O broad-
casts the hash of its token (i.e., H(Ô)) on the control channel.
(ii) User preparation. U sends an attachment request to O
(formatted as a NAS message [7]). This request includes B’s

8Prior to 5G, U’s permanent identifier (IMSI) was included in the initial
attachment request, allowing O to directly discover U’s identity. Since 5G,
U’s attachment request uses an encrypted temporary identifier over the air to
defend against IMSI catchers [93]. Nonetheless, O still learns U’s permanent
(SUPI) identifier from B’s authorization response (step 3).

identity, U’s identity (IMSI) plus a nonce, and H(Ô). The last
two – (IMSI+nonce) and H(Ô) – are encrypted by B’s public
key and serve as a temporary identifier for U which we denote
as Û . We assume that B has a large user group so that its
identity leaks little information on U’s identity. The nonce
ensures that Û is different every time U attaches to the same
O which helps prevent O from tracking U’s trajectory (§4.3).
(iii) Operator preparation. On receiving U’s attachment re-
quest, O forwards the request to B over an anonymous com-
munication channel and uses its unlinkable token Ô to identify
itself. Typical solutions for anonymous communication are
Tor [99] and VPN [80] with different performance/security
trade-offs, which we will discuss in §6.3. This anonymous
channel can be set up offline, prior to attachment, whenever
O changes token Ô. Thus B does not see O’s true identity nor
the IP address from which Ô sends the request. The latter is
necessary as several studies have shown that IP addresses can
often be geo-located with high accuracy [26].
(iv) Broker authorization. On receiving the attachment re-
quest, B first verifies the Ô token thus ensuring that the re-
quest comes from an operator that B has previously authorized
during the registration phase. Next B decrypts the request,
and authenticates U via today’s challenge-response protocol
based on the shared secret key SSK [6]. In addition, B veri-
fies that Ô is indeed the operator to which U wants to attach;
B can verify this by validating H(Ô) (using the shared hash
function established when O registered with B) and thus pre-
vents replay or hijacking attacks. Once B has authenticated
and verified the request, it looks up the parameters associated
with U’s service plan (as today): e.g., rate limits, QoS param-
eters, whether to intercept U’s traffic, and so forth. B then
crafts a response authorizing the attachment (including the
proper service parameters, security parameters that allow U
to authenticate the network, etc), signs it, and returns it to Ô.
(v) Access attachment. B’s response authorizes Ô to service
U as per the parameters from B. Beyond this point, Ô (i.e.,
O) serves U as in today’s networks. We elaborate on how
O provides identity-based services to U in §4.4. Note that
O can still perform functions like establishing radio bearers
that require binding U’s identifier to temporary identifiers like
GUTI and RNTI; O simply uses Û instead of U.
4.3 Mobility
Today: In current networks, mobility is implemented via a
handover process, where O initiates U’s migrations by direct-
ing U to switch from a tower T1 to another T2. This approach
ensures a seamless mobility experience for U because U’s IP
address remains unchanged after the migration. However, as
O initiates U’s migrations, O trivially observes U’s trajectory
across handovers, jeopardizing U’s location privacy.
LOCA: Trajectory leakages are inevitable if O fully controls
U’s mobility like today: although LOCA already hides U’s
identity from O during attachments, O can still track Û’s
trajectory and use that to infer U’s identity, making LOCA
vulnerable to trajectory analysis. To mitigate this fundamental
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issue, we leverage a user-driven mobility approach proposed
in [77]. In this approach, U initiates migrations across towers
by simply detaching from T1 and then attaching to T2. U then
relies on modern transport protocols like MPTCP [82] and
QUIC [71] to maintain connections despite changing IP ad-
dresses. Prior work has shown that this user-driven approach
does not degrade service even when reattaching on a per-
tower basis [77]. LOCA adopts and extends this approach to
minimize trajectory leakages with two techniques: (i) periodic
reattachment and (ii) randomized attachment timings.

First, U will detach and reattach periodically (not at every
tower) with a new temporary identifier. Thus, O cannot triv-
ially track U across new sessions based on U’s identifiers.
The reattachment frequency is a configurable parameter that
bounds the length of U’s trajectory that is visible to O where
length might be measured in time (e.g., valuable for a mostly
stationary user), in towers, or some combination thereof.

Even with periodic reattachment, O may still attempt to
infer U’s trajectory by doing a timing analysis over her de-
tach and attach events. In particular, such analysis would be
effective in a naive implementation that uses a fixed interval
between when U detaches from T1 and subsequently attaches
to T2. To address this issue, we have U wait for a randomized
but bounded duration of time before issuing her attachment.
When possible, we can also leverage make-before-break at-
tachments9 in which U may attach to T2 before detaching
from T1 thus increasing the time window over which U can
randomize their attach/detach events which makes inference
harder. Together with periodic reattachment, this randomiza-
tion of U’s attachment times limits O’s ability to correctly
infer U’s trajectory, because U’s (re)attachments are obfus-
cated by the periodic (re)attachments from other nearby users.

We recognize that user-driven mobility introduces some
complexity as well as dependencies on newer transport stacks,
however this tradeoff is fundamentally necessary if we are to
prevent trajectory leakages, and supporting these techniques
incurs a minimal impact on the user’s performance (§6.3).
As we will detail in §5.1.3, the obfuscation effect of our ap-
proach depends on the specific configurations, i.e., reattach-
ment frequency and attachment time window; as well as the
deployment scenarios, i.e., the number of nearby users and
the length of U’s trajectory. Overall, under realistic deploy-
ment scenarios and configurations, the probability that O can
correctly infer U’s trajectory is negligible.

4.4 Identity-based Services
LOCA ensures that operators and brokers can continue to pro-
vide critical identity-based services, including allowing law
enforcement agencies to locate specific users when required.

The key reason LOCA can support identity-based services
is that brokers continue to know the identity of their users.
This enables B and O to collaborate on identity-based services.

9The support for make-before-break, so-called dual active protocol stack
(DAPS) handovers has been introduced in 5G 3GPP specifications [8,45,95].

For instance, during attachment, B can select the service level
associated with U’s plan and indicate that to O in its autho-
rization response – e.g., via the QoS Class Identifier (QCI)
parameter [109]. O then simply enforces the QCI for the dura-
tion of its session with Û without knowing U’s true identity.

To realize services such as lawful interception, law enforce-
ment agencies work with B and O. As today, O runs a lawful
interception (LI) system — e.g., installing an interception
gateway [96]. A law enforcement agency notifies B of the
user whose communication it wants to intercept. B passes on
this notification to O during the attachment process, and then
O’s LI systems report the required information to the agency.

Emergency services (e.g., 911 calls) work in a similar man-
ner. A law enforcement agency knows U’s identity and needs
to learn U’s location. The agency reaches out to B; B looks
up U’s current temporary identifier Û , and asks Ô (via their
anonymous communication channel) to reveal Û’s location
to law enforcement. Thus, the agency can collect U’s current
location without violating LOCA’s privacy guarantees (i.e., O
does not know U’s identity while B does not know O’s iden-
tity or location). The same approach can be used to recover
U’s past locations based on the records logged at B and O.

4.5 Settlements

Today: In today’s MVNO networks, B pays O based on U’s
service parameters and the resources consumed, as reported
by O to B.While differing in the details, existing settlement
processes all require that B knows which users/sessions were
serviced by O, thus potentially violating user location privacy.
LOCA: To settle O’s payments while preserving U’s location
privacy, LOCA’s settlement process contains two phases: a
reporting phase, where U and O report session usage to B;
and a claiming phase, where O claims settlement from B.
Reporting phase: In LOCA, we define a session as the user-
operator association that starts when U completes the attach-
ment process with Ô and ends when U detaches from the same.
At some point after a session ends, U and Ô independently
send traffic reports to B. Note that O continues to hide its
identity and location when sending its report to B. U reveals
its identity to B but also sends its reports over an anonymous
channel because its IP address can reveal its whereabouts.
The traffic report from U lists the sessions in which U partici-
pated; Ô does the same for its sessions. Each entry in the list
contains a session identifier (SID), usage metrics (e.g., bytes,
duration), and QoS metrics (e.g., packet loss rate). In addition,
O appends a nonce to each session in its report. These nonces
are generated from the shared hash function H known to both
O and B, and taking secret inputs that are only known to O.
We call these inputs “embedded secrets”, and as we will see,
O later uses these secrets to claim its settlement from B.

B then compares the reports from U and Ô, generates bills
for U and publishes a session table to start the claiming phase.
The table includes the usage calculated based on the reports
from Ô and U, for all sessions during the last billing cycle.
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O: operator, B: broker; 𝑭: claiming function 
Procedures: 
  Setup: 

1. B performs (PK, VK) = VerifierSetup(𝑭)

2. B keeps verifier key VK and sends the prover 
key PK to O

  Per billing cycle: 
3. B publishes a session table ST
4. O generates (z, 𝝅) = VCProve(F, ST, Secrets, PK) 
5. B verify the claim (z, 𝝅) with VCVerify(ST, z, 𝝅)

ZK-Proof-based Verifiable Computation:
VerifierSetup(F)

- B compiles 𝑭 into an arithmetic circuit C
- B performs zk-SNARK preprocessing on C, 

generates PK and VK, and returns (PK, VK)
VCProve(F, x, w, PK)

- O computes z = 𝑭 (x, w)
- O uses zk-SNARK to generate a ZK-proof 𝝅 

based on (x, z) as the primary input, w as the 
witness, using PK, and returns (z, 𝝅)

VCVerify(x, z, proof, VK)
- B uses zk-SNARK to verify the proof with (x, z) 

as the primary input, using VK

LOCA: Aggregate Claiming Protocol

Figure 4: A summary of the aggregate claiming protocol.

When generating statistics in the session table, B can consider
factors other than reported usages such as QoS metrics.
Claiming phase: Every billing cycle, O reveals its identity
and claims settlement from B but does so without revealing
which sessions O has serviced. To achieve this, we must
solve three problems: (i) No over-claims. How does B verify
that O is claiming only the sessions O actually serviced?
(ii) No mis-claims. How do we ensure that O can claim the
sessions but no one else? (iii) Session oblivious. How does
O claim settlement without revealing to B which sessions it
is claiming? We combine zero-knowledge proofs with the
above mentioned “embedded secrets” to address (i) and (ii);
and “aggregate” claims to address (iii).

Embedded secrets serve as the basis for O proving its ses-
sion ownership to B. However, naively having O reveal its
secrets fails the session oblivious requirement because B now
knows what users O has serviced. This leads to our aggregate
claiming protocol that fulfills all three requirements:
Aggregate claiming with ZK-proof: First, we observe that
in order to generate O’s payments, B does not need to know
individual session ownership; instead, it only needs to know
the session ownership in aggregation, i.e., the aggregate us-
ages for payments for a specific O. Based on this insight, our
aggregate claiming mechanism works as follows: the claim-
ing begins with B publishing a session table readable to all
Os. O then reveals its identity and claims its payment from B:

Intuitively, O’s claim takes the form: “I have sessions that
add up to X bytes.” Because the number of different sessions
that could add up to X is large, it is difficult for B to infer
whether an individual session is part of O’s claim or not, thus
obfuscating the session ownership. In §5.1.2, we show that the
expected number of session combinations that add up to the
same X grows exponentially w.r.t. the total number of sessions
in the table via both theoretical and empirical analysis.

Note that this naive aggregate claiming suffices if we as-

sume O will not overbill B. However, it is important to realize
that without additional mechanisms (like the zk-proof that fol-
lows), O can more easily overbill B without being detected in
LOCA than in today’s (non-privacy preserving) architecture
simply because B does not know what users O serves.

Hence, since naive aggregate claiming allows O to overbill,
we extend our solution such that O can prove its claim by
showing that O knows the embedded secrets corresponding
to its claim. For this, we leverage proof-based verifiable com-
putation [102], a cryptographic tool that uses zero-knowledge
proof to enable one party to prove to another that it has run
a computation z = f (x,w), where f is the function, x is the
public input, w is the prover’s private input and z is the out-
put, without revealing any information about w. Proof-based
verifiable computation systems have two components: (i) a
zk-SNARK backend [84] that proves and verifies satisfiabil-
ity of arithmetic circuits, and (ii) a compiler frontend that
translates program executions to arithmetic circuits. Such an
arithmetic circuit is also referred to as “a set of constraints”.

Fig. 4 describes LOCA’s aggregate claiming protocol. First,
B performs VerifierSetup, where B compiles a claiming func-
tion F into an arithmetic circuit, and uses zk-SNARK to pre-
process the circuit and generate prover key PK and verifier
key V K. This verifier setup step needs to be performed only
once, after which B keeps V K and sends PK to each partici-
pating O. The claiming function F takes two inputs: a session
table with at most N sessions as the public input, and a set
of (at most K) secrets as the private inputs. F computes the
hashes of the provided secrets, iterates all the sessions in the
session table, adds a session’s usage to the aggregate usage
if one of the precomputed hashes matches the nonce of that
session, and finally returns the aggregate usage.

Next, once per billing cycle, each O performs VCProve,
which involves two steps: (i) O executes the claiming func-
tion F with the session table and its embedded secrets, which
returns the aggregate usage z for O’s sessions. (ii) O passes to
zk-SNARK the session table, its secrets, the computed aggre-
gate z and the prover key PK, to generate a zero-knowledge
proof π, which allows O to prove to B that it has secrets for
sessions that add up to z, without leaking any information
about individual session ownership. O then sends a claim
including the aggregate usage z and proof π to B.

For each O’s claim, B performs VCVerify, where B uses
zk-SNARK to verify the proof π with the session table, the
claimed aggregate z and the verifier key V K. If the verification
passes, given the soundness property of the zk-SNARK proof
system [84], B can confidently approve O’s claim and generate
O’s payment according to the claimed aggregate usage and
other factors such as O’s reputation. The duration of a billing
cycle is configurable: longer cycles lead to larger session
tables, which in turn indicates stronger privacy protections
(§5.1.2) at the cost of more expensive operations (§6.2).
Session group: The design presented above assumes a single
session per token, which may not scale to large deployments:
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O generates a proof every billing cycle, and proving with zk-
SNARK is expensive [111]. In our setup, as we will show in
§6.2, the time complexity to prove a circuit for the claiming
function F is O(K∗N), where K is the maximum number of
sessions O can claim and N the total number of sessions in
the session table. Such proving time would be prohibitively
long when there are a large number of sessions to claim.

To address this scalability challenge, we introduce the no-
tion of a session group, which includes all the sessions that
are associated with the same unlinkable token. By grouping
multiple sessions into a single session group, we can reduce
the number of entries in the session table. To support session
groups, we made the following extensions to our protocol:

• Attachment: We allow O to use a single token and the
corresponding anonymous communication channel for mul-
tiple sessions as the same session group.

• Reporting: We allow O to send a traffic report containing
all the sessions of the session group.

• Claiming: We allow B to publish a session group table
with one session group for each row. O claims session
groups the same way as it claims sessions before.

The size of the session group is tunable in LOCA and de-
termines how many sessions each token is used for. Tuning
the group size allows LOCA to explicitly trade off between
privacy and scalability: (i) a smaller session group is better
for privacy, because it minimizes indirect location leakages
(detailed in §5.3), which occur when a user of a session within
a session group has her locations leaked, in which case users
of other sessions within the group also suffer a privacy loss;
(ii) larger session groups are desirable in terms of scalabil-
ity of zk-SNARK, as it takes longer to actually generate a
session group (with users’ attachment), while proving cost
remains the same, as N is the same, so zk-SNARK proving
becomes relatively faster. Fortunately, modern zk-SNARK is
fast enough that a balance between privacy and scalability can
be achieved: as we will show in our evaluation (§6.2), LOCA
can scale to large deployments with sufficiently small session
groups and thus introduces only minimal privacy loss.

5 Privacy Analysis

Safeguarding location privacy requires fulfilling three proper-
ties: (i) O does not knows U’s identity, (ii) B does not know
U’s location, and (iii) neither B nor O knows U’s trajectories.
To our knowledge, LOCA is the first protocol to meet these
requirements. In this section, we analyze the conditions and
assumptions under which LOCA meets these requirements.
We show that LOCA achieves all three properties under the as-
sumptions of our threat model which are that participants are
semi-honest and do not collude (§5.1). We then briefly con-
sider attacks beyond our threat model and show that LOCA
offers substantial protection even when participants use out-
of-protocol information (§5.2) or collude (§5.3).

5.1 Semi-honest and Non-colluding
We first analyze LOCA’s privacy properties under our threat
model of semi-honest and non-colluding participants (§3.1).

5.1.1 Hiding U’s identity from O
LOCA hides U’s identity from O. Specifically, U’s identity is
encrypted using B’s public key. B is thus the only party that
can decrypt and observe U’s identity in plaintext. B also never
exposes U’s identity to O, even after U successfully attaches.

5.1.2 Hiding U’s location from B
LOCA hides U’s location by (i) hiding O’s identity and loca-
tion when O interacts with B on behalf of U and (ii) hiding
which users were serviced by O when O reveals its identity
to claim its settlement. Next, we show how LOCA achieves
(i) via the security properties of existing cryptographic con-
structs (i.e., anonymous communication and blind signature)
and achieves (ii) via aggregate claiming; we establish the
latter property via formal analysis and empirical simulations.

For (i), LOCA leverages anonymous communication such
that two parties can communicate without revealing their
identities to one another. Similarly, LOCA builds on a blind
signature scheme that allows a participant to authenticate
another without learning its identity. Taken together, these ex-
isting cryptographic constructs allow operators to register and
report sessions to brokers without revealing their identities.

Discussing the security of aggregate claiming requires
more care. We break this process down into two halves (i) the
security of the claiming mechanism itself, (ii) the information
leaked by revealing the aggregate value to B. The former fol-
lows directly from the security of our zero-knowledge proof
construction. We do not discuss this further. Instead, we focus
on the impact of B learning the aggregate value of the claimed
sessions. Specifically, we show that B has an exponentially
small likelihood to correctly infer what sessions/users O has
serviced based on the aggregate value.10Our core intuition
is simple. Let us assume that for N session groups with a
uniform distribution of session group usage from 1 to m, op-
erators will claim the aggregate usage of K session groups,
which sum to aggregate value S. The total number of possible
session group combinations grows exponentially as a function
of N. In contrast, the number of possible claimed values only
grows linearly (m∗N). In expectation, there will consequently
be exponentially many possible session group combinations
that could have summed to S. We formally prove that this
result holds as long as the ratio between K (the number of
session groups belonging to an operator) and the total number
of session groups N falls within a specific range. We identify
this range formally below, and show through simulation that
these bounds can be further improved and are wide enough to
support realistic deployment scenarios.
Theoretical proof: We formulate the aforementioned prob-
lem as follows. Consider arrays X and Y , one of size N −K,

10The general reasoning extends to when B analyzes multiple claims from
different operators but we don’t get into the details in this paper.
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and one of size K, where each cell contains a value from 1 to
m drawn from the discrete uniform distribution. Let S be the
sum of all elements in Y . We derive a bound on the expected
number of possible subsets of elements in X that sum to S.

Theorem 5.1. Considering two independent arrays X and Y ,
consisting of N−K and K iid random variables from U{1,m},
there exists L(m),U(m) such that the expected number of sub-
sets in X, whose sums are equal to the sum of Y , is exponential
w.r.t N, if L(m)≤ K

N ≤U(m). Note that L(m),U(m) depend
on m, and 0 < L(m)≤U(m)< 1, ∀m ∈ Z>0

The proof, at a high level, works by (i) deriving the closed-
form distributions of the sum and the subset sum of an ar-
ray of discrete uniform variables similar to prior theoretical
work [20], (ii) expressing the expected number of matched
subsets with these two closed-form distributions, and finally
(iii) reducing to an exponential lower bound for the expression.
More details of the proof can be found in the appendix.

The reductions in step (iii) are highly conservative. Hence
the proven feasible range of ratio [L(m),U(m)] is narrow, and
the exponential bound is small. We confirm through simula-
tion that this bound holds analytically for a significantly wider
range and encompasses many real-world scenarios:
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Figure 5: Exponential bounds for different K/N ratios with m = 5.
Empirical simulations: In these experiments, our goal is to
understand within what range of ratio, the number of matched
subsets grows exponentially w.r.t N. For each ratio K/N, we
scale N while increasing K proportionally according to the
ratio and estimate the expected number of matched subsets
for the (K,N). More details about our simulation setup are in
Appendix B. Now that we have estimates for multiple (K,N)’s
of the ratio K/N, we fit the results with an exponential curve
of N by performing linear fittings on the logs of the estimates:

R = a∗bN → log(R) = log(b)∗N + log(a)
The slope of the fitted linear curve is thus the log of the expo-
nential base. Our fitted linear curves closely match the logs
of estimates with an adjusted R-squared value of over 0.99,
which suggests a significant exponential relation between our
estimates and N. Fig.5 shows the exponential bounds of differ-
ent K/N ratios for uniform distribution with m=5. Compared
with the theoretical results, the empirical results suggest much
larger exponential bounds over a wide range of ratios: expo-
nential base over 1.1 for ratios from 1/150 to over 1/2. We
observe similar behavior with other values of m and with other
non-uniform session group usage distributions.
5.1.3 Hiding U’s trajectory
LOCA hides U’s trajectory from O via (i) periodic reattach-
ment and (ii) randomized attachment timing. The former pre-
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Figure 6: The longest trajectories beyond which the likelihood of
correct inference is less than 1% for different NUs and W/Ps.

vents O from directly observing U’s trajectory, and the later
makes accurate timing-based trajectory inference infeasible:

With periodic reattachments, O is unaware of which attach-
ments belong to U and hence O can only infer U’s trajectory
by correlating between detachment and subsequent attach-
ment. By randomizing attachment timing, any detachment
that arises within a time window before and after (with make-
before-break handovers) an attachment is equally likely to
correlate with that attachment. We call this set of detachments
“candidate detachments”, and since all users periodically reat-
tach, there is a lower bound on the number of candidate de-
tachments. Lastly, to recover U’s trajectory, O has to select
the correct detachments for all of U’s attachments along the
trajectory, which becomes exponentially harder for longer
trajectories. Modelling all these factors, we can analyze the
difficulty of trajectory inference in LOCA: denoting time win-
dow as W , the reattachment period as P, the number of nearby
users as NU , the number of candidate detachments as ND, the
number of attachments in U’s trajectory as N, we can derive
the likelihood of O correctly inferring the trajectory Prob:

ND ≥ 1+NU ∗ W
P

, Prob ≈ (
1

ND
)N

This formulation tells us why accurate trajectory inference is
infeasible: (i) since Prob decays exponentially w.r.t N, even
with a ND of 2 (only one alternative candidate detachment),
O has a less than 1% likelihood of inferring a trajectory with
more than 6 attachments; (ii) The ratio between the time
window and re-attachment period (i.e., W

P ) is configurable, and
a larger ratio increases ND and thus the inference difficulty.
Fig.6 shows the longest trajectories that O can infer with a
likelihood larger than 1% for different NUs and W

P s. For W
P

larger than 0.03, O is unable to infer long trajectories (N > 4),
even if the number of nearby users is small (NU = 40).

We’ve shown that LOCA safeguards user location privacy
at the protocol layer and under the assumptions of our threat
model. We believe this raises the bar relative to the status quo
however, as discussed earlier, LOCA would still be vulnerable
to attacks that exploit either: (i) out-of-protocol information
or (ii) information from other participants via collusion. We
will next discuss such attacks, their impact, and potential mit-
igation strategies, but leave an in-depth study to future work.
5.2 With out-of-protocol information
Next, we show that (i) as a protocol-layer solution, LOCA
does not prevent attacks based on out-of-protocol information,
(ii) the impact of these attacks on LOCA is minimal and, (iii)
mitigation strategies for these attacks can coexist with LOCA.
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Attacks: B and O can compromise U’s location privacy by
exploiting out-of-protocol information. Here we enumerate
some attacks that violate each of the three privacy properties:
(i) If O has access to a resident directory near its cell towers,
it can nail U down to a smaller user group. O might also
learn U’s identity by inspecting U’s data traffic. (ii) If B is
capable of network monitoring, it might learn O’s identity by
conducting a traffic analysis, where it observes traffic at each
operator and correlates that with incoming traffic it receives.
(iii) O might track U’s trajectory by profiling U’s physical-
layer characteristics, such as its signal patterns and strengths.
Impact: LOCA’s design limits the impacts of out-of-protocol
attacks on user’s location privacy: (i) Attacks that allow O to
uncover Û’s identity only incur per-hop leakages: U’s identity
remains unknown to O when she reattaches with a different
Û . (ii) Attacks that allow B to uncover Ô’s identity only incur
per-token leakages: O’s identity remains unknown to B when
O switches tokens. This means that locations of users who
are served by O with a different token from the revealed one
remain unknown to B. (iii) Lastly, inter-operator attachments
can minimize impacts of attacks that allow O to track U’s
trajectory. Firstly, instead of having her entire trajectories
leaked, U suffers only per-operator leakages. Secondly, as U
moves in and out of O, it is challenging for O to link all of
U’s trajectories within its footprint, because O is unaware of
U’s locations when U connects to other operators.
Mitigation: LOCA can coexist with countermeasures de-
signed for different out-of-protocol information. For instance,
for attacks based on traffic characteristics, end-to-end encryp-
tions of U’s traffic can help counter packet inspections by O;
and communication systems that are robust to traffic analysis
like Vuvuzela [101] could be adopted for communications
between O and B. For attacks based on physical-layer signals,
one could use defense mechanisms such as randomizing trans-
mission coefficients [89] and injecting artificial noises [56].
5.3 With collusion
In the following, we show that (i) there are forms of collusion
that lead to violations of user location privacy, and (ii) except
for direct collusion between brokers and operators that serve
the user, other forms of collusion only incur minimal leakages.
Attacks: Collusion between B and O reveals both U’s identity
and location. Note that this is the case for any MVNO-based
architecture where B knows U’s identity (for offering identity-
based services) and O knows U’s location (as it provides
connectivity). Therefore, we focus on showing what other
forms of collusion also impair user location privacy. For O,
colluding with participants other than B does not provide it
with extra information on U’s identity or trajectories. For B,
however, it can gain additional knowledge regarding U’s loca-
tion by colluding with (i) other users or (ii) other operators.
The former is due to the use of session groups. Specifically,
B knows that sessions in a session group belong to the same
O, hence that users of these sessions have visited the same
location at a similar time. Therefore, if some users who share

session groups with U reveal their locations to B, then B
knows U’s location via such collusion. We call these “indi-
rect location leakages”. The latter is due to operators sharing
the session table in the claiming phase. Specifically, B now
effectively has a “smaller” session table consisting of only
sessions from non-colluding operators, which is detrimental
to the privacy guarantee provided by aggregate claiming.
Impact & Mitigation: While brokers gain extra user location
information via collusion with other users or operators, the
actual impacts are minimal and can be further reduced with
different mitigation strategies. First, the impact of indirect
location leakages is bounded by the size of session groups,
which in turn depends on how fast the zk-SNARK backend is.
Fortunately, even with a single-core backend, aggregate claim-
ing can scale to large deployments with a session group that
lasts as little as 20 s (§6.2). One could adopt faster backends
like distributed zk-SNARK [111] to further reduce the size
of session groups and hence leakages. Secondly, since the ob-
fuscation effect of aggregate claiming is exponential w.r.t. the
size of the session table (§5.1.2), a smaller table still grants
sufficient protections. One could use a longer billing period
to ensure a large enough session table even with collusion.

6 Implementation and Evaluation
In this section, we present the implementation of our LOCA
prototype (§6.1) and investigate the two key questions regard-
ing the feasibility of LOCA: (i) can LOCA scale to realistic
deployment sizes? and (ii) how much overhead does LOCA
introduce compared to existing cellular protocols? We answer
the first question by performing a scalability analysis of the
privacy building blocks (§6.2); and the second by conducting
a performance analysis with wide-area experiments (§6.3).

6.1 Implementation
We prototyped LOCA as an extension to the CellBricks
system [21] which is itself built from open source cellu-
lar platforms (Magma [41] and srsLTE [92]). We extended
the operator and broker modules with the following: (i) the
token generation and verification procedures implemented
with rsablind [32]; (ii) the anonymous communication chan-
nel between the operator and broker implemented with Tor-
socks [51,99] and NordVPN [80] and (iii) the claiming proce-
dure implemented with Pequin [83,102] that has a single-core
libsnark [69] as the zk-SNARK backend. In total, our exten-
sion includes 478 LoC in C (for claiming), 144 LoC in Go (for
unlinkable token), and 16 LoC shell scripts (for anonymous
communication and various setup). We prototyped LOCA
with these languages as they were used in the original im-
plementations that we extended. We built a testbed with two
x86 machines: one as the user’s device and the other as the
operator’s cell and core. We connect each machine to an SDR
device (USRP B205-mini [40]) for radio connectivity. Lastly,
the broker’s service is deployed on AWS instances [15].

As an opt-in service, LOCA can be incrementally de-
ployed and adopted starting with a small number of LOCA-
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compatible users, brokers, and operators: users can have par-
tial privacy by signing up with brokers that support LOCA and
by using LOCA-based operators when available and falling
back to legacy ones otherwise. We leave an evaluation of the
privacy benefits under incremental adoption to future work.
6.2 Scaling analysis
LOCA must be able to scale to a large number of operators
serving many users. Therefore, we evaluate whether the three
privacy building blocks that we adopt can scale to large de-
ployments, on the order of today’s large MVNOs.
6.2.1 Blind signature
Blind signatures are used for generating and verifying unlink-
able tokens. We measure a blind signature generation through-
put of 522/sec and a verification throughput of 17202/sec on a
2.6GHz Intel I7-8850H CPU. These single-core throughputs
are significant: generating 50 tokens for 10 operators per sec-
ond. Moreover, brokers can easily achieve higher throughput
with more cores or machines, hence we conclude that scaling
blind signature operations will not be a problem.
6.2.2 Anonymous communication
For anonymous communication schemes in LOCA, an opera-
tor must have sufficient network capacity to send attachment
requests to brokers. We measure the average network through-
put of a Tor circuit to be 4.2 Mbps uplink and 6.1 Mbps down-
link (consistent with Tor’s reports [73]). Such throughput can
support ≈ 400 attachment requests per second. Operators can
easily scale up the throughput by establishing multiple Tor
circuits with the same token. Alternatively, operators can use
other anonymous communication schemes that have higher
network throughput, such as VPNs (§6.3).
6.2.3 Aggregate Claiming with zk-SNARK
zk-SNARK has a long setup and proving time [111]. Given
our aggregate claiming protocol is based on zk-SNARK, we
evaluate whether the protocol can scale to large deployments.
Since the generated keys are reused across billing cycles, zk-
SNARK setup is performed offline only once, which excludes
the setup time from the performance critical path. Hence we
focus on the zk-SNARK proving time, which is invoked by
each operator at every billing cycle to claim its session groups.

As noted in §4.5, LOCA allows claiming sessions in groups
with a configurable size: smaller session groups offer stronger
privacy guarantees as they minimize indirect location leak-
ages. However, due to the slow zk-SNARK proving, operators
may need to use large session groups so that they can claim
session groups faster than the rate of session group creation
and not develop a backlog of unclaimed sessions, at the cost
of some privacy loss. To evaluate the amount of such privacy
loss, we answer the following question: how small can ses-
sion groups be while allowing operators to claim them fast
enough? Specifically, we would like to obtain a lower bound
for the average duration of a session group T 11. As we will

11One can calculate the average number of sessions in a group as T∗r,
where r is the deployment-dependent rate of attachments for an operator.

show next, even a single-core zk-SNARK implementation
is fast enough to support session groups of small T , hence
aggregate claiming will not be a scalability bottleneck.

As noted, we let K represent the maximum number of ses-
sion groups an operator can claim and N represent the maxi-
mum number of session groups in the broker’s session group
table. If we denote P(K,N) as the time it takes for zk-SNARK
to prove the circuit of the claiming function parameterized by
K and N, we have the following lower bound for T :

T ≥ P(K,N)

K
To obtain the lower bound, we evaluate the proving time of
our implementation for the claiming procedure P(K,N). As
mentioned in §4.5, proof-based verifiable computation has a
compiler frontend and a zk-SNARK backend. Therefore, to
evaluate P(K,N), we need to answer two questions: (i) for
a given K and N, how many constraints will the claiming
function be compiled into? and (ii) how long will zk-SNARK
take to prove these circuits of different sizes?

To answer the first question, we compile claiming functions
with different Ks and Ns, and find the following formula that
closely matches the numbers of constraints:

# of constraints = K ∗ (128∗N +35394)
Terms in this formula are tied to the logic of the claiming func-
tion. As mentioned in §4.5, the claiming function contains
two steps: (i) calculating hashes of the K provided secrets, and
(ii) iterating through the N rows in the session table, checking
whether the hash matches with one of the K precomputed
hashes and adding it to the aggregate if so. Therefore, step (i)
generates 35394∗K constraints, where 35394 is the number
of constraints for computing a single SHA256 hash, consis-
tent with prior work [65]; step (ii) contains an outer loop of N
and an inner loop of K, which gets unrolled by the compiler
into 128∗K ∗N constraints. Therefore, for a large enough N,
the number of constraints scale almost linearly with K ∗N.
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Figure 7: Proving time under varied number of constraints.

To answer the second question, we evaluate the proving
time of compiled circuits with different numbers of constraints
with a single-core libsnark backend on a 2.5GHz Intel 8259CL
CPU. As shown in Fig 7, consistent with prior work [84,
111], the proving time increases linearly with the number of
constraints: about 38 seconds per 1 million constraints.

Since we have shown that (i) the number of constraints of
the claiming circuit increases linearly w.r.t K ∗N, and (ii) the
proving time is linear w.r.t the number of constraints, we know
that the zk-SNARK proving time increases linearly w.r.t K ∗N,
i.e., P(K,N) = O(K ∗N). The constant factor c depends on
the specific compiler frontends and zk-SNARK backends. For
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Figure 8: Average attachment latency of Magma baseline (BL),
CellBricks (CB), LOCA-VPN and LOCA-Tor.

our implementations, c ≈ 128∗38 us = 4.894 ms. Therefore,

T ≥ P(K,N)

K
≈ c∗K ∗N

K
= c∗N

This means that the lower bound on the duration of the session
group grows linearly w.r.t. N. As stated earlier, we are mostly
interested in cases of large Ns (i.e., larger numbers of smaller
session groups) as these lead to stronger privacy guarantees
(§5.1.2). Fortunately, even with only the single-core libsnark
backend, the lower bound of T for large N is reasonably small.
As an example, the largest circuit that we evaluated (K=64,
N=4096) has proving time P(64,4096)=1369 s; this trans-
lates to a lower bound of T=P(64,4096)/64=21.4 s. The
asymptotic expression of T = c∗N = 4.864 ms∗4096 ≈ 20 s
matches with the measurement. The gap is due to ignoring
the 35394∗K term, which will reduce as N goes even bigger.

Therefore, with N = 4096, the smallest session group that
a single-core zk-SNARK can support has a duration of 20 s.
This means that users who attach more than 20 s apart cannot
reveal any information about each other’s location, even if one
user’s location were leaked to the broker. We do not evaluate
circuits with more than 35M constraints due to the scaling
limit of the libsnark implementation. Recent work [111] on
distributed zk-SNARK allows faster proving of much larger
circuits, the evaluation of which is left to future work.
6.3 Performance analysis
Lastly, we would like to understand the performance that
users receive with LOCA. Procedures like token generation
and aggregate claiming happen off the critical path of users
receiving services, thus do not affect user experience. Instead,
we focus on the attachment procedure, since LOCA’s attach-
ment is both more complex and more frequent than today’s
protocols. We thus measure the additional latency overhead
that LOCA adds to the attachment procedure.

We replicate the wide-area test setup from CellBricks [77]:
the user equipment and the operator’s cell and cellular core are
always located in our local testbed, and we run experiments
with the subscriber database (in the case of Magma) and the
broker hosted on AWS EC2 [9]. This matches deployment
practice where certain core network components are run in
the carrier’s datacenter. For each setup, we repeat the same
attachment request using different cellular implementations
100 times and report the average performance.

Fig.8 shows the attachment latency after removing the time
spent in lower radio layers (i.e., RRC layer and below) for
different placements of the subscriber database and broker.
We compare four schemes: (i) unmodified Magma (baseline,
denoted BL, that captures today’s cellular architecture), (ii)
CellBricks (denoted CB), LOCA’s attachment protocol with

(iii) VPN (denoted LOCA-VPN) and (iv) Tor (denoted LOCA-
Tor) as the anonymous communication channel.

We make two observations from these results. First, the
choice of anonymous communication scheme introduces a
tradeoff between trust assumptions and attachment latency:
LOCA-VPN requires trusting the VPN provider but achieves
faster attachments than LOCA-Tor. In fact, LOCA-VPN is
only 5 to 15 ms slower than CellBricks and still faster than
today’s attachment (i.e., Magma). The reason we outperform
Magma’s attachment latency is because today’s attachment
procedure requires two round trips to the cloud, while Cell-
Bricks optimized this process to a single round-trip; since we
build on CellBricks, we inherit this performance gain.

Our second observation is that even the slower LOCA-
Tor is sufficiently fast for periodic reattachments: prior work
[77] shows that attachment latencies of up to 500 ms have
a minimal impact on application performance, even when
users reattach on a per-tower basis. Hence LOCA-Tor, with a
constant 400 ms latency due to the overhead of Tor [73], can
support frequent reattachments with minimal disruptions.

7 Discussion
Viewing LOCA as a first step towards privacy-preserving cel-
lular infrastructure, we next discuss two notable areas for im-
provement and potential directions to achieving them: (i) sup-
porting beyond semi-honest and non-colluding participants,
and (ii) improving non-privacy-related aspects of LOCA.
7.1 Beyond semi-honest and non-colluding
As stated in §3.1, there are both financial and legal reasons
for brokers and operators to be semi-honest and not collude.
However, relaxing these assumptions can certainly facilitate
adoption. We next discuss directions towards such relaxation.
Semi-honest: LOCA suffers from privacy leakages in the face
of various active attacks, e.g., those based on out-of-protocol
information (§5.2), which restricts it to semi-honest partici-
pants. We see two orthogonal directions towards supporting
more aggressive participants. First, one could adopt specific
defense mechanisms for different attacks (e.g., traffic analy-
sis, device fingerprinting) that have been proposed in prior
work [43, 56, 60, 103, 110, 114]. LOCA, as a protocol-layer
solution, can coexist with these mechanisms. Second, instead
of averting attacks, one can detect these attacks and punish
the misbehaving participants. The detection mechanism can
involve multiple parties. For instance, operator over-reporting
usage can be detected by brokers cross comparing the oper-
ator’s reports with the ones from users. For the punishment
mechanism, a promising approach is to build up a reputation
system [77], where misbehaviors are factored into partici-
pant’s reputation scores. Participants with poor reputation
then receive degraded treatments: e.g., a broker can decline to
authorize an operator in the registration phase (§4.1). Such an
approach is appealing in the cellular context, where brokers
and operators need to remain operational for long enough to
see a profit, allowing their track records to be built up.
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Non-colluding: As elaborated in §5.3, except for direct collu-
sion between brokers and operators that serve the user, other
forms of collusion only incur minimal leakages in LOCA. An
interesting question is then whether we could relax this re-
quirement of no broker-operator collusion. Intuitively, preserv-
ing location privacy with arbitrary collusion seems unattain-
able: if a broker colludes with all the operators, it easily knows
both the user’s identity and all of her locations. Instead, we be-
lieve it is both feasible and interesting to investigate whether
one could provide partial privacy guarantee if only a subset
of operators collude with brokers. Under such a scenario, the
coverage of non-colluding operators forms a region where
little location information is revealed. Such a region is re-
ferred to as a mix zone and widely studied for location privacy
in non-cellular contexts [17, 18, 53], and future work could
leverage the insights of these work for cellular privacy.

7.2 Beyond privacy
Another area for improvement is the design and evaluation on
non-privacy-related aspects of LOCA, such as performance
and operational support. For performance, in §6.3, we mea-
sure LOCA’s attachment latency to be less than 500 ms even
with slower anonymous communication channel (i.e., Tor),
which was evaluated in [77] to have minimal performance im-
pacts to applications like voice calls, video streaming and web
browsing. It would be interesting to evaluate on more chal-
lenging applications such as video conferencing. Moreover,
besides reducing trajectory leakages (§5.1.3), make-before-
break handovers are expected to have better performance as
well, the evaluation of which in LOCA is left to future work.

For operational support, LOCA supports tasks like identity-
based services by having brokers offload these tasks to autho-
rized but identity unknown operators (§4.4). However, there
might be tasks that require knowledge of the operator’s iden-
tity, such as recording misbehaving operators (for the afore-
mentioned reputation system) and performing on-site inspec-
tions. To support these tasks, one potential approach is to in-
volve a trusted third party when generating unlinkable tokens
(§4.1). The goal is that upon legitimate requests, this third
party can later assist in revealing the operator’s identity for a
token. One promising direction towards achieving this goal is
to extend the registration phase with cryptographic constructs
like secure multi-party computation (MPC) [35, 48, 113].

8 Related Work
Cellular: There has been extensive prior work on mitigating
privacy violations by third parties other than network oper-
ators [11, 46, 58, 63, 68, 87, 93, 94, 100]. Our work instead
focuses on protecting a user’s location privacy from the net-
work operator itself. To our knowledge, PGPP [86] is the only
prior work that systematically studies this issue. As discussed
earlier, PGPP adopts a different approach based on hiding
users’ identities from the network operator, which however
compromises the network’s ability to provide identity-based
services and does not address the issue of trajectory-related

leakages. One advantage of PGPP is higher tolerance for col-
lusions, as it hides user’s identity from both operators and
brokers. However, it also assumes semi-honest participants
who will not actively thwart its privacy mechanisms.

CellBricks [77] is a new cellular architecture that aims to
democratize cellular access by enabling users to easily lever-
age small-scale operators. LOCA borrows the idea of user-
driven mobility, although we use it for privacy reasons while
CellBricks requires it to give users the ability to dynamically
select an operator of their choice. CellBricks does not address
the issue of location privacy and hence is similar to 3GPP
protocols in this regard. In fact, we note that the importance
of hiding O’s identity from B is greater under the CellBricks
vision of larger numbers of smaller-scale operators.
General location privacy: There is extensive prior work
on location privacy in non-cellular contexts [17, 36, 67, 76,
90, 106, 112]. These reveal four general methods for protect-
ing location privacy: (i) regulatory strategies – government
rules to regulate the use of personal information; (ii) privacy
policies – trust-based agreements between individuals and
whoever is receiving their location data; (iii) anonymity – use
a pseudonym and create ambiguity by grouping with other
people. (iv) obfuscation – temporal or spatial degradation
of the location data. Regulatory strategies and privacy poli-
cies are orthogonal to computational countermeasures like
techniques adopted in LOCA. In the cellular context, neither
obfuscation nor anonymity is desirable: obfuscation is not
feasible, because a user’s location data is generated by the in-
frastructure, the temporal or spatial resolution of which is not
determined by the user; anonymity is the approach adopted
by PGPP [86] which, as discussed earlier, compromises on
identity-based services. LOCA exploits the unique role of
brokers and adopts a novel approach to preserving location
privacy while supporting identity-based services. LOCA’s ap-
proach of strategically hiding different pieces of information
from each party has been investigated for preserving privacy
in other contexts as well, such as Apple’s private relay [31].
Applications of LOCA’s privacy building blocks: Blind
signatures have been applied for e-voting [59, 64, 75]. Anony-
mous communication has been used in social networking
and web browsing [44, 55, 99]. Proof-based verifiable com-
putation has been used in outsourced computing [24, 27, 70].
LOCA synthesizes these building blocks to support cellular
procedures like attachment and aggregate claiming.

9 Conclusion
We presented LOCA, a novel cellular architecture that pro-
vides location privacy while supporting identity-based ser-
vices such as usage-based billing, QoS, and lawful intercept.

We view our work as a first step towards enabling privacy-
preserving communication infrastructure and hope that future
work will extend our design to address additional threat mod-
els and reduced overheads, as well as explore the applicability
of LOCA’s design to other access technologies.
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Appendix

A Unlinkable token

 O: operator, B: broker 

 Procedures: 
1. B publishes PKB, O generates a nonce 𝜭
2. O sends 𝜭* = blind(𝜭, PKB) to B
3. B signs 𝜭* with PSKB and responds sig𝜭*
4. O validates (sig𝜭*, 𝜭*) with PKB

5. O obtains sig𝜭 = unblind(PKB, sig𝜭*, 𝜭*) 
  To authenticate: O sends (sig𝜭, 𝜭) to B

LOCA: Unlinkable Token

Figure 9: A summary of how to generate and use unlinkable tokens.

Fig.9 summarizes how O obtains tokens. The protocol starts with B publishing its public key PKB and O generating a nonce θ

(i.e., the token). To get B blindly-sign the θ, O first blinds θ using PKB and sends the blinded token θ∗ to B, requesting B to sign
the token. O reveals its identity to B who can decide whether to accept this request. Next, B signs θ∗ using its private key PSKB
and returns the blind signature sig∗

θ
to O which O can validate using PKB.

Next, O obtains the unblinded signature of the token using PKB, sig∗
θ
, and θ∗. To authenticate itself to B, O sends θ and the

unblinded signature sigθ to B. B can then verify the token’s authenticity with sigθ as a normal digital signature. Note that B
cannot link θ to O since θ was blindly-signed and never seen by B (only the blinded θ∗ was).
B Aggregate Claiming
Simulation setup: For each ratio K/N, we scale N while increasing K proportionally according to the ratio and estimate the
expected number of matched subsets for the (K,N). For example, for the ratio K/N=1/10, we run experiments for
(K,N)=(1,10),(2,20), ...,(5,50). For each (K,N), we again make the simplification to not consider subsets that contain any of
the K session groups. By doing so, we can independently sample arrays Xs of length (N −K) and Y s of length K, count the
number of subsets in X that have the same sum as Y for each pair of (X ,Y ), and report the average of all the pairs as the estimate
for (K,N), denoted as R. To ensure that the estimate is accurate, we use a large number of samples for each (K,N), up to 225 so
that the simulation can finish within a reasonable time frame.
Theoretical proof: For this proof, we make use of polynomial coefficients, also named as extended binomial coefficients, which
are natural extensions of the well-known binomial coefficient. For n,m ∈ Z>0 Polynomial coefficients

(n
k

)
m is the coefficient of

xk in the following expansion:

(1+ x+ ...+ xm)n =
k=mn

∑
k=0

(
n
k

)
m

xk

Note that
(n

k

)
m = 0 for k /∈ {0, ..,mn}. Binomial coefficient is the special case where m = 1. An equivalent definition of

(n
k

)
m is:(

n
k

)
m
= ∑

k0≥0,...,km≥0
k0+...+km=n

0·k0+...+m·km=k

(
n

k0, ...,km

)
(1)

It is known that polynomial coefficients are symmetric:
(n

k

)
m =

( n
mn−k

)
m

, and
(n

k

)
m is a non-decreasing function of k for

0 ≤ k ≤ ⌊mn
2 ⌋ and a non-increasing function for ⌈mn

2 ⌉ ≤ k ≤ mn [42].
Prior work has shown that the sum of N iid random variables from the discrete uniform distribution of {0, ...,m} (U{0,m}),
denoted as SN , has the following closed-form distribution expressed with polynomial coefficients [20]:

P(SN = y) = ∑
a0≥0,...,am≥0
a0+...+am=N

0·a0+...+m·am=y

P(a0, ...,am) (ai stands for the number of elements equal to i)

= ∑
a0≥0,...,am≥0
a0+...+am=N

0·a0+...+m·am=y

(
1

m+1
)N
(

N
a0, ...,am

)
(each element can be putted into bucket i with a likelihood of

1
m+1

)

= (
1

m+1
)N
(

N
y

)
m

(according to definition (1))
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Lemma B.1. The distribution of sums of N iid random variables from U{1,m} has the following closed-form expression:
PN(y) = ( 1

m )
N
( N

y−N

)
m−1

Proof. The proof is similar to the proof above for sums of N iid random variables from U{0,m}, with some minor adjustment:

PN(y) = ∑
a1≥0,...,am≥0
a1+...+am=N

1·a1+...+m·am=y

(
1
m
)N
(

N
a1, ...,am

)

= ∑
a1≥0,...,am≥0
a1+...+am=N

0·a1+...+(m−1)·am=y−N

(
1
m
)N
(

N
a1, ...,am

)
(align with the format of (1))

= (
1
m
)N
(

N
y−N

)
m−1

(according to definition (1))

Lemma B.2. The distribution of subset sums of N iid random variables from U{1,m} has the following closed-form expression:
QN(y) = ( 1

2m )
N

∑
N
k=0

(N
k

)
mk

( N−k
y−(N−k)

)
m−1

Proof. Subset sums of U{1,m} can be equivalently treated as sums of elements Xi that has the following distribution:

P(Xi) =


1
2 , if Xi = 0
1

2m , if Xi ∈ {1, ...,m}
0, otherwise

Therefore, we can calculate the probability of a subset sum by multiplying the probability of having different numbers of zeros
with the probability of adding up to the sum with the remaining non-zero elements:

QN(y) =
N

∑
k=0

(
N
k

)
(

1
2
)k

∑
a1≥0,...,am≥0

a1+...+am=N−k
1·a1+...+m·am=y

(
1

2m
)N−k

(
N − k

a1, ...,am

)

=
N

∑
k=0

(
N
k

)
(

1
2
)k

∑
a1≥0,...,am≥0

a1+...+am=N−k
0·a1+...+(m−1)·am=y−(N−k)

(
1

2m
)N−k

(
N − k

a1, ...,am

)
(similar to Lemma B.1)

=
N

∑
k=0

(
N
k

)
(

1
2
)k(

1
2m

)N−k
(

N − k
y− (N − k)

)
m−1

(according to definition (1))

= (
1

2m
)N

N

∑
k=0

(
N
k

)
mk

(
N − k

y− (N − k)

)
m−1

Lemma B.3. Here we define a "head" function H(hN;N, p)(0 ≤ h ≤ 1) and a "tail" function T (tN;N, p)(0 ≤ t ≤ 1), where:

H(hN;N, p) =
hN

∑
k=0

(
N
k

)
pk; T (tN;N, p) =

N

∑
k=tN

(
N
k

)
pk

Then we can prove the following: if h < p
1+p , H(hN;N, p)≤ (bH)

N , with bH < (1+ p). Similarly, if t > p
1+p ,

T (tN;N, p)≤ (bT )
N , with bT < (1+ p).

Proof. Here we show the proof for the head function, the proof for the tail function is very similar. The idea is to rewrite the
head function to follow the format of a binomial distribution, so that we could use tail bounds for binomial distributions to
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provide a lower bound. Specifically:

H(hN;N, p) =
hN

∑
k=0

(
N
k

)
pk

= (1+ p)N
hN

∑
k=0

(
N
k

)
(

p
1+ p

)k(
1

1+ p
)N−k

= (1+ p)N
hN

∑
k=0

(
N
k

)
(p′)k(1− p′)N−k (with p′ =

p
1+ p

)

= (1+ p)NF(hN;N, p′)

where F(hN;N, p′) refers to the probability of having at most hN successes in a Binomial trial B(N, p′). For F(hN;N, p′), it’s
known that if hN

N = h ≤ p′, we have the following tail bounds [12]:

F(hN;N, p′)≤ exp[−N f (h, p′)] with f (h, p′) =

{
2(h− p′)2, with Hoeffding’s inequality
D(h||p′), with Chernoff bound

where D(a||p) is the relative entropy between a Bernoulli(a) (a-coin) and a Bernoulli(p) (p-coin):
D(a||p) = (a) log a

p +(1−a) log 1−a
1−p . For either of this, f (h, p′)> 0 for h < p′. Therefore, for H(hN;N, p), if h < p′ = p

1+p , we
have:

H(hN;N, p) = (1+ p)NF(hN;N, p′)

≤ (1+ p)N exp[−N f (h, p′)]

= {(1+ p)exp[− f (h, p′)]}N

= (bH)
N (with bH = (1+ p)exp[− f (h, p′)]< (1+ p))

Lemma B.4.
1

m2 +m+1
< 1− ln(m)

ln(m+1)
, ∀m ∈ Z>0

Proof. This is equivalent as showing

h(m) = (m2 +m+1)ln(m)− (m2 +m)ln(m+1)< 0, ∀m ∈ Z>0

Taking derivative, we have

h′(m) = (2m+1) ln(
m

m+1
)+1+

1
m

≤ (2m+1)(
m

m+1
−1)+1+

1
m

(with ln(x)≤ x−1)

=
−m2 +m+1

m(m+1)
< 0 (for m ≥ 2 >

1+
√

5
2

)

Therefore, because (i) h(m) monotonically decreases for m ≥ 2, and (ii) h(1),h(2)< 0, we have h(m)< 0,∀m ∈ Z>0

f [n] is said to be exponential w.r.t n iff:

∃M ∈ R>0,c ∈ R>1, lim
n→∞

f [n]
cn = M

Therefore, a sufficient condition for f [n] to be exponential is that

∃M ∈ R>0,c ∈ R>1,N0 ∈ Z, f [n]≥ M · cn, ∀n ≥ N0

With this we could prove the following lemma:
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Lemma B.5. For any integer K ≥ 1, hK [n] = an −∑
K
i=1 bN

i is exponential w.r.t n, if a > 1 and a > maxi:i∈{1,..,K} bi

Proof. hK [n] can be rewritten as hK [n] = ∑
K
i=1

1
K an −bn

i . We can prove that 1
K an −bn

i are exponential for all bi’s. Specifically, we
can show that.

∀c ∈ {x ∈ R | max(bi,1)< x < a},M ∈ R>0,∃N(a,c,M) ∈ Z,
1
K

an −bn
i > Mcn, ∀n ≥ N(a,c,M)

This because 1
K an −bn

i > Mcn ⇔ 1
k (

a
c )

n > M+( bi
c )

n. By having n ≥ N(a,c,M) = ⌈log a
c
[k(M+1)]⌉, we have

1
k (

a
c )

n > M+1 > M+( bi
c )

n. Therefore, hK [n] = ∑
K
i=0

1
K an −bn

i is obviously exponential:

∀c ∈ {x ∈ R | max( max
i:i∈{1,..,K}

bi,1)< x < a},M ∈ R>0,∃N(a,c,M) ∈ Z, hK [n]> KMcn, ∀n ≥ N(a,c,M)

We are now ready to prove the main theorem, which, in the context of LOCA, states that with the usage of each session as a
uniform distribution of {1, ...,m}, a bTelco’s number of sessions as NB and the total number of sessions a broker receives from
all bTelcos as NA, if NB

NA
meets certain requirements (depending on m), the expected number of session subsets that have the same

aggregate usage as the bTelco’s NB sessions grows exponentially w.r.t the total number of sessions, NA.
Next, we prove that a lower bound of this expected number, considering subsets consisting of only the remaining NA −NB
sessions, is already exponential w.r.t NA:

Theorem B.6. Considering two independent arrays X and Y , consisting of NA −NB and NB iid random variables from U{1,m},
there exists L(m),U(m) such that the expected number of subsets X, whose sums are equal to the sum of Y , is exponential w.r.t
NA, if L(m)≤ NB

NA
≤U(m). Note that L(m),U(m) depend on m, and 0 < L(m)≤U(m)< 1, ∀m ∈ Z>0

Proof. We prove this theorem by showing a valid L(m),U(m) pair. We denote this expected number as E(m,NA,NB), and derive
its closed-form expression by using the distributions of sums and subset sums, which were computed in Lemma B.1 and Lemma
B.2. Specifically, for a random array B, the probability that its sum equals to y is PNB(y), and the expected number of subsets in A
that add to y is 2NA−NB QNA−NB(y):

E(m,NA,NB) = 2NA−NB
mNB

∑
y=NB

PNB(y)QNA−NB(y)

= 2NA−NB
mNB

∑
y=NB

(
1
m
)NB

(
NB

y−NB

)
m−1

(
1

2m
)NA−NB

NA−NB

∑
k=0

(
NA −NB

k

)
mk

(
NA −NB − k

y− (NA −NB − k)

)
m−1

( B.1, B.2)

= (
1
m
)NA

mNB

∑
y=NB

(
NB

y−NB

)
m−1

NA−NB

∑
k=0

(
NA −NB

k

)
mk

(
NA −NB − k

y− (NA −NB − k)

)
m−1

= (
1
m
)NA

NA−NB

∑
k=0

(
NA −NB

k

)
mk

mNB

∑
y=NB

(
NB

y−NB

)
m−1

(
NA −NB − k

y− (NA −NB − k)

)
m−1

By using identities of polynomial coefficients [42], we can transform the last term as:

mNB

∑
y=NB

(
NB

y−NB

)
m−1

(
NA −NB − k

y− (NA −NB − k)

)
m−1

=
mNB

∑
y=NB

(
NB

(m−1)NB − (y−NB)

)
m−1

(
NA −NB − k

y− (NA −NB − k)

)
m−1

(symmetry)

=

(
[NB]+ [NA −NB − k]

[(m−1)NB − (y−NB)]+ [y− (NA −NB − k)]

)
m−1

(Vandermonde)

=

(
NA − k

(m+1)NB −NA + k

)
m−1

Therefore, we have a closed-form expression for E(m,NA,NB):

E(m,NA,NB) = (
1
m
)NA

NA−NB

∑
k=0

(
NA −NB

k

)
mk

(
NA − k

(m+1)NB −NA + k

)
m−1
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According to the definition of polynomial coefficients:(
NA − k

(m+1)NB −NA + k

)
m−1

≥ 1 if 0 ≤ (m+1)NB −NA + k ≤ (m−1)(NA − k) ⇔ NA − (m+1)NB ≤ k ≤ NA − (1+
1
m
)NB

(2)

Therefore, we could obtain a lower bound for E:

E(m,NA,NB)≥ (
1
m
)NA

{NA−NB

∑
k=0

(
NA −NB

k

)
mk −

NA−(m+1)NB−1

∑
k=0

(
NA −NB

k

)
mk −

NA−NB

∑
k=NA−(1+ 1

m )NB+1

(
NA −NB

k

)
mk

}

= (
1
m
)NA

{
(1+m)NA−NB −H(NA − (m+1)NB −1;NA −NB,m)−T (NA − (1+

1
m
)NB +1;NA −NB,m)

}
According to Lemma B.3, we know that with

NA − (m+1)NB

NA −NB
≤ m

1+m
=⇒ NB

NA
≥ 1

m2 +m+1
(3)

NA − (1+ 1
m )NB

NA −NB
≥ m

1+m
=⇒ NB

NA
≤ m

2m+1
(4)

We have:

E(m,NA,NB)≥ (
1
m
)NA

{
(1+m)NA−NB −H(NA − (m+1)NB −1;NA −NB,m)−T (NA − (1+

1
m
)NB +1;NA −NB,m)

}
≥ (

1
m
)NA

{
(1+m)NA−NB − (bH)

NA−NB − (bT )
NA−NB

}
with bH < (1+m),bT < (1+m)

Therefore, according to Lemma B.5, we can ignore the head and tail, and E has an exponential lower bound w.r.t NA as long as
the base of ( 1

m )
NA(1+m)NA−NB is larger than 1. Since:

(
1
m
)NA(1+m)NA−NB =

[
(1+m)

1−NB
NA

m

]NA

to ensure base larger than 1, we need

(1+m)
1−NB

NA

m
> 1 =⇒ NB

NA
< 1− ln(m)

ln(m+1)
(5)

Combining constraints (3), (4) and (5), we show an exponential lower bound for E(m,NA,NB) with the following NB
NA

:

1
m2 +m+1

≤ NB

NA
< 1− ln(m)

ln(m+1)

As proved in Lemma B.4, such a range is always valid for any m ∈ Z>0. Therefore, we show that for

L(m) = 1
m2+m+1 ,U(m) = 1− ln(m)

ln(m+1) , E(m,NA,NB) has an exponential lower bound of
[
(1+m)

1− NB
NA

m

]NA

.

We believe one could achieve a much large exponential bounds and/or a wider range for feasible NB
NA

by carefully reexamining the
two reductions that we made:

• Only the remaining NA −NB elements are considered for subsets that have the same sum. This is to simplify the problem so
that we can treat it as a problem involving two independent arrays of length NA −NB and NB. This, however, significantly
underestimates the number of matched subsets, especially when NB

NA
is high.

• The reduction we made in (2):
( NA−k
(m−1)NB−NA+k

)
m−1

≥ 1 is obviously coarse grained.
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Lastly, we can prove the other side of the story: if NB
NA

is too large or too small, the expected number of subsets out of NA −NB
elements that have the same sum as the NB elements does not grow exponentially w.r.t to NA:

Theorem B.7. Considering two independent arrays X and Y , consisting of NA −NB and NB iid random variables from U{1,m},
there exists LL(m),UU(m) such that the expected number of subsets in X, whose sums are equal to the sum of Y , can not be
exponential w.r.t NA, if NB

NA
≤ LL(m) or NB

NA
≥UU(m). Note that 0 < LL(m)≤UU(m)< 1, ∀m ∈ Z>0

Proof. Firstly, we show that such a UU(m) exists. We start with the closed-form expression of E(m,NA,NB) that is derived in
the proof above.

E(m,NA,NB) = (
1
m
)NA

NA−(1+ 1
m )NB

∑
k=NA−(m+1)NB

(
NA −NB

k

)
mk

(
NA − k

(m+1)NB −NA + k

)
m−1

≤ (
1
m
)NA

NA−(1+ 1
m )NB

∑
k=0

(
NA −NB

k

)
mk

(
NA − k

(m+1)NB −NA + k

)
m−1

≤ (
1
m
)NA

NA−(1+ 1
m )NB

∑
k=0

(
NA −NB

k

)
mk

(
NA

(m+1)NB −NA + k

)
m−1

(
(

n
k

)
m
≥
(

n−∆

k

)
m
∀∆ ∈ Z≥0)

As noted above
(n

k

)
m is a non-increasing function of k for ⌈mn

2 ⌉ ≤ k ≤ mn [42], therefore, if we have

(m+1)NB −NA ≥ ⌈ (m−1)NA

2
⌉ =⇒ NB

NA
>

1
2( NA

(m+1)NB−NA+k

)
m−1

decreases as k increases from 0 to NA − (1+ 1
m )NB, thus:(

NA

(m+1)NB −NA + k

)
m−1

≤
(

NA

(m+1)NB −NA

)
m−1

(for k ∈ {0, ..,NA − (1+
1
m
)NB})

= dNA(m,NA,
NB

NA
) (with d(m,NA,

NB

NA
) =

[(
NA

(m+1)NB −NA

)
m−1

] 1
NA

) (6)

where:

d(m,NA,
NB

NA
) =

[(
NA

(m+1)NB −NA

)
m−1

] 1
NA

=

[(
NA

[(m+1)NB
NA

−1]NA

)
m−1

] 1
NA

We denote

f (m,
NB

NA
) = lim

NA→∞
d(m,NA,

NB

NA
)

There are two properties of g(m, NB
NA

) that we leverage here: (i) 1 ≤ f (m, NB
NA

)≤ m, this is because
( NA

[(m+1)NB
NA

−1]NA

)
m−1

< mNA and( NA

[(m+1)NB
NA

−1]NA

)
m−1

is a non-decreasing function w.r.t NA; (ii) f (m, NB
NA

) is a non-increasing function w.r.t NB
NA

for 1
2 < NB

NA
< m

m+1 ,

this is because d(m,NA,
NB
NA

) is a decreasing function w.r.t NB
NA

. Moreover, f (m, m
m+1 ) = 1 and f (m, 1

2 ) = m. The later is because,

as shown in [37],
( n

m
2 n

)
m
∼ (m+1)n√

2πn m(m+2)
12

as n → ∞, which indicates that limn→∞[
( n

m
2 n

)
m
]

1
n = m+1. Therefore,

f (m, 1
2 ) = limNA→∞[

( NA
m−1

2 NA

)
m−1

]
1

NA = m. With (6), we now have the following upper bound for E(m,NA,NB) (to simply

notation, we use d for d(m,NA,
NB
NA

)):

E(m,NA,NB)≤ (
d
m
)NA

NA−(1+ 1
m )NB

∑
k=0

(
NA −NB

k

)
mk
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Similar to Lemma B.3, we can then bound the term ∑
NA−(1+ 1

m )NB
k=0

(NA−NB
k

)
mk by using tail bounds of binomial distribution.

Specifically, as mentioned in the proof of Lemma B.3:

NA−(1+ 1
m )NB

∑
k=0

(
NA −NB

k

)
mk ≤

{
(1+m)exp[−D(

NA − (1+ 1
m )NB

NA −NB
|| m

1+m
)]
}NA−NB

if
NA − (1+ 1

m )NB

NA −NB
≤ m

1+m
⇒ NB

NA
≥ m

2m+1
(7)

where D(a||p) is the relative entropy between a Bernoulli(a) (a-coin) and a Bernoulli(p) (p-coin):
D(a||p) = (a) log a

p +(1−a) log 1−a
1−p . Here we denote

g(m,
NB

NA
) = (1+m)exp[−D(

NA − (1+ 1
m )NB

NA −NB
|| m

1+m
)]

= (1+m)exp[−D(
1− (1+ 1

m )
NB
NA

1− NB
NA

|| m
1+m

))]

Note that g(m, NB
NA

) is a decreasing function of NB
NA

for NB
NA

≥ m
2m+1 . Moreover, lim NB

NA
→ m

m+1
g(m, NB

NA
)→ 0, and g(m, 1

2 )> 1 for

m ≥ 2. The later is because g(m, 1
2 ) = (1+m)exp[−D(m−1

m || m
1+m ))] is an increasing function with m, thus

g(m, 1
2 )≥ g(2, 1

2 ) = 3exp[−D( 1
2 ||

2
3 ))]> 1.

With (7), we now have:

E(m,NA,NB)≤ (
d
m
)NA [g(m,

NB

NA
)]NA−NB

=

{
(

d
m
)[g(m,

NB

NA
)]

1−NB
NA

}NA

Considering the limit of the base:

lim
NA→∞

[
d(m,NA,

NB
NA

)

m
][g(m,

NB

NA
)]

1−NB
NA

= [g(m,
NB

NA
)]

1−NB
NA lim

NA→∞
[
d(m,NA,

NB
NA

)

m
]

= [g(m,
NB

NA
)]

1−NB
NA [

f (m, NB
NA

)

m
]

With the properties of f (m, NB
NA

) and g(m, NB
NA

) that we mentioned, one could prove that there exists a ratio R(m) such that:

h(m,
NB

NA
) = [g(m,

NB

NA
)]

1−NB
NA [

f (m, NB
NA

)

m
]≤ 1 ∀ NB

NA
≥ R(m)

where h(m,R(m)) = 1

This means that E(m,NA,NB) is not exponential w.r.t NA for NA
NB

≥ R(m)

We could prove that there is a unique R(m) with h(m,R(m)) = 1, and m
2m+1 < R(m)< m

m+1 , with the following properties of
f (m, NB

NA
) and g(m, NB

NA
): (i) both of them are decreasing functions w.r.t NB

NA
; (ii) 1 ≤ f (m, NB

NA
)≤ m, f (m, m

m+1 ) = 1 and

f (m, 1
2 ) = m; (iii) g(m, 1

2 )> 1, and lim NB
NA

→ m
m+1

g(m, NB
NA

)→ 0.

Firstly, because
f (m,

NB
NA

)

m ≤ 1, for NB
NA

such that g(m, NB
NA

)< 1 ⇒ [g(m, NB
NA

)]
1−NB

NA < 1, we have

h(m, NB
NA

) = [g(m, NB
NA

)]
1−NB

NA [
f (m,

NB
NA

)

m ]< 1. Moreover, since lim NB
NA

→ m
m+1

g(m, NB
NA

)→ 0, we know that R(m)< m
m+1
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Secondly, for NB
NA

such that g(m, NB
NA

)> 1, we have h(m, NB
NA

) as a decreasing function w.r.t NB
NA

. Moreover, since g(m, 1
2 )> 1,

f (m, 1
2 ) = m, we have h(m, 1

2 ) = [g(m, 1
2 )]

1− 1
2 [

f (m, 1
2 )

m ]> 1. Therefore, we know that R(m)> 1
2 .

Therefore, we have proved a valid UU(m): 1
2 <UU(m) = R(m)< m

m+1 , where R(m) is defined as:

R(m) = arg 1
2<

NB
NA

< m
m+1

h(m,
NB

NA
) = 1

where h(m,
NB

NA
) = [g(m,

NB

NA
)]

1−NB
NA [

f (m, NB
NA

)

m
]

f (m,
NB

NA
) = lim

NA→∞

[(
NA

[(m+1)NB
NA

−1]NA

)
m−1

] 1
NA

g(m,
NB

NA
) = (1+m)exp[−D(

1− (1+ 1
m )

NB
NA

1− NB
NA

|| m
1+m

)]

and E(m,NA,NB) is not exponential if NB
NA

≥UU(m).
Next, we show a valid LL(m) by using a similar approach. We use E to represent E(m,NA,NB) in the follows.

E ≤ (
1
m
)NA

NA−NB

∑
k=NA−(1+m)NB

(
NA −NB

k

)
mk

(
NA − k

(m+1)NB −NA + k

)
m−1

≤ (
1
m
)NA

NA−NB

∑
k=NA−(1+m)NB

(
NA −NB

k

)
mk

(
(m+1)NB

(m+1)NB −NA + k

)
m−1

(
(

n
k

)
m
≥
(

n−∆

k

)
m
∀∆ ∈ Z≥0)

< (
1
m
)NA m(m+1)NB

NA−NB

∑
k=NA−(1+m)NB

(
NA −NB

k

)
mk (

(
(m+1)NB

(m+1)NB −NA + k

)
m−1

< m(m+1)NB )

≤ (
1
m
)NA m(m+1)NB

{
(1+m)exp[−D(

NA − (1+m)NB

NA −NB
|| m

1+m
)]
}NA−NB (

NA − (m+1)NB

NA −NB
≥ m

1+m
⇒ NB

NA
≤ 1

m2 +m+1
)

=

{
m(m+1)NB

NA
−1{

(1+m)exp[−D(
1− (1+m)NB

NA

1− NB
NA

|| m
1+m

)]
}1−NB

NA

}NA

We could prove that for l(m, NB
NA

) = m(m+1)NB
NA

−1{
(1+m)exp[−D(

1−(1+m)
NB
NA

1−NB
NA

|| m
1+m )]

}1−NB
NA , there exists a 0 < S(m)< 1

m2+m+1 ,

which is the LL(m) that we try to prove, that l(m, NB
NA

)≤ 1 for any NB
NA

≤ S(m). This is because (i) l(m, NB
NA

) is an increasing

function of NB
NA

, and (ii) l(m, 1
m2+m+1 ) = m− m2

m2+m+1 (1+m)
m2+m

m2+m+1 > (1+m)
m

m2+m+1 > 1 and lim NB
NA

→0
l(m, NB

NA
) = 0 < 1.

Therefore, we have proved a valid LL(m): 0 < LL(m) = S(m)< 1
m2+m+1 , where S(m) is defined as:

S(m) = arg
0<NB

NA
< 1

m2+m+1
l(m,

NB

NA
) = 1

where l(m,
NB

NA
) = m(m+1)NB

NA
−1{

(1+m)exp[−D(
1− (1+m)NB

NA

1− NB
NA

|| m
1+m

)]
}1−NB

NA

and E(m,NA,NB) is not exponential if NB
NA

≤ LL(m).
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Abstract
Mobile operators are poised to leverage millimeter wave tech-
nology as 5G evolves, but despite efforts to bolster their relia-
bility indoors and outdoors, mmWave links remain vulnerable
to blockage by walls, people, and obstacles. Further, there
is significant interest in bringing outdoor mmWave coverage
indoors, which for similar reasons remains challenging today.
This paper presents the design, hardware implementation,
and experimental evaluation of mmWall, the first electroni-
cally almost-360○ steerable metamaterial surface that oper-
ates above 24 GHz and both refracts or reflects incoming
mmWave transmissions. Our metamaterial design consists of
arrays of varactor-split ring resonator unit cells, miniaturized
for mmWave. Custom control circuitry drives each resonator,
overcoming coupling challenges that arise at scale. Leverag-
ing beam steering algorithms, we integrate mmWall into the
link layer discovery protocols of common mmWave networks.
We have fabricated a 10 cm by 20 cm mmWall prototype
consisting of a 28 by 76 unit cell array and evaluated it in
indoor, outdoor-to-indoor, and multi-beam scenarios. Indoors,
mmWall guarantees 91% of locations outage-free under 128-
QAM mmWave data rates and boosts SNR by up to 15 dB.
Outdoors, mmWall reduces the probability of complete link
failure by a ratio of up to 40% under 0–80% path blockage
and boosts SNR by up to 30 dB.

1 Introduction

Millimeter-wave (mmWave) spectrum has emerged in the
5G/6G era as a key next generation wireless network enabler,
fulfilling user demands for high spectral efficiency and low
latency wireless networks. Higher carrier frequencies offer
greater network capacity: for instance, the maximum carrier
frequency of the 4G LTE band at 2.4 GHz provides an avail-
able spectrum bandwidth of only 100 MHz, while mmWave
(above 24 GHz) can easily hold spectral bandwidths five to
ten times greater, enabling multi-Gbit/sec data rates. Hence,
mmWave spectrum enables a plethora of mobile applications

Without mmWall: With mmWall:

(a) 5G/6G outdoor-to-indoor coverage via mmWall.

(b) mmWall’s reflective mode for indoor VR/AR.

(c) mmWall’s beam splitting, for link establishment.

Figure 1: mmWall re-focuses outdoor coverage indoors to-
wards the user and potentially around obstacles, provides path
diversity indoors by reflection, and splits an incoming beam
for fast link establishment.

that are currently infeasible due to their requirements of very
high data rates, such as virtual and augmented reality (VR/-
AR), camera-based purchase tracking in smart stores, and
robotic automation in smart warehouses.

mmWave technology faces significant headwinds, however,
in at least three key scenarios:

1. 5G outdoor coverage is difficult to bring indoors, as exte-
rior building walls block mmWave signal, as do outdoor
windows’ tinted glass (Fig. 1(a)). Attenuation at 28 GHz
is ca. 40 dB versus 4 dB through indoor glass [44], as
outdoor metalized glass coatings attenuate by 25–50 dB
per layer [35]. Currently, operators are forced to offload
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mmWave traffic onto lower frequencies or off their net-
works entirely (Wi-Fi) when users move indoors, incurring
handover delay and application disruptions.

2. Indoors, people, furniture, doors, and other clutter block
mmWave (Fig. 1(b)), forcing data to flow over a much
less reliable reflection path. Indeed, in an extensive indoor
measurement campaign at 28 GHz, MacCartney et al. ob-
serve a close-in best non-line of sight path loss exponent
ca. 3, with a normally-distributed additional loss with an
11 dB variance [22]. While the resulting temporary outages
are common, highly demanding applications like VR/AR
streaming cannot tolerate these glitches.

3. Third, NextG cellular providers face challenges in adopting
mmWave frequencies outdoors for primary service as well
as wireless backhaul because mmWave signals are readily
absorbed by foliage, and reflection off buildings is largely
specular, constraining the angle of reflection to be equal to
the angle of incidence. Measurements in New York City
highlight this issue: 28 GHz data shows most links greater
than 200 meters in outage [3].

This paper describes the design and implementation of
mmWall, an electronically reconfigurable surface that ad-
dresses all three foregoing use cases, also shown in Figure 1.
Like much prior work (§2), mmWall leverages metamaterials,
artificial composite materials engineered at a sub-wavelength
scale to exhibit unique electromagnetic properties that do not
exist in naturally occurring materials [17]. But mmWall is the
first practical work to our knowledge to use a specific class
of metamaterials capable of refracting incoming radiation
with (theoretically) no loss: Huygens metamaterials [9, 25].
mmWall is a reconfigurable intelligent surface that uses a
novel Huygens metasurface (HMS) metamaterial to reflect/re-
fract and precisely steer incoming mmWave beams towards
desired directions, thus enhancing path diversity for mmWave
networks. Work has shown that surfaces that can steer incom-
ing mmWave transmissions in this way have the potential to
dramatically improve spatial multiplexing [41] and spectral
efficiency [39] of networks as a whole. Hence when obstacles
like a human body or outdoor foliage blocks the line of sight
(LoS) or non line of sight (NLoS) paths, mmWall can often
provide an alternative path that is not a simple reflection or a
straight-line transmission, and hence would not otherwise ex-
ist. In the first scenario, mmWall can refract mmWave signals
from outdoors to steer them directly towards an indoor re-
ceiver, making outdoor to indoor communication possible. In
the second scenario above, mmWall reflects mmWave beams
at non-specular angles (those for which the angle of reflec-
tion is not equal to the angle of incidence). And in the third
scenario, mmWall can reflect outdoor transmissions at non-
specular angles, ameliorating outdoor blockages.

mmWall is electronically reconfigurable to either reflect
or refract incoming energy, allowing it to time-multiplex the

different roles of each of the three above use cases without hu-
man intervention, while installed in a fixed location. Also, its
multi-beam functionality (Fig. 1(c)) enables fast beam search,
and support for multiple users at the same time. mmWall
has no RF chain, and its electric components draw only a
couple-of-hundred microwatts order of power. Consequently,
it consumes much lower power compared to a conventional
AP that necessitates multiple RF chains for multi-beam oper-
ations. To our knowledge, mmWall is the first surface able to
achieve near-360○ angular coverage (§5).

This work addresses several hardware and software design
challenges that arise in the realization of such a design. Since
mmWave transmissions are “pencil-beam” in nature, they
work only when the transmitter’s beam is perfectly aligned
with the receiver’s beam. To correctly steer the beam towards
the receiver, we design a metamaterials-based surface that
can precisely control the phases of the incoming signal, focus-
ing signal power in a narrow beam. Secondly, since the size
of meta-atom scales with its operating frequency, mmWall’s
meta-atoms are much smaller than the conventional antennas
and therefore extremely sensitive to coupling. Hence, we
not only scale the surface to mmWave frequency but also
deliberately design the control lines to avoid undesirable cou-
pling. Lastly, existing systems uses their own beam searching
protocol to find the best alignment. To make mmWall com-
patible with different mmWave applications, we design an
effective beam alignment protocol that leaves the existing
systems unchanged [16].

Contributions and Results. mmWall is the first design that
can arbitrarily reflect, refract, and split the mmWave beam
in a nearly lossless manner. We analyze our meta-atom de-
signs and compare them with simulation results, allowing
our designs to scale to different frequencies for potential ap-
plications like Terahertz communication. To the best of our
knowledge, this is the first study that theoretically analyzes
and builds a working prototype of a reconfigurable Huygens
metasurface at mmWave frequency. We have designed and
implemented mmWall hardware with a novel control network
in custom PCB, and in §5, evaluate its performance through
experiments in environments matching the scenarios, we out-
line above. Our empirical results show that when both the AP
and the client are in the same room, we can provide an SNR
of 25 dB or more for all locations in a 10×8m room, using
a single mmWall surface. This SNR is sufficient to support
128-QAM in 91% of locations. Moreover, the SNR improves
to 30 and 35 dB when we place two surfaces, respectively, on
different walls. Finally, we show the effectiveness of mmWall
in bringing outdoor mmWave networks indoors. When the
AP is 6 meters away from the building, mmWall improves
the SNR by up to 30 dB, providing an SNR of 20 dB or more
in all locations in a room using a single surface placed on a
window.
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Figure 2: mmWall’s design converts an incident mmWave beam to a refracted (or reflected, not shown) beam via field
discontinuities created by current in its resonators. Inset: magnetic meta-atoms are shown in front of the electric meta-atoms.

2 Related Work

HMSs comprise a layer of co-located magnetic and electric
meta-atom, etched onto the two respective sides of a dielec-
tric substrate (Fig. 2, inset). The magnetic meta-atom is an
enclosed metallic ring with one split, while the electric meta-
atom has two splits and a metal strip in the center (Fig. 4(b)).
As the incident wave passes through the magnetic meta-atom,
the wave’s magnetic field Hi induces a rotating current (green
arrows in Fig. 4(b), upper) on the magnetic meta-atom that,
in turn, creates a magnetic response (M⃗s along the z-axis in
Fig. 2). Likewise, the electric meta-atom is excited by the
wave’s electric field E⃗i, resulting in two symmetric, oscil-
lating current loops (green arrows in Fig. 4(b), lower) that
create an electric response (J⃗s along the y-axis in Fig. 2).
These responses interact with the wave’s fields, causing an
abrupt phase shift. By varying the applied voltage to a tunable
component loaded on each meta-atom, the surface precisely
controls the responses, thereby allowing any phase shift from
0○ to 360○ with near-unity transmission and/or reflection.

Prior work in passive HMSs [8,9,29,40] has demonstrated a
“lensing” effect and negative refraction index [29] and the engi-
neering of complex beam patterns [8]. However, they lack the
capability to reconfigure and both refract and reflect the beam.
Prior work in actively-controlled HMSs [4, 7, 21, 38, 43] uses
varactors or PIN diodes to tune each element in a continuous
or binary (i.e., on-off) manner, respectively. Such devices can
shift signals’ frequency [21] and polarization [5, 38]. While
these designs have shown great promise in theoretical predic-
tion models [23] and/or at low frequencies [36], they do not
scale to higher mmWave frequencies in a straightforward way,
due to a mismatch between the required meta-atom size and
a varactor’s size, and the attenuation that commonly available
substrate would induce on an incident mmWave signal. Scal-
ing these designs also requires narrower trace widths that are
hard to fabricate and prone to breaking during diode solder-
ing. More importantly, they focus on steering one beam in a
one-sided direction, rather than steering one or more beams
in a reflective and/or transmissive direction. mmWall is the
first mmWave work to do so. Evaluation efforts in this group
of prior work stop short of realistic end-to-end experiments.

Work in actively-controlled mmWave Reconfigurable Intel-
ligent Surfaces (RISs) includes a solely reflective, PIN-diode
based surface at 2.3 and 28 GHz [7], whose evaluation at
28 GHz states a gain of 19 dBi, but which stops short of
further experimental evaluation of steerability or any further
end-to-end evaluation at 28 GHz. Tang et al. describe similar
PIN-diode, reflective surfaces at 27 and 33 GHz, model path
losses in such scenarios, and experimentally evaluate [33].
Tan et al. consider a similar design at 60 GHz [31], but neither
consider HMS-based designs such as mmWall’s, which can
shift between reflective (on both sides of the surface) and
transmissive modes instantly via electronic control. Exist-
ing reflective RISs only reflect on one side, while mmWall
performs both indoor and outdoor non-specular reflections
from a fixed location. In press releases ([a], [b], [c]) NTT
DoCoMo describe reflective, outdoor-to-indoor surfaces oper-
ating at 28 GHz. They state top line experimental results, but
do not disclose design details or details of their experimental
evaluation. Other work uses split ring resonators as antennas
for a Massive MIMO base station [28], a related but distinct
application to mmWall. This paper is an extension of the au-
thors’ previous workshop publication [6] that describes a new
control line design, documents real hardware implementation,
and presents significant new evaluation results in realistic,
diverse scenarios.

Recent work in passive non-HMS based mmWave RISs
includes proposals that reflect signals at angles of reflection
different than incidence [11,26], but cannot be tuned to target
a receiver’s location, hence wasting incident energy and result-
ing in at most 10 dB of gain, significantly below mmWall’s
achieved gain. Also, these approaches do not refract as
mmWall can, yielding reduced applicability. Recent amplify-
and-forward proposals for Wi-Fi [42] use a mesh topology,
but do not scale to mmWave frequencies, and at mmWave [1]
are limited to indoor reflection. Recent complementary ap-
proaches leverage multi-beam transmission [18, 19], sensing
and leveraging ambient reflectors [37], and use Wi-Fi as a
control plane to discover mmWave links [20, 30]. While they
align with mmWall’s goals, such approaches cannot create
paths whose reflection angles diverge from their incident an-
gles, or refract through a surface.
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(a) Transmission magnitude ∣T ∣ (b) Transmission phase shift∠T (c) T and Γ magnitude, phase at 24 GHz.

Figure 3: Unit cell response v. electric- and magnetic-side control voltages UE and UM—(a): magnitude and (b): phase.
(c): HFSS simulation (left) and near-field, real world VNA measurement (right)— arrows indicate control voltage pairs that
yield a 360○ phase shift of the incoming signal, with high transmission or reflection magnitude.

3 Design

We describe in turn mmWall’s hardware (§3.1), their control
mechanism (§3.2), and their link layer integration (§3.3).

3.1 Surface Hardware

mmWall’s unit cells (also known as meta-atoms) are stacked
vertically with a λ/3 separation, on each Rogers substrate
board (also known as a meta-atom rib), as shown in Fig. 2
(see §3.2.1 for a discussion of vertical and horizontal unit
cell spacing considerations for beamforming). A control unit
connected to mmWall provides a set of voltages to the ribs. In
Fig. 2, 0V is applied to both magnetic and electric meta-atoms
on the first rib, causing the meta-atoms to shift the phase by
0φ with minimal loss. For the second rib, 2V is applied to
shift the phase by 1φ. Ultimately, the beam is steered by all
N ribs collectively forming an array factor.

3.1.1 Design Goals

The two primary design goals of the unit cell are to simulta-
neously 1) achieve transmission T or reflection Γ loss levels
as close to zero as possible, and 2) effect any phase shift in
[0,2π] on the incoming signal, both at mmWave frequencies.

The unit cell consists of two meta-atoms, magnetic and elec-
tric. The magnetic (electric) meta-atom induces a magnetic
(electric) field response to the incoming signal that can res-
onate at different, tunable frequencies by varying the applied
voltage to the varactor of the magnetic- (electric-) meta-atom.

Without loss of generality, we now describe how transmis-
sion works (reflection is fully complementary to transmission,
and we refer the reader to Appendix A for a rigorous math-
ematical exposition of both). In Fig. 3(a), we observe that
increasing the voltage applied to the magnetic meta-atom UM
from 0 to 8 V (down the three leftmost subplots) shifts its
resonance frequency (lowest transmission magnitude point

of the red dotted line1) to the right (we will analyze how this
frequency shifting works in §3.1.2). Similarly, the electric
meta-atom induces an electric response and its resonant fre-
quency can be shifted by its own varactor (reading similarly
across the three topmost subplots). Together their effects are
superposed and we manipulate the collective magneto-electric
response that interferes with the incident plane wave.

The key characteristic that allows near-perfect amplitude
with full phase coverage appears when the two responses
overlap at the same frequency. Otherwise, the phase response
undergoes a sharp change of only π and its magnitude dips
to nearly zero at its resonant frequency, as we see in Fig. 3(a)
and Fig. 3(b) when the voltages applied to the magnetic and
electric meta-atom differ by 8 V. However, as the two reso-
nances start to overlap, transmission loss decreases and the
phase shift becomes 2π (on-diagonal sub-figures, Fig. 3(a)
and Fig. 3(b)). As a result, we achieve 2π phase coverage
with near-unity magnitude by increasing the voltage applied to
both the magnetic and electric meta-atoms together (Fig. 3(c),
at control voltages indicated by the black curves).

While the overlapped resonances can reach a perfect uni-
tary transmission magnitude in theory, the Huygens pattern
from our measurement shows a lower transmission magnitude
on the area where abrupt phase shifts occur due to various
reasons, including the sensitivity at mmWave frequency, fab-
rication loss, and measurement errors.

3.1.2 Design Process

We now describe challenges we overcame in scaling the reso-
nance of the mmWall unit cell to mmWave frequencies. By
definition, the meta-atom behaves as an LC circuit with reso-
nant frequency 1/(2π

√
LC), determined by the capacitance

or inductance of the meta-atoms. Hence, we must markedly
decrease the inductance and capacitance of prior microwave
designs (§2), if we can hope to achieve a mmWave reso-

1In operation we largely avoid the lowest transmission nulls.
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(a) mmWall (b) Huygens (c) Schematic

Figure 4: mmWall, prior Huygens unit cell designs (top: mag-
netic; bottom: electric side), and equivalent circuits. Green
arrows indicate the oscillating current loops, and Vin indicates
where the input voltages connect.

nant frequency. As we will see next, the smaller the ring is,
the higher the resonant frequency becomes. However, the
state-of-the-art approach to scale the frequency of a Huygens
resonator (Fig. 4(b)) requires a loop width l1 and loop height
l2 of λ/10. At mmWave, however, the varactor packaging
itself would significantly distort the tailored electromagnetic
surface properties when a meta-atom is sized λ/10, and so
the straightforward approach fails. Moreover, the varactor is
soldered with heat, causing tighter designs to become more
fragile. Changing the rectangular cell shape to a circular one
with equal diameter reduces size while preserving varactor
placement on the diameter.

We thus instead adopt the design shown in Fig. 4(a), but this
is only tenable with a careful tradeoff of meta-atom design
parameters radius R, trace width w, and trace gap width g
(cf. Fig. 4) as we next describe.

Magnetic meta-atom. Fig. 4(a) (upper) shows the design
parameters that determine inductance Lm and capacitance Cm.
Lm (= Lloop, the inductance of the physical conductor loop),
is largely proportional to R (also Lloop ∝ t−1, w−1, and g−1).
Cm consists of three capacitance values, Cgap, Csurf, and Cvar:

Cm = (
1

Cgap+Csurf
+

1
Cvar
)

−1

(1)

Here, Cgap is the parallel-plate capacitance induced by the
gap in the ring (∝ g−1), Csurf is a capacitance induced by
the metallic surface (∝ R [34]), and Cvar is the capacitance
of the varactor, a voltage-dependent capacitor. While Lloop,
Cgap, and Csurf are fixed after fabrication, Cvar varies with
control voltage. Increasing UM decreases Cvar (see Fig. 17
in Appendix A for the precise relationship), and thus Cm
(Eq. (1)), which in turn increases the resonance frequency, as
depicted in Fig. 3.

When tuning the physical loop design parameters, we fix
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Figure 5: mmWall design parameter sensitivity analysis.

Cvar = 4 V for both the magnetic and electric meta-atoms
since at that voltage, the resonant frequency is at our desired
mmWave frequency and an abrupt phase change occurs. Fig. 5
shows our chosen design parameters (denoted with black cir-
cles) and its corresponding magnetic side resonant frequency
when UM = 0,10 V. Calculated (curves) and simulated (mark-
ers) data in our sensitivity analysis show that among all feature
dimensions, decreasing R, followed by increasing g has the
greatest effect on increasing resonant frequency for the mag-
netic meta-atom. We note that after fixing our meta-atom
geometry as shown in the figure, 24 GHz lies in the middle of
the resulting resonant frequency range. Also, we observe that
PCB manufacturing tolerance (±5%) does not greatly shift
the resonant frequency (we refer Appendix C for meta-atom
sensitivity analysis against fabrication tolerance).

Electric meta-atom. Fig. 4(a) (lower) shows the electric
meta-atom, in which current oscillates in two different di-
rections, while the current of the magnetic meta-atom os-
cillates in one direction only (cf. green arrows in Figs. 4(a)
and 4(b)). Hence, we analyze its inductance Le as the combi-
nation of the inductances of the half-circular loop on the left
half (Lcurve), the inductance of the other half on the right half
(Lcurve, by symmetry), and the inductance from the metallic
strip shared by two loops (Lstrip). Since the two half-loops
are arranged in parallel, with the metallic strip arranged in se-
ries, Le = (Lcurve/2)+Lstrip [11]. Since inductance generally
depends on the surface area of the copper trace, Lcurve ∝ R,
and Lstrip∝w−1, Le largely depends on both R and w, but not
g. We see the impact of w on the resonant frequency in Fig. 5:
compared to magnetic meta-atom, the resonant frequency of
the electric meta-atom increases steeply as w increases due
to Lstrip. To minimize the difference in resonant frequencies
between the electric and magnetic sides as desired, Fig. 5
guides us to design an electric meta-atom with equal w as
the magnetic meta-atom, greater R and lesser g. The elec-
tric meta-atom has two gaps and two surface capacitances,
with respective associated capacitances Cgap and Csurf, all in
parallel, and that combination in series with Cvar:

Ce = (
1

2(Cgap+Csurf)
+

1
Cvar
)

−1

(2)

Because there are many capacitances in parallel, changes in
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Biasing lines—failed attempts (a)–(c):

(a) Copper line (b) Coil inductor (c) Radial stub

(d) mmWall’s meander biasing line design.

Figure 6: Biasing line designs: notable failed attempts in-
clude (a) straight microstrip, (b) coil inductor, and (c) radial
stub. (d) mmWall uses an inner meander line for magnetic,
and an outer meander line for electric meta-atoms.

Cvar lead to a wider frequency shift than analogous varactor
tuning of the magnetic side. Using more precise equation-
based analysis (available in Appendix A) that matches our
qualitative analysis, we cross-check and finalize design pa-
rameters R, g, and w for the magnetic and electric meta-atoms.
We refer Appendix A.3 for the values of the design parameters
and voltage distributions for different steering angles.

In Fig. 5, we observe that the difference in resonant fre-
quencies between 0 and 10 V for the electric meta-atom are
larger than the magnetic meta-atom. Hence, since the effect
of Cvar differs, overlapping of resonance will not always occur
when UM =UE . Rather than of simply finding the area where
UM =UE as suggested above, we instead need to search for the
voltage pair for every desired phase that also maximizes the
reflection or transmission magnitude. We do this by running
one-time optimization that searches for the voltage pair that
maximizes ∣T ∣ (or ∣Γ∣) for each phase and generates a static
lookup table that will later be used for beam steering.

3.2 Surface Control

To control the meta-atoms, we connect an off-surface control
unit via ribbon cables with on-surface biasing lines, which
altogether comprise the entire control network (Fig. 2 on p. 3).

3.2.1 Biasing lines

This design process concerns the problem of designing the on-
surface control network to interact with mmWave-frequency
meta-atoms. Directly connecting a line to the meta-atoms
changes the performance of the meta-atom, which causes
mmWave signal loss and invalidates the design process de-
scribed previously (§3.1). To mitigate such adverse effects,

we seek to design biasing lines that incorporate radio fre-
quency (RF) chokes, low pass filters that block RF signals
within a certain frequency band from propagating on direct
current (DC) signal paths. Our primary design goals are to
design a biasing network that 1) minimizes the use of extra
components, 2) avoids a large amount of copper on the panel
where the meta-atom is placed, and 3) is straightforward to
fabricate. This is challenging because mmWave meta-atoms
are sensitive to the shape and placement of the choke.

Failed attempts. Fig. 6 shows various biasing line structures
we have considered. First, we try a straight copper line design
(a). We use a narrow width resembling a very high impedance
transmission line, to try to attenuate the RF signal while
the DC biasing voltage is applied. However, to achieve the
desired impedance, a very narrow width transmission line
(0.07 mm) is required which is not possible to fabricate by
common PCB manufacturing techniques.

Second, we try the use of inductors to create a high-
impedance line (b). The impedance of an inductor is de-
termined by the RF frequency and is proportional to its induc-
tance. However, inductance of mmWave inductor components
are limited. Hence, we would need to apply at least four in-
ductors in series to achieve the desired isolation, introducing
significant surface complexity and also internal resistance that
adversely affects unit cell efficiency.

Third, a radial stub which is an open ended transmission
line is employed. The length of the stub determines the input
impedance of the line, and so thus acts as an RF “choke” that
blocks mmWave signals, while a DC biasing voltage is ap-
plied to the cell from the control network. The required length
of the stub is one-quarter wavelength, which is comparable
to the cell size. But if the stub is designed on the same panel,
the stub itself would reflect most of the wave, stealing energy
to illuminate the cell itself. To avoid this problem, one can
put the stubs on a perpendicular panel, as shown in Fig. 6(c).
This could potentially solve the wave reflection issue, but
would complicate implementation, since there would be one
perpendicular panel for each unit cell.

Proposed meander structure. To achieve our design goals,
we have formulated a meander structure (Fig. 6(d)) that acts
as an RF choke, but at the same time connects the vertically
adjacent meta-atoms. Longer and thinner traces provide more
inductance, so by bending the straight wire vertically and
horizontally, we enable the control network itself to be an
inductor that outperforms the multiple off-the-shelf inductors.
But this increases capacitance between the two meander lines
on opposing sides of the unit cell, which also invalidates our
meta-atom design process. So mmWall places the meander
line of the magnetic meta-atom in a non-overlapping configu-
ration relative to the meander line of the electric meta-atom.
To compensate the loss from the microstrip that connects
the electric meta-atom and the meander lines, we add two
off-the-shelf inductors next to the electric meta-atom.
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(a) Refractive establishment (b) Angular reciprocity (c) Beam tracking (d) Reflective establishment

Figure 7: mmWall’s refractive link establishment, angular reciprocity property, tracking, and reflective link establishment.

3.2.2 Beam steering and splitting

A conventional phased array transmitter has a net radiation
pattern multiplying the radiation pattern of a single element
by the array factor (AF), the pattern induced by the array.
Unlike prior mmWave receive-transmit relay systems which
require two phased antenna arrays (one to receive and another
to transmit a new phase-shifted signal), mmWall uses only a
single array of meta-atoms to directly shift the phase of an ex-
isting mmWave signal. For L omni antennas with d separation,
each with transmit amplitude A, AF = A∑L−1

n=0 e2π jnd(cosθ)/λ
with radio wavelength λ and steering angle θ.

mmWall applies different phase shifts to each meta-atom
rib for beam steering. Specifically, by searching over the
space of control voltages to maximize reflection or trans-
mission amplitude subject to achieving the desired phase
(Fig. 3(c)), we construct a look-up table that maps steering
phase ϕ to the chosen unit cell voltage pair (and without loss
of generality) transmission coefficient: Φ(ϕ) → ⟨UM,UE ,Γ⟩.
The difference with conventional beamforming is that element
amplitudes vary, so mmWall’s net radiation pattern becomes
∑

L−1
n=0 ΦΓ(φ)e jφ where φ = 2πnd cosθ.
To transform a single beam into multi-armed beams, we

modify the above AF to account for angles θ1 and θ2:

N−1

∑
n=0
(αΦΓ(φ1)e jφ1 +βΦΓ(φ2)e jφ2) (3)

where φk = 2πnd cosθk, and α and β are weighting terms that
that determine the power of each beam.

3.3 Link Layer Design

Recall that mmWall operates in two different modes, a lens
mode and a mirror mode.2 1) In lens mode, a mmWave sig-
nal refracts through mmWall allowing, e.g., a user inside
the building to communicate with the base station (ENodeB)
in a cellular network. This requires two beam alignments:
one between the ENodeB and mmWall, and another between
mmWall and the user. 2) In mirror mode, mmWall reflects
mmWave signals. For example, in wireless LAN settings, it
reflects the beam between the AP and user, which requires

2Reflective mode and mirror mode are equivalent.

beam alignment between the AP and mmWall, and again
between mmWall and the user.

mmWall electronically switches between the two modes
because different users may be located outdoors and indoors.
Hence, mmWall sweeps the beam in both lens and mirror
mode to align to the user during a beam search.

Our development here follows the outline of the existing 5G
New Radio (NR) beam management protocol, but adapts it
to mmWall’s unique capabilities. The current 5G NR beam
search proceeds in three steps: 1) the ENodeB sweeps its
beam, the user equipment (UE) selects a best direction, and
reports it to the ENodeB; 2) the ENodeB refines its beam (i.e.,
sweeping a narrower beam over a narrower range), the user
detects the best direction and reports it to the ENodeB; 3) the
ENodeB fixes a beam and the UE refines its receiver beam.

To establish a link from a cold start, the ENodeB sweeps
different directions such that the user can detect the best beam
for an initial link establishment (Fig. 7(a)). If the UE cannot
detect the beam or the beam strength is low, it turns mmWall
to a lens mode and signal it to simultaneously sweep the beam
received from the ENodeB, via sub-6 GHz control. At the
same time, the UE scans its receiving beam to various direc-
tions. After the search, the UE knows the combination of the
ENodeB’s transmit beam angle, mmWall’s beam refraction
angle, and its receive beam angle that maximizes the SNR of
downlink signals. Given an initial link, ENodeB and mmWall
refine the beam by simultaneously sweeping narrower beams
over narrower ranges, and lastly, the user refines its receiving
beam.3 ENodeB-mmWall alignment takes O(n) steps (for n
directions), and mmWall-UE alignment takes O(n2) steps, so
cold-start beam alignment as described above takes O(n3)

steps, but only once ever when mmWall is installed, because
both ENodeB and mmWall are stationary. As long as mmWall
remains in the same location, the one-time initial beam align-
ment is kept constant. Hence, the common case of cold-start
beam establishment between mmWall and user in fact requires
O(n2) steps (cf. Fig. 7(c)). Also, the above notably does not
require modifications to the existing 5G NR protocols.

As illustrated in Fig. 7(b) and demonstrated experimentally
in §5.4, mmWall refracts beams in one direction at the same
angle as they arrive at the surface from the other side of the

3We note that some full-duplex relays [1] require the relay node’s receive
direction aligned to the ENodeB, which is not necessary with mmWall.
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(a) mmWall hardware (b) Near-field testing (c) Outdoor-to-indoor scenario (d) Indoor reflective scenario

Figure 8: mmWall’s hardware implementation, transmissive (‘lens’) and indoor reflective (‘mirror’) evaluation scenarios. We
placed mmWall at the same location for both scenarios.

Figure 9: mmWall’s ribs, comprised of our proposed meta-
atom design fabricated on a Rogers printed circuit board.

surface (angular reciprocity), which obviates the need for sep-
arate downlink and uplink link establishment. If the downlink
has already been established, mmWall does not reconfigure
for the uplink. Instead, EnodeB simply switches the direction
of its receiving beam to match its transmit beam, and the
user transmits in the direction of its receiving beam. This
facilitates a quick transition between downlink and uplink.

Since the UE controls mmWall, the user can alternate be-
tween the ‘lens’ mode for outdoor-to-indoor communication
and the ‘mirror’ mode for indoor communication. For ex-
ample, when the user switches from an outdoor to an indoor
ENodeB, it signals mmWall to re-establish the beam estima-
tion process for indoor usage.

Multi-beam search. mmWall can create irregular beam
shapes such as multi-arm beams (§5.3), which allows it to
leverage state-of-the-art beam searching algorithms that ex-
ploit the sparsity of the mmWave channel to accelerate beam
search [2, 27] by orders of magnitude improvement (essential
for agile and mobile applications such as VR), now for the
first time at a surface.

Figure 10: mmWall’s FR4 holder/control board.

4 Implementation

We have fabricated and assembled a complete hardware pro-
totype of mmWall, summarized in Fig. 8. mmWall’s meta-
atoms are fabricated on a 16 by 120 mm rib made of Rogers
4003C printed circuit board (PCB) substrate, as shown in
Fig. 9. We assemble the PCB and constituent Macom MAVR-
000120-1411 varactor diodes4 and 026011C-1N7 inductors.

In total, we have fabricated 76 ribs, each consisting of
28 vertical meta-atoms. These ribs are mechanically hold
together with two perpendicular FR4 panels; one in top and
the other in bottom of the structure. The top FR4 also provides
control lines as it is shown in Fig. 10. Each rib’s control pads
are then soldered to the upper holder board, which connects
the ribs to a DAC through its microstrip traces and pin headers.
The lower holder boards are installed to position and the ribs
fixed into these boards. For holding the ribs and FR4 panels
steady, a 3D printed enclosure is fabricated that provides a
standing support, as shown in Fig. 8(a). The spacing between
the adjacent ribs are 2.6 mm, making the dimension of our
mmWall prototype 120×197.6 mm. We note that scaling up
our prototype with identical ribs and expanded FR4 holder
boards is straightforward.

Four 40-channel AD5370 16-bit DACs from Analog De-
vices allow independent control of both electric and magnetic
cells of every mmWall rib. Each DAC supplies a variable

4We have modeled this varactor based on its Simulation Program with
Integrated Circuit Emphasis (SPICE) model (see Appendix, Fig. 17).
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0 to 10 V control voltage for each of 40 channels (i.e., one
DAC per 20 boards with one channel for UE and UM apiece).
A laptop is connected to four DACs and listens for control
signals from the UE. Once a signal is received, it sends a
command to the DACs, which then apply the voltage levels,
corresponding to a particular steering angle. Different voltage
levels are found from a pre-stored voltage-to-phase look-up
table. This control program is written in Microsoft Visual
C++, and it can be executed from EnodeB, instead of UE.
mmWall hardware, including the DACs, takes 20 µs to recon-
figure the beam. The speed of DACs is the key determinant
of the total latency, and deploying faster DAC hardware will
lower the latency.

5 Evaluation

We begin with field studies that quantify mmWall’s SNR gain
compared to the best NLoS environment path for both indoor-
to-indoor and outdoor-to-indoor links (§5.2). Moreover, we
explore the SNR gain and link failure rate under dynamic link
conditions. We then evaluate multi-armed beams created by
mmWall at various receiver locations (§5.3). We conclude
with microbenchmarks to characterize mmWall’s steering
performance, its support for wide steering angle, angular
reciprocity, operation across wide bandwidths, and the impact
of the surface size (§5.4).

5.1 Methodology

We conduct evaluations of various indoor and outdoor scenar-
ios. For indoor-to-indoor settings, we place both the receiver
(circles in Fig. 11) and transmitter (triangles in Fig. 11) in
an office measuring 10×8 m, which includes interior walls,
windows, and a server room. Between the three windows,
there are two brick walls (black rectangles in Fig. 11). For
the outdoor-to-indoor testbed, we locate the transmitter out-
side the office, approximately 6−7 m away from the window,
while the receiver is inside the office. During the experiments,
we place mmWall in front of the window inside the room,
and the loss of window is approximately −4 to −5 dB. For
each outdoor-to-indoor and indoor-to-indoor experiment, we
conduct two sets of experiments, each with a fixed transmit-
ter location and 23 receiver locations. In the first set, the
transmitter is perpendicularly facing mmWall and is 6.3 m
away (upper subfigures of Fig. 11(a) and left two subfigures
of Fig. 11(b)). The second set has the transmitter 6.8 m away
from mmWall, and its beam hits the surface at approximately
30○ to 40○ angle (lower subfigures of Fig. 11(a) and right sub-
figures of Fig. 11(b)). During the beam search, mmWall steers
the angle by the step of 0.5○. For end-to-end performance,
we report SNR with a noise floor of 80 dBm.

Near-field experiments. Given that the measured Huygens
pattern is likely to deviate from simulated results due to

manufacturing tolerances, it is crucial to conduct accurate
measurement through near-field experiments and compile a
voltage-to-phase look-up table. Specifically, we collect near-
field reflection and transmission coefficients of mmWall using
two-port Anritsu MS4647B VNA, operating from 70 kHz to
70 GHz, as shown in Fig. 8(b). The Huygens pattern mea-
sured from the VNA is shown in Appendix C. To minimize
measurement error, we perform a two port calibration be-
fore acquiring the data. For data collection, we program the
VNA using LabVIEW, which communicates with four DACs
through the socket. During the measurement, mmWall is
placed in between two waveguide horn antennas that are con-
nected to the VNA. We place two horn antennas closely to
mmWall to resemble the near-field simulation. Since the area
of mmWall is larger than the aperture of waveguide horns,
we collect the pattern on multiple locations of mmWall. In
Appendix C, we present a measured Huygens pattern at dif-
ferent locations of mmWall and demonstrate the robustness
of mmWall against fabrication variations.

Far-field experiments. A standard mmWave base station is
equipped with highly directional phased array antennas and
supports an average EIRP range of 55-60 dBm [12, 13] or
more. With a 25 dBi transmit horn antenna, the maximum
EIRP we achieved is 31 dBm, which is in accordance with
FCC rules [14]. We use the same antenna at the receiver
but apply a −10 dB correction to reflect typical UE antenna
gain. Specifically, to generate mmWave signals, we use off-
the-shelf phase-locked loop (PLL) frequency synthesizers
ADF4371 with integrated VCO and frequency quadrupler,
which quadruples 6.125 GHz VCO signals to 24.5 GHz. At
the transmitter, the PLL output power is < −13 dBm, and we
use the PLL in conjunction with a variable gain amplifier
(VGA) HMC997LC4, which amplifies signals by 18 dBm.

5.2 In-situ Performance

In this section, we evaluate the end-to-end performance of
mmWall for indoor and outdoor scenarios.

SNR improvement over the best environment path. To
evaluate the effectiveness of mmWall in improving SNR in
scenarios with blocked LoS paths, we conduct SNR mea-
surements at multiple transmitter and receiver locations (two
locations for the transmitter and 23 locations for the receiver).
For each link, the transmitter and receiver (and mmWall if
deployed) search for an NLoS path that maximizes the SNR.

Fig. 11 illustrates the measurements taken prior to and fol-
lowing the deployment of mmWall. Specifically, Fig. 11(a)
presents the SNRs obtained when the transmitter was posi-
tioned towards the window at 0○ (upper subfigure) and 30○
(lower subfigure) in an indoor testbed. The results of both
subfigures show that our indoor testbed has a rich scattering
environment, with some receiver locations achieving SNR
levels exceeding 25 dB in the absence of mmWall. However,
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Figure 11: mmWall’s SNR improvement over the best NLoS environment path in two scenarios: (a) when both transmitter
and receiver are located indoors (upper: transmitter facing mmWall perpendicularly; lower: transmitter facing 30○ away from
mmWall) and (b) when the transmitter is located outdoors (left: transmitting perpendicularly; right: transmitting at a 30○
off-angle). We use the following notations: mmWall ☀, transmitter▲, receiver◯.  indicates no signal.

receivers located at either end of the room experience SNR
levels below 20 dB. With mmWall, all receivers, including the
ones in the corner, achieve SNRs of at least 24 dB. Also, the
nodes located within mmWall’s steering angle of −45○ to 45○
has SNRs greater than 30 dB. This improvement in SNR is
particularly evident in Fig. 12. In Fig. 12 (left), we plot a CDF
of the best environment SNRs (black curves) alongside the
SNRs of mmWall links at the corresponding receiver location
(rectangles). Fig. 12 (center) shows the CDFs of maximum
SNRs between the environment and mmWall links, while
Fig. 12 (right) shows the CDFs of the SNR gains over the
environment path per receiver location. As shown in Fig. 12
(upper), mmWall ensures outage-free communication for 91%
of receiver locations at 128 QAM [24] mmWave data rates,
while only 40-50% of receivers achieve the same rate in the
absence of mmWall. Moreover, among 80% of receivers that
experience the gain from mmWall, some receive more than a
15 dB SNR boost.

In Fig. 11(b), we present the SNR improvement in outdoor-
to-indoor scenarios. Without mmWall, receivers unable to es-
tablish an NLoS link through the window experience complete
link failure. With mmWall, on the other hand, all receivers
achieve SNRs of at least 19−20 dB. Fig. 12 (lower) shows
the CDFs of outdoor-to-indoor SNR improvement. A single
mmWall guarantees 64-QAM for almost all receiver locations
and a 30 dB SNR boost for 40% of the links. Our results
demonstrate that mmWall is highly beneficial for improving
mmWave signals quality in the cases of wall blockage.

Deploying multiple mmWalls. To evaluate more than one
mmWall, we place another mmWall (downward triangles in
Fig. 12) in front of the window on the right side of the room.
Fig. 12 (upper) demonstrates the SNR gain from deploying
two mmWalls for indoor-to-indoor links. Compared to the
gain from a single mmWall, an additional mmWall provides
≤ 5 dB SNR gain for some links. As shown in Fig. 12 (lower),
there is almost no gain from adding an extra mmWall for
outdoor-to-indoor links. The results indicate that a single
mmWall is sufficient to provide good coverage (at least 128-
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Figure 12: The SNR improvement from the use of one
or more mmWalls at various receiver locations in indoor-
to-indoor (upper) and outdoor-to-indoor (lower) scenarios.
SNRs collected from a given receiver location are plotted
on the same y-axis value (left: CDFs of the best environ-
ment SNRs in black curves alongside the SNRs of mmWall
links at the corresponding receiver location in rectangles. The
maximum SNRs between two mmWalls placed in different lo-
cations are denoted with downward triangles; center: the best
available SNRs with or without one or more mmWalls; right:
the SNR gains attained with one or more mmWalls compared
to the best environment path in various Rx locations).

QAM for reflective and 64-QAM for transmissive links) in a
10×8 m office room. In a static environment another mmWall
will not help if a mmWall path is already available.

Improving reliability for dynamic links. While a single
mmWall delivers good SNRs throughout all receiver locations,
it is still possible for blockages to occur on mmWall links.
Likewise, even if there is a robust NLoS path present, it
can still be blocked. At mmWave frequencies, the indoor
environment typically provides three to four strong paths,
including the LoS path [23]. Due to the limited number of
available paths, an increase in blockages can easily result
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Figure 13: The SNR improvement (multiple mmWalls) for
dynamic links (upper: indoor-to-indoor; lower: outdoor-to-
indoor scenarios). β is a blockage probability.

in link failure, which exacerbates when these obstructions
are in motion. One of the primary benefits of using one or
multiple mmWalls is the enhancement of link reliability. By
providing a diverse, strong alternative path, mmWall reduces
the probability of link scarcity. In Fig. 13, we demonstrate
the SNR gain across various Rx locations as a function of the
blockage probability β

5 for both environment and mmWall
links. In indoor-to-indoor scenarios, a single mmWall and two
mmWalls reduce the probability of link failure by a ratio of up
to 10% and 20% under 80% path blockage, respectively. For
the outdoor testbed, the probability of link failure decreases
by 40% for a single mmWall and 45% for two mmWalls
under 40% blockage probability. Hence, we conclude that
multiple mmWalls are beneficial when channel environments
are highly dynamic.

One may argue that deploying a simple reflective metal
sheet could help, but mmWall’s ability to steer the beam has a
significant impact on the extent of coverage. We evaluate the
SNRs of links reflected by a 60×60 cm metal sheet, along
with the SNRs of links steered by a 10×20 cm mmWall. As
shown in Fig. 11(c) (right), only 10% of the receivers achieves
SNRs above 30 dB, and the remaining 90% have SNRs below
15 dB. It is also worth noting that for a metal sheet, the SNRs
depend largely on the location of the receiver and transmitter.
In Fig. 11(c) (right), only the receivers that are placed and
perfectly aligned with the angle of specular reflection achieve
a high SNR. In Fig. 12, only 8% of the receivers achieve more
than 5 dB SNR gain from the metal sheet. On the other hand,
mmWall guarantees at least 25 dB SNRs across all areas. We
conclude that, compared to fixed-angle reflection, mmWall
links are less sensitive to the location of the transmitter, re-
ceiver, and surface, making them much more robust.

5A blockage probability is equivalent to a probability of complete link
failure for each path. Under various available paths, the blockage probability
of one path is independent from the other.
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Figure 14: Evaluation of mmWall’s multi-armed beams.

5.3 Multi-armed Beams

We next evaluate mmWall’s capability to generate multi-
armed beams. Fig. 14(a) presents our measurements on
the multi-armed beams, along with simulation results from
HFSS. Here, mmWall splits an incident beam into two beams
at −45○/15○ and steers these multi-beams to −30○/30○ and
−15○/45○. To measure the beam pattern, we position the
transmitter and receiver three meters away from mmWall and
record the gain of mmWall as we move the receiver from a
−90○ to 90○ angle with respect to mmWall. Since we did
not measure the beam pattern in an anechoic chamber, the
received beam interfered with signals reflected off the in-
door environment. Despite the interference, we observe that
the gain peaks at the angles where mmWall splits the beam.
Furthermore, as mmWall steers its multi-armed beams, the
measured peaks change accordingly. Our results show a peak
at 0○ due to leakage that was directly fed from the transmitter
to the receiver. Reducing the distance between the transmitter
and receiver and/or increasing the size of mmWall will reduce
the peak at 0○.

We then measure SNRs as mmWall generates and steers
various multi-beams, the beams that are 15○ to 120○ apart
from each other. The distance between the transmitter and
mmWall and between the receiver and mmWall are fixed to
2 m. Fig. 14(b) (left) reveals that as the beam is split into a
wider angle, SNR drops.
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Figure 15: Microbenchmarks evaluating (left to right:) surface steerability, performance sensitivity of the incident wave angle,
angular reciprocity, surface size, and frequency bandwidth. Empirical points are denoted with markers, with simulation curves.

To demonstrate the feasibility of a beam search using multi-
armed beams, mmWall again splits the beam into two beams
that are 15○ to 120○ apart from each other. Then it aligns
the beam with the receivers at 23 different locations in the
room. Fig. 14(b) (right) reports the SNRs of mmWall’s multi-
beam links aligned with various receivers. The results show
that more than 90% of multi-beam links achieve SNRs above
10 dB. Considering that no signal is detected in many loca-
tions under outdoor-to-indoor settings, 10 dB SNR is enough
for the receiver to detect the beam and start the alignment.
We conclude that mmWall can generate multi-armed beams
that are sufficiently strong to accelerate beam search.

5.4 Microbenchmarks

We now evaluate mmWall’s steering performance, its support
for wide steering angle, angular reciprocity, operation across
wide bandwidths, and the impact of the surface size. The mi-
crobenchmark testbed consists of the receiver and transmitter
modules that are three meters away from mmWall. Fig. 15
presents both the actual experimental measurements (markers)
and simulated results (curves) acquired from HFSS.

Since mmWall does not have an amplifier, the effective
aperture Ae is the primary factor that determines its gain. A
well-defined relation for the effective aperture in terms of the
aperture gain G is Ae4π/λ2. We define the aperture gain as our
capacity and compare it against our measured mmWall gains
in our microbenchmarks. A rigorous analysis on mmWall
gain is available in Appendix B.

mmWall controllability. Fig. 15 (upper first) presents
mmWall’s beam alignment accuracy. We place the receiver
at 37 locations in our testbed and find the angle that provides
the maximum SNR as mmWall sweeps the beam from −80○
to 80○ angle. During the experiment, the transmitter is facing
mmWall at 0○ angle. For both reflection and transmission,
mmWall accurately steers the beam with at most 3○ difference
from the groundtruth (GT). Second, we evaluate the effect of
a steering angle on the mmWall gain in Fig. 15 (lower first).

As mmWall increases the steering angle, the gain slowly de-
creases. Furthermore, reflection provides a slightly higher
gain than transmission.

Support for wide steering angle. In this microbenchmark,
we evaluate the effect of incident beam angles on the mmWall
gain jointly with the steering angle. Here, we move the trans-
mitter to three different locations and the receiver to 37 loca-
tions. Fig. 15 (upper second) and Fig. 15 (lower second) show
the impact of incident angles for reflection and transmission,
respectively. For both scenarios, increasing the incident beam
angle does not greatly reduce the mmWall gain. An important
observation is that even with 135○ steering angle (e.g., Tx an-
gle at 60○ and Rx angle at −75○), mmWall achieves more than
22 dB gain, indicating that mmWall is capable of refracting
the beam in a very wide angle.

Angular reciprocity. Once mmWall achieves alignment
for the downlink channel, the uplink channel also becomes
aligned due to its angular reciprocity. To demonstrate this
property, we evaluate the accuracy of uplink beam alignment
and the corresponding mmWall gain when downlink align-
ment is already established. In Fig. 15 (upper third), uplink
alignment using reciprocity is very accurate and is within an
error of 3○. Also, Fig. 15 (lower third) shows that all corre-
sponding mmWall gains are above 23 dB using reciprocity.

Operation across wide bandwidths. To demonstrate
mmWall’s phase coverage across a wide bandwidth, we
present our VNA measurements from 20 to 30 GHz. In
Fig. 16, each curve indicates the phase response of voltage
levels in our lookup table that we compiled at our center fre-
quency, 24.5 GHz. Here, we emphasize three points. First,
mmWall provides a full phase coverage from −π to π over
the 200 MHz 5G mmWave link bandwidth. Second, within
200 MHz bands (highlighted in gray), the phase distributions
are mostly constant, allowing improvements over the entirety
of these bandwidths. Third, mmWall can operate in the entire
23.5 to 25.5 GHz band, as it provides a wide range of phases
there. Hence, mmWall operates over the mmWave 5G band-
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(a) Reflection Γ

(b) Transmission T

Figure 16: mmWall’s phase coverage and consistency (VNA
measurement) across different frequencies. The curves indi-
cate the voltage pairs (UM , UE ) that provide −180○ to 180○
phase shift with the step of 15○ at 24.5 GHz. The phases are
unwrapped across the mmWall’s operating bandwidth.

width. More importantly, our meta-atom design goal is to
reduce transmission or reflection loss level with a full phase
coverage. To quantify both magnitude and phase coverage at
the same time, we define efficiency as ∑180

φ=−180(Te−1 jφ)/360
where T is a set of points obtained from the near-field trans-
missive (reflective) Huygens pattern that provides the maxi-
mum magnitude for−180○ to 180○ phases. Fig. 15 (rightmost)
demonstrates that for both reflection and transmission, the
efficiency is consistent and declines after 24.9 GHz. Since
targeted operational bandwidth for 5G mmWave is 200 MHz,
we conclude that mmWall operates within the 5G bandwidth.

Increasing mmWall size. Fig. 15 (fourth) shows an increase
of simulated gains as mmWall size increases from 10×10 cm
to 50×50 cm with 0○ (for reflection, it is a specular reflec-
tion) and 45○ steering angle. Also, we compare our simulated
results against the effective aperture-based capacity. mmWall
gains at both 0○ and 45○ steering angle increase with increas-
ing surface size, following the capacity trend.

6 Discussion

In this section, we discuss several limitations of mmWall and
our potential solutions.

3D beamforming. 3D beamforming technique is beneficial
in massive MIMO communications as it sophisticatedly con-
trols the beam in different directions in spatial domain. With
mmWall, meta-atoms on the same rib share the voltage level,
and therefore it is structured as a 2D linear array. To achieve

3D beamforming, we can simply separate mmWall control
lines in the vertical direction. In the future, we will vertically
partition mmWall and separately control them.

Tinted window. While mmWave waves propagate through
a glass wall with virtually no loss, the penetration loss in-
creases when the glass is metal-coated. Our window has
approximately -4 to -5 dB loss with a light tint. If our win-
dow is tinted more, SNRs will drop, and this decrease will be
equivalent to the increase of penetration loss from a different
level of a tint. There is an existing work [45] that measures re-
flection coefficients and penetration loss for common building
materials at mmWave. According to the paper, the penetra-
tion loss may increase by more than 20 dB when the window
is heavily tinted. With such windows, we can remove the
tint of the small area of the window (approx. 0.02 sq m) for
mmWall.

Indoor AP as a 5G mmWave relay. An indoor mmWave AP
can serve as a relay when the outdoor cell coverage fails to
reach indoors. To accomplish this, cellular operators require
indoor infrastructure to install an AP capable of receiving
5G signals. This AP then communicates with an internal
modem through an Ethernet cable, and the modem wirelessly
transmits the signal to the user through Wi-Fi. This deploy-
ment is not only costly and time-consuming but also hard to
implement. On the other hand, a single mmWall at a fixed
location can achieve all three use cases, including 5G outdoor-
to-indoor and outdoor-to-outdoor coverage, and indoor WiFi.

7 Conclusion

This paper presents mmWall, the first Huygens metasurface
that can reconfigures itself to relay an incoming mmWave
beam as either a non-specular “lens” or “mirror.” Our pro-
totype steers single- or multi-armed beams at non-specular
directions, arbitrarily in real-time. We conduct an extensive
evaluation in various indoor and outdoor settings, demonstrat-
ing significant SNR improvement, and describe how scaling
to even larger sizes is eminently possible.
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A Unit Cell Electromagnetic Analysis

We now present a full mathematical analysis of mmWall’s unit
cells. Since electromagnetic fields are naturally continuous
and will not change the propagation characteristics by itself,
we artificially introduce electric and magnetic surface currents
(J⃗s,M⃗s) from the electric and magnetic meta-atoms, enforcing
a field discontinuity:

J⃗s = n̂×[Ht −Hi], M⃗s = −n̂×[Et −Ei] (4)

where n̂ is a unit normal. The average tangential field applied
on the meta-atom pair induces (J⃗s,M⃗s). To induce suitable
surface currents, we need a proper surface impedance for each
meta-atom:

n̂×[Eavg] = ZeJ⃗s = Zen̂×[H2−H1]

n̂×[Havg] =YmM⃗s = −Ymn̂×[E2−E1]
(5)

where Ze is the electric surface impedance and Ym is the mag-
netic surface admittance equivalent to 1/Zm. In fact, the elec-
tric and magnetic meta-atoms are each described by a surface
impedance of LC oscillating circuit containing inductance L
and capacitance C. Mathematically, we can formulate the
surface impedance of the electric and magnetic meta-atom as

Ze = (
2π fCe−1
(2π f )2LeCe

) j, Ym = (
1−(2π f )2LmCm

2π fCm
) j (6)

where f indicates the resonant frequency. Each meta-atom be-
haves as an LC circuit when its resonant frequency f matches
the frequency of the incident wave. Mathematically, the reso-
nant frequency is equivalent to f = (2π

√
LC)−1.

Given Ze and Ym, we can formulate the transmission coeffi-
cient T and reflection coefficient Γ of a meta-atom pair:

T =
4−Ym ⋅Ze

(2+Ym ⋅η)(2+Ze/η))
, Γ =

2(Ze/η−Ym ⋅η)

(2+Ym ⋅η)(2+Ze/η)
(7)

where η is the wave impedance in free space. Hence, by
changing the surface impedance (Ze,Ym), we precisely con-
trol the phase of the coefficients, creating an arbitrary phase
shift on the incident wave [10].

The excitation of the electric and magnetic surface currents,
or, equivalently, the values of Ze and Ym is tuned by chang-
ing the capacitive or inductive loading of the meta-atoms as
shown in Eq. (6). Hence, to make HMS reconfigurable, we
load a voltage-controlled capacitor, varactor diode, on each
meta-atom. By applying voltage across each varactor, we can
arbitrary change the surface impedance, or equivalently, the
phase of the transmission or reflective coefficient.

Since the electric and magnetic meta-atoms are superim-
posed on the surface, we dissect the equivalent circuit model
for the electric and magnetic meta-atom individually.
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Figure 17: Left: Cvar as the voltage applied to varactor
changes, modeled with SPICE simulation; Right: mmWall
element normalized beam pattern F(θ) simulated with HFSS
and fitted function.

A.1 Magnetic Meta-atom

In this section, we provide the formulas for the magnetic
meta-atom’s capacitance and inductance discussed in §3.1.2.
First, we define the inductance of a circular metallic loop
Lloop as

Lloop = µ0R(log(
8Rm

t +w
−

1
2
)) , (8)

where R is a mean radius, and µ0 is free-space permeabil-
ity. Since there is a gap on the top of a metallic loop, the
inductance of our magnetic meta-atom can be calculated as

Lm = pmLloop = (1−
g

2πR
)Lloop, (9)

where g is a length of the gap. Now, we present the calculation
of Cm. First, the gap in the metallic loop creates a parallel-
plate capacitance as follow:

Cgap = ε
wt
g
+ε(t +w+g), (10)

where w is the width of the loop, and t is the thickness of the
copper. Here, ε = ε0εe f f where ε0 is free-space permittivity,
and εe f f is effective permittivity, which can be calculated as

εe f f =
εr +1

2
+(

εr −1
2
)
⎛

⎝

1
√
(1+12t/e)

⎞

⎠
(11)

where εr is the permittivity of the substrate. Second, there is
a capacitance induced by the metallic ring itself:

Csur f =
2ε(t +w)

π
ln(

4R
g
) (12)

Lastly, the varactor diode adds the capacitance as discussed
in §3.1.2. We have modeled our varactor, of Macom MAVR-
000120-1411, based on its Simulation Program with Inte-
grated Circuit Emphasis (SPICE) model and demonstrate
our simulated Cvar values in the left subfigure of Fig. 17.
Then, we formulate Cm according to Eq. (1). Finally, we
model the circuit diagram as a series impedance where the
series impedance itself corresponds to the surface impedance
Zm = 1/Ym.
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Radius R (mm) Gap g (mm) Width w (mm)
Ele. 0.8831 0.1016 0.3048
Mag. 0.7907 0.2794 0.3048

Table 1: mmWall design parameters.

A.2 Electric Meta-atom

Now, we provide the capacitance and inductance calculation
for the electric meta-atom. First, we formulate the inductance
of a half-circle ring Lcurve as follow:

Lcurve = (peLcircle)/2 =
1
2
((1−

g
2πRm

)Lcircle) . (13)

Based on [11], we compute the the inductance of the strip as

Lstrip = µ0l/4π[2sinh−1
( l

w)+2( 1
w)sinh−1

(w
l )−

2(w2+l2)1.5
3lw2 + 2

3(
l
w)

2+ 2
3(

w
l )]

(14)

where l is the length of strip, which is equivalent to 2Rm, and
w is the width of the trace. We then combine all inductance
values into Le as

Le = (Lcurve/2)+Lstrip (15)

The formulas for the gap capacitance and surface capacitance
for the electric meta-atom are the same as the magnetic meta-
atom, and we define Ce according to Eq. (2). Finally, the
surface impedance of the electric meta-atom corresponds to a
shunt impedance.

A.3 Design Parameters

We present the exact values for our design parameters, includ-
ing radius R, gap g, and width w of the magnetic and electric
meta-atom, in Table. 1. Also, the voltage levels applied to the
magnetic and electric meta-atoms for different phase shifts
are shown in Fig. 18. The y-axis indicates the voltage level,
and the x-axis is different ribs. Specifically, Fig. 18(a) demon-
strates a set of UM and UE required for −30○, −15○, 0○, 15○,
and 30○ transmissive steering. Similarly, Fig. 18(b) shows the
voltages values required for reflective steering.

B Path Loss Model

This section presents a standard path loss model calculation
largely following the development in prior similar efforts
targeting lower frequencies [32], useful for our purposes to
establish the basic feasibility of our design prior to hardware
fabrication and full-scale evaluation.

First let us assume that a transmitter directly communicates
with a receiver. According to the Friis formula [15], the power
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Figure 18: Upper: a set of voltage levels applied to the mag-
netic and electric meta-atoms UM and UE for transmissive
steering; Lower: voltage levels applied for reflective steering.

intercepted by the receiving antenna with effective aperture
AeR and distance between transmitter and receiver d is:

Pi = SRAeR = (
PT

4πd2 GT)AeR (16)

where SR is the received power density, and GT is the peak
gain of the transmitting antenna. Since the effective aper-
ture AeR =

λ
2

4π
GR where GR denotes the gain of the receiving

antenna, we rewrite Eq. (16) as

Pi = (
PT

4πd2 GT)(
λ

2

4π
GR) = PT GT GR(

λ

4πd
)

2

. (17)

Now we consider a transmitter communicating with the re-
ceiver via mmWall. Given Eq. (17), we formulate the power
the nmth meta-atom captures from the transmitter as

Pi
nm = PT GT Gw(

λ

4πdi,nm
)

2

, (18)

where Gw denotes the gain of the meta-atom in the direc-
tion of the transmitter, and di,nm is the distance between the
transmitter and nmth meta-atom. Similarly, we can calculate
the power received by the receiving antenna from the nmth

meta-atom as:

PR,nm = Ps
nmGRGw(

λ

4πds,nm
)

2

, (19)

where Gw is the meta-atom gain scattered in the direction of
the receiver, ds,nm is the distance between nmth meta-atom
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to the receiver, Ps
nm is the power applied by each meta-atom,

and Ps
nm = Pi

nmε. Here, ε accounts for the limited efficiency of
meta-atom and insertion losses associated with components.
To simplify the formula, we assume ε = 1. To calculate the
power from the transmitter to the receiver, we then combine
Eqs. (18) and (19):

PR,nm = PT GT GR
GwGw

d2
i,nmd2

s,nm
(

λ

4π
)

4

(20)

Here, we emphasize that in the link budget, we must calculate
the gain of mmWall twice, one for receiving and another for
transmitting. Hence, Eq. (20) has two Gw. Since mmWall
consists of a large array of meta-atoms, we can formulate the
total received power as a sum of the received powers from all
meta-atoms as

PR = ∣
N

∑
n=1

M

∑
m=1

Cnm
√

PR,nme jφnm ∣

2

, (21)

where Cn,m denotes the transmission or reflection coeffi-
cient of the nmth meta-atom, and the phase φnm = 2π(di,nm+

ds,nm)/λ. In a lens mode Cn,m = Tn,m, and in a mirror mode
Cn,m = Γn,m. We already defined Tn,m and Γn,m in eq. Eq. (7).
Finally, we write the total received power as:

PR = PT GT GR(
λ

4π
)

4

∣
N

∑
n=1

M

∑
m=1

Cnm

√
GwGw

di,nmds,nm
e jφnm ∣

2

. (22)

However, the meta-atom gain Gw is unknown. Thus, we
re-define Gw as a power radiation pattern from each meta-
atom, which is equivalent to GF(θnm). G is a gain that
depends on the physical area (i.e. the effective aperture)
of the meta-atom, and F(θnm) is the normalized power ra-
diation pattern. Based on the effective aperture formula,
G = (4π/λ2)Aenm = (4π/λ2)(xy) where x and y are vertical
and horizontal meta-atom spacing, respectively. Unlike tradi-
tional antennas with x = y = λ/2, our meta-atom has x = λ/4.8
and y = λ/3.4. Moreover, F(θnm) defines the variation of the
power radiated or received by a meta-atom:

F(θ) =
⎧⎪⎪
⎨
⎪⎪⎩

cosq(θ) θ ∈ [0,π/2]
0 θ ∈ [π/2,π]

(23)

where θ are the angle from the meta-atom to a certain trans-
mitting or receiving direction. In the right subfigure of Fig. 17,
we present a simulated mmWall element beam pattern F(θnm)

as well as the curve fitted with Eq. (23). Based on our curve
fit, q = 0.5611.

Far-field beamforming. In the far-field, we can approximate
ds,nm = ds and di,nm = di since di and ds are much greater than
the distance between different meta-atoms. However, we do
not approximate ds,nm = ds and di,nm = di for the phase φnm.

(a) Sensitivity.

(b) Bandwidth.

Figure 19: Meta-atom microbenchmark

Then, we can simplify Eq. (22) as:

PR = PT GT GR(
Aenm

4πdids
)

2
F(θi)F(θs)∣

N

∑
n=1

M

∑
m=1

Cnme jφnm ∣

2

(24)
This indicates that we can maximize the received power by
configuring each meta-atom’s ∠Cnm to −φnm. Finally, the
path loss of a correctly reconfigured mmWall as:

L−1
mmWall = (

xy
4πdids

)
2F(θi)F(θs)∣

N

∑
n=1

M

∑
m=1
∣Cnm∣∣

2

(25)

Since 0 < ∣Cnm∣ < 1 for both transmissive and reflective mode,
increasing the number of meta-atoms N and/or M reduces
the path loss. Assuming ∣Cnm∣ is close to 1, the path loss of
mmWall is proportional to 1/(NM)2. While increasing the
element spacing x and y seems to reduce the loss, it is not
always true because ∣Cnm∣ decreases when x and y increase
due to increasing coupling between adjacent meta-atoms.

C Meta-atom controllability and sensitivity

We present the Huygens pattern measured from the VNA
in Fig. 19(a). We measure the near-field Huygens pattern

1664    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



in three different areas of mmWall to evaluate its sensitivity
against fabrication variation. For all three areas, we observe
a 360-degree phase variation with high magnitude for both
transmission and reflection. Moreover, the patterns do not
vary across the different areas of the surface, signifying that
manufacturing tolerance do not greatly affect mmWall’s near-
field performance. We also demonstrate the Huygens pattern
across mmWall’s operating bandwidth in Fig. 19(b). Within
the 200 MHz bandwidth, the pattern is consistent.
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Abstract
Billions of people remain without Internet access due to avail-
ability or affordability of service. In this paper, we present
Magma, an open and flexible system for building low-cost
wireless access networks. Magma aims to connect users
where operator economics are difficult due to issues such as
low population density or income levels, while preserving fea-
tures expected in cellular networks such as authentication and
billing policies. To achieve this, and in contrast to traditional
cellular networks, Magma adopts an approach that exten-
sively leverages Internet design patterns, terminating access
network-specific protocols at the edge and abstracting the ac-
cess network from the core architecture. This decision allows
Magma to refactor the wireless core using SDN (software-
defined networking) principles and leverage other techniques
from modern distributed systems. In doing so, Magma lowers
cost and operational complexity for network operators while
achieving resilience, scalability, and rich policy support.

1 Introduction

Good Internet connectivity has become a basic necessity for
people and enterprises all over the world. Yet, more than
one-third of the global population does not have access to
the Internet [54], and many other users do not have the high-
speed connectivity needed for many important applications.
The problem is primarily a matter of economics: commercial
network operators claim that today’s Internet has reached the
user footprint that seems commercially viable to serve [29].
To reach the next billion users, we must reduce the cost of
providing Internet access or enable actors beyond traditional,
large-scale commercial operators to build sustainable, scal-
able network infrastructure. We need effective ways to reduce
both capital and operational costs, through less expensive
equipment and software, less reliance on highly skilled net-
work administrators, and increased utilization of existing local
capabilities. At the same time, providers need ways to manage
their limited network resources effectively to enable sustain-
able network operation. Cellular networks typically achieve

these goals with per-user policies, which may include per-user
data caps, rate limits, or usage-based charging.

Unfortunately, conventional wireless solutions are not well
suited to many scenarios affecting under-served users. WiFi
access points operating on unlicensed spectrum cannot gen-
erally provide efficient coverage to large geographic regions
(e.g., sparsely populated rural areas) due to the propagation
characteristics of the radios. Plus, WiFi networks typically do
not offer fine-grained policies to manage resources. In con-
trast, cellular base stations offer wider coverage, support more
users, and connect to core networks that support more flexible
policies. However, today’s cellular access networks rely on
expensive equipment, complex protocols, and a highly skilled
workforce, limiting their ability to cost-effectively connect
the next billion. While cellular networks scale up to large user
populations, they do not scale down well. That is, a small cel-
lular deployment is typically quite expensive. Magma aims to
bridge the gap between these two classes of solution: cellular
networks with rich policies, large user populations, and long
distances, and the simpler but less scalable WiFi networks.

More fundamentally, we observe that choosing to use a
cellular radio access network (RAN) today forces a network
operator to make a series of decisions that deeply impact their
network operations that are not inherently related to their
choice of access network technology. This choice binds a net-
work operator to: (i) a specific network architecture—namely
the 3GPP-defined arrangement of interfaces for network man-
agement and on-path devices for policy enforcement, (ii) an
ecosystem of vendors that has largely evolved to meet the
needs of massive-scale telecom operators, and (iii) a particu-
lar set of radio frequencies and associated regulatory require-
ments. The Magma project aims to change all this, by creating
an open-source, carrier-grade wireless networking platform
that supports a wide range of deployment scenarios. Magma
deployments can leverage whatever radio access technology is
readily available and most appropriate for their density of sub-
scribers or deployment scenario. Magma achieves this goal
through access gateways that terminate the radio-specific pro-
tocols as close to the radios as possible. As a result, Magma
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allows carriers to augment an existing cellular deployment
with WiFi hotspots in popular locations (e.g., athletic venues),
or use LTE base stations to serve homes in rural areas, using
a single core network and management platform.

Ideally, new deployments could start small and grow over
time. Magma achieves a “scale as you go” design through
horizontal scaling of software components that run on com-
modity hardware, as is common in cloud-computing environ-
ments. Magma also leverages open-source software compo-
nents (e.g., Open vSwitch, gRPC, Kubernetes, Prometheus)
commonly used in cloud settings. Magma simplifies network
management by adopting software-defined networking con-
cepts, so that a central point of control can be used to set
network policies, manage subscribers, etc. Magma adopts a
hierarchical control plane to improve scalability. Magma sup-
ports only the essential features for efficient Internet access
(e.g., authentication, accounting, and per-user policies), and
forgoes some complex features. For example, while Magma
supports both mobility (within the area served by an access
gateway) and roaming, it does not yet support seamless user
mobility between access gateways; this is because mobility
has not been a requirement for the use cases that commercial
deployments of Magma support (e.g., home broadband or
backhaul to WiFi hotspots). As other work has observed [38],
modern end-host protocols and applications can perform well
without in-network mobility support.

In this experiences paper, we present the lessons learned in
designing and deploying Magma. We discuss how the goals
of supporting heterogeneous radio and backhaul technologies
and flexible policies, all at low cost, lead to a novel software ar-
chitecture. Magma is used in real-world deployments that vary
significantly in geographic scope, number of users, technology
choices, and the business models that make them financially
sustainable. In Section 2 we motivate Magma’s central tenet
that the radio access technology should not dictate the net-
work architecture. Then, Section 3 discusses how the design
of the access gateways enables Magma to support diverse
technologies, a scalable control plane, fault tolerance, and
more. Next, Section 4 presents an experimental evaluation
that demonstrates that Magma design and implementation
achieves good performance and scalability along with a dis-
cussion of two production access networks. We have seen cost
savings in one deployment of 43% compared to traditional
approaches due to lower operational, hardware, and software
costs. Our deployment experience also illustrates how Magma
scales both up and down, with one deployment supporting
more than 800 eNodeBs (base stations) in 45 US states at the
time of writing. Section 5 presents related work. The paper
concludes in Section 6 with a discussion of ongoing work on
Magma and future challenges.

Ethics. This paper raises no ethical concerns. For the de-
ployments discussed in Section 4, we only consider opera-
tional data and did not have access to any user data or traffic.

2 The Radio Access Technology Should Not
Drive the Network Architecture

Traditionally, the choice of radio access technology dictates
a raft of other decisions about the network architecture. In
contrast, Magma starts with the premise that each radio access
technology has a role to play in reaching diverse user com-
munities and that network operators should be able to use the
radio and backhaul technologies most suited for a deployment
scenario. In short, wireless network architectures should, like
the Internet itself, abstract away the link layer.

2.1 WiFi vs. Cellular Access Networks
The two main classes of radio access technologies emerged as
extensions to existing wireline networks with different design
philosophies. WiFi extended IP networks, whereas modern
cellular data networks began as extensions to voice telephony
networks. Many of the differences between these two classes
of access networks follow directly from this early distinction.

WiFi: WiFi allows inexperienced users to run simple low-
cost local-area networks on their own. These networks use
unlicensed radio spectrum (typically at 2.4 GHz and 5 GHz)
that do not require WiFi network operators to get advance
regulatory approval. At the same time, anyone can access
the same spectrum, subject to limits on transmission power.
As a result, WiFi networks share their bands with devices in-
cluding baby monitors, cordless phones, and smart power me-
ters, so the WiFi MAC layer must assume that a WiFi access
point (AP) operates in the presence of physical-layer interfer-
ence. Combined with power restrictions that limit transmit
distance, WiFi is most suitable for dense coverage in small
areas. WiFi service is best-effort, consistent with the Inter-
net design philosophy—and realistic given the likelihood of
interference. Enterprise WiFi deployments, such as those on
college campuses and in corporate office buildings, perform
more centralized management of interference across multiple
overlapping access points. Still, the risk of interference means
that the service remains best-effort.

Cellular: Cellular access networks allow telecommunica-
tion providers to offer wireless service to their subscribers,
typically using licensed spectrum that is owned or leased by
the carrier for long periods of time at high cost. Since the ra-
dio has exclusive access to spectrum over a geographic region,
cellular waveforms are designed for wide-area coverage and
high spectral efficiency, with deployments by well-resourced
actors that can acquire land, build and connect towers, and
hire skilled staff.

Regardless of access technology, any network of significant
scale requires substantial investment in equipment, staffing,
and, in the case of cellular networks, regulatory licenses. Thus,
beyond very small networks, operators implement policies to
manage limited spectrum, ranging from access control; charg-
ing for service based on time, usage, or more sophisticated
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Figure 1: Differences between the LTE and 5G architectures.
See Appendix for explanation of acronyms.

techniques that incorporate community values [36]; usage
caps; and throttling. The policy specification for LTE, for
example, runs to almost 300 pages [14]. A simple example
policy would be: “rate limit customer C to X Mbps until they
have sent Y GB in interval t1, then limit to Z Mbps for inter-
val t2.” Supporting flexible policies can help carriers reach
under-served users in a financially sustainable manner: even
networks operating for social reasons still incur costs and
must efficiently manage limited resources.

These capabilities are implemented by a sophisticated
packet core network that connects multiple base stations to the
Internet. In contrast to how the Internet architecture changes
incrementally, each generation of cellular network has been
an opportunity to rethink everything from authentication to
the modularity of the control and data planes.

As such, different generations of the 3GPP standards [15]
have different packet core architectures. UTMS (“3G”) differs
from LTE (“4G”), which differs from 5G, and all of the gen-
erations differ from enterprise WiFi. The differences between
LTE and 5G are illustrated in Figure 1, adapted from [46].
The different radio technologies require differences in the
base stations (eNodeB versus gNB) but note also the change
in modularity of the mobile core. WiFi would be different
again, and less standardized, with functions such as Authoriza-
tion, Authentication, and Accounting (AAA) corresponding
roughly to Mobility Management Entity (MME) and Home
Subscriber Server (HSS) components in LTE.

Today, the boundaries between cellular and WiFi are in-
creasingly blurry, with operators deploying each technology
in scenarios more classically served by the other. In recent
years, large WiFi deployments have adopted more sophisti-
cated methods for user authentication, power control, seamless
mobility, and more [23,24,60], with efforts like Eduroam [58]
and OpenRoaming [57] bringing cellular-like wide area roam-
ing to users of WiFi access networks. Similarly, some cellular
access networks now use “lightly licensed” spectrum, such
as Citizen’s Band Radio Service (CBRS) [17] that supports
dynamic allocation of radio spectrum to give radios exclusive

Figure 2: An early Magma
deployment with a small ru-
ral ISP in Peru (their first
cellular site). Components
(top to bottom) include
(a) point-to-point wireless
backhaul, (b) LTE radio
and antenna, (c) ruggedized
embedded PC serving as
Magma AGW, and (d) solar
power and battery backup
for site.

access to some portion of the spectrum (on the timescales of
tens of minutes). Enterprises are deploying private cellular
access networks for a range of use cases—such as industrial
automation, medical applications, and Internet access at hotels
and sporting events—that need better radio efficiency, authen-
tication, and performance than WiFi traditionally offers.

2.2 Lowering the Barriers

Magma aims to lower the barrier to connecting under-served
populations via wireless networks. We argue that operators
should be able to choose the appropriate access technology
for any deployment without then being locked into a core
architecture that is compatible only with that access type. A
single design that supports heterogeneous technologies amor-
tizes the substantial engineering effort for creating software
and the costs of training and supporting those who operate
the networks. Plus, the design enables a single carrier to use
multiple radio technologies (e.g., WiFi in shopping malls and
cellular elsewhere) on a single core.

Cellular access has high barriers to entry. Network opera-
tors deploying cellular access technologies must make large
capital investments (CapEx) in infrastructure: whereas a WiFi
access point can cost under US$100, even a low-cost cellular
deployment would cost at least 1-2 orders of magnitude more.
Traditionally, cellular core network equipment is designed for
large deployments with hundreds of base stations and does
not “scale down” to small initial deployments at reasonable
cost; these networks also have high operational costs (OpEx),
relying on highly skilled staff to manage the equipment. In ad-
dition, remote communities may not have affordable access to
the high-quality, low-latency backhaul (e.g., fiber) links cellu-
lar networks typically rely upon. Instead, these networks may
use satellite or wireless backhaul links with lower reliability
and performance.

In contrast, WiFi deployments can start small, but present
high barriers to scale. WiFi networks do not typically require
skilled staff to deploy. Because WiFi is an inherently best-
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effort access technology, these networks can leverage any
available backhaul, even ad-hoc mesh backhaul using the
same physical WiFi radios. Yet WiFi networks do not typically
offer scalable ways to implement network policy or (beyond
proprietary and vendor-specific solutions) to manage large
networks. Thus, it is difficult for a WiFi-oriented operator to
offer financially sustainable service over a wide area along
the lines of large (usually cellular) operators.

Despite the differences between WiFi and cellular, these
barriers are not fundamental. The building blocks of network
policies are common in each; what is missing is architectural
support. Software-defined networking can help address these
gaps by enabling network-wide control over a distributed
infrastructure, and adopting “scale out” techniques based on
commodity components can reduce cost. In short, adopting
and extending successful Internet and cloud approaches to
scalability and management can make it possible to create a
wireless access network that is both flexible and affordable.

3 Magma Architecture

Magma cannot overcome the shortcomings of existing solu-
tions simply by reimplementing a standard, 3GPP-compliant
mobile core. Instead, Magma terminates the radio-specific
protocols as early as possible, in access gateways (AGWs)
connected directly to the radio access network, as shown in
Figure 3. These access gateways are instrumental in handling
a variety of radio technologies in a single design. The Magma
architecture goes beyond the traditional RAN/core split of
3GPP to place additional functionality in the access gateway,
with a goal of making the packet core more scalable, includ-
ing scaling down. Notably, Magma adopts the architecture of
software-defined networking (SDN) systems, using a hierar-
chical control-plane design where a local controller in each
access gateway interacts with a centralized orchestrator. The
orchestrator is the central point of control for the system and
maintains authoritative state related to system-wide configura-
tion (config state). Runtime state, which relates to the activity
of user equipment (UEs), is localized to the AGW that serves
the appropriate base station for a given UE.

Figure 3: Simplified Magma architecture

Each AGW is a small fault domain, ensuring that the failure
or upgrade of any one component affects relatively few users.
In this way, Magma’s architecture is similar to modern cloud
systems designed to run on low-cost hardware that is prone to
failure [26]. Magma adopts other ideas from cloud architec-
tures, including the use of gRPC for communication among
components, a “desired state” model for state synchroniza-
tion, and software-based, programmable data plane. While
common in cloud computing deployments, these decisions
deviate significantly from the way typical 3GPP networks are
designed and managed.

3.1 Abstracting the Radio Access Technology

As Figure 1 illustrates, the details of the radio access tech-
nology traditionally “leak” into the core network. To counter
this, Magma identifies a core set of functions that the AGW
must implement for any radio technology (e.g., finding the
appropriate policy for a given subscriber) and provides them
in an access-technology-independent way. These functions
form the heart of an AGW, as illustrated on the right side
of Figure 4. Control protocols, which are specific to a given
radio technology, are terminated early in technology-specific
modules close to the radio. These modules, on the left of
the figure, communicate with the generic functions (e.g., sub-
scriber management, access control and management) on the
right using messages that are RAN-agnostic.

Consider the example of “attaching” a newly active UE.
The UE communicates with a nearby base station over a
temporary (unauthenticated) radio link. In traditional 4G im-
plementations, the base station forwards the request to the
Mobility Management Entity (MME), which initiates an au-
thentication protocol with the UE. The MME consults a sub-
scriber database, authenticates the UE, creates an entry in a
session table, and informs the other components of the param-
eters needed to serve the UE including: (a) assigning an IP
address to the UE and setting the appropriate QoS parameters
in the data plane; (b) instructing the base station to establish
an encrypted channel to the UE; and (c) giving the UE the
symmetric key for the encrypted channel. At the end of this
sequence of events, the UE has an active session established
with the mobile core and is able to send and receive data.

These functions are performed in the Magma AGW in a
way that abstracts the details of the radio technology, as il-
lustrated on the right-hand side of Figure 4. For example,
Magma’s subscriber database has the union of all capabilities
across the radio access types, even if some fields in a given
database row are valid only for some technologies. QoS poli-
cies, for example, are less rich in WiFi than in 4G networks,
while 4G policies are in turn less rich than those of 5G. Simi-
larly, UE authentication and session establishment are done
in a common way by generic functions that cover 4G, 5G, and
WiFi procedures. The data plane, which is implemented in
different devices across 4G, 5G, and WiFi, is implemented in

1670    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



Magma LTE 5G WiFi
Access Control/Management MME AMF RADIUS AAA
Subscriber Management HSS UDM/AUSF RADIUS AAA
Session/Policy Management MME/PCRF SMF/PCF RADIUS AAA
Data Plane Configuration SGW/PGW SMF WiFi data plane
Data Plane SGW/PGW UPF WiFi data plane
Device Management per-box configuration
Telemetry and logging no equivalent defined

Table 1: Magma abstractions vs. RAN-specific versions

a common, programmable data plane for Magma.
Table 1 shows how the various components of 4G, 5G, and

WiFi are all mapped onto a common set of Magma abstrac-
tions. The key observation here is that there are a certain set of
functions that need to be performed to authenticate users, es-
tablish session state, control the data plane, and so on. Magma
does all of these in a generic way that is agnostic to the radio
technology in use, thus providing an implementation in which
the radio-specific details are abstracted from the core and
limited to protocol termination close to the radio itself.

Additionally, Magma adds some generic functions that
are not part of the 3GPP standards: device management and
telemetry. Coupled with the SDN architecture, this simplifies
the management of a large number of devices spread over a
wide geographical area. Rather than logging into a specific
device to configure it or check its statistics, Magma provides
central management and monitoring from the orchestrator,
where it can be leveraged by other systems that consume
the northbound API. We have found that considering device
management and telemetry as first-class responsibilities of
Magma significantly reduces the operational complexity and
cost of operating access networks (Section 4.3.1).

We do not claim that Magma’s decomposition of function-
ality (Figure 4) is fundamental, but our operational experience
shows that it is useful both from an engineering perspective
and for a wide range of use cases (as discussed further in Sec-
tion 4). The modularity between components allows Magma’s
internal interfaces to evolve independently of the RAN, align-
ing with an iterative development approach and in stark con-
trast to rigid 3GPP interface definitions. This has enabled the
team to perform major changes to AGW functionality, such as
adding new features (e.g., 5G support) or refactoring internal
services without exposing these changes southbound toward
the RAN or northbound toward the orchestrator API.

All communication between the RAN-specific modules on
the left of Figure 4 and the generic functions on the right
use gRPC [5], an open-source Remote Procedure Call (RPC)
framework, as does all long-distance communication (e.g.,
from the AGW to the orchestrator). Although this is a typical
approach for building modern distributed systems, it differs
substantially from the protocols defined for communication
among 3GPP components, which leak endpoint (e.g., UE and
MME) consistency requirements into a network-level proto-
col. By running over HTTP, gRPC inherits the resilience to
loss and delay of TCP/IP, which is absent from some 3GPP

Figure 4: Common functions and RAN-specific protocols in
the Magma architecture.

protocols designed for more benign, controlled environments
(e.g., leased lines). A concrete example is GTP (GPRS Tun-
neling Protocol), which is sensitive to loss and latency to the
point that it struggles to operate over lower quality or con-
gested backhaul links, such as satellite or shared microwave
links. Thus, adopting gRPC allows Magma more latitude to
implement alternative consistency models without breaking
UE state machines in a wider range of backhaul network con-
ditions. In practice, this tolerance helps mitigate poor error
handling on devices: while UEs should reconnect after expe-
riencing a 3GPP protocol-level failure, we find that UEs with
low-end baseband processors do not do so reliably. When a
UE fails to reconnect, the failure manifests as a confusing lack
of coverage to people using these devices, and the failure typi-
cally only resolves after power cycling the UE. Since Magma
terminates GTP locally in the AGW without traversing the
backhaul link, a UE never sees a dropped GTP connection
and does not have to handle the error.

While agnostic to the radio technology, Magma necessarily
makes practical choices about the order of feature develop-
ment. Many early Magma deployments used LTE, so we have
prioritized support for LTE features, with 5G support coming
later. A good example is the support of QoS policies. Simple
policies to impose rate limits and usage caps, as outlined in
Section 2.2, are supported today for both LTE and 5G. More
complex policies could be expressed, particularly in 5G, but
full support for richer policies is currently under development.

3.2 Hierarchical SDN Control Plane

Magma adopts software-defined networking (SDN) to reduce
operational complexity and minimize reliance on skilled staff.
Rather than configuring a distributed collection of devices,
providers specify network-wide policies at the orchestrator.
The orchestrator provides a central point of control and ex-
poses a northbound API for integration with other systems
(e.g., for metrics, alerting, and monitoring). However, running
the entire control plane in a central controller would impose
limits on the scalability of the system. Hence, practical SDN
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systems like Network Virtualization Platform (NVP) [37] and
Open Virtual Network (OVN) [42] adopted a hierarchical
control plane, and this is the model used by Magma.

In a hierarchical control-plane design, we identify those
elements of the control plane that have network-wide scope;
these are candidates for the central controller. For example, to
add a new subscriber to the network, the long-lived informa-
tion about the subscriber is network-wide information that is
created and maintained by the central controller. Conversely,
much of the runtime state associated with a UE can be local-
ized to a single AGW. For example, upon becoming active, a
UE is associated with a single AGW. The UE’s session state
can be created and managed by the local control plane of
that AGW. Thus, much of the control plane is able to scale
out with increasing numbers of base stations and subscribers,
rather than increasing the processing in the central controller.

This division between central and local control planes
roughly corresponds to the timescale of changes to the control-
plane state. The addition of a new subscriber happens on con-
figuration timescales, and that state is managed centrally. The
creation of session state—when a UE becomes active and
attaches to an AGW—happens more frequently. This runtime
state is handled by the local controller on an AGW.

As with any SDN architecture, we must consider “head-
less” operation, i.e., the situation where a data plane node is
disconnected from the central control plane. In a traditional
SDN approach, the goal is to ensure that the data plane con-
tinues to operate without the control plane, even as updates to
the data plane may be impossible while the control plane is
disconnected. With a hierarchical control plane, many local
operations are still possible even while the central controller
is unreachable. For example, an AGW can still establish a ses-
sion for a UE that attaches to a base station, because the local
control plane has enough information (e.g., cached subscriber
profiles) to process the session establishment. Conversely,
network-wide actions like the addition of users or changes to
user policies must wait until the central control plane becomes
available again. Magma makes trade-offs for availability ver-
sus consistency as the CAP theorem [22, 28] implies. It is
generally possible for state stored in an AGW to be stale dur-
ing times of disconnection, which might, for example, allow
a UE to temporarily consume resources beyond its quota.

This design helps to achieve the scaling goals of Magma,
in allowing both a small minimum footprint (scaling down)
as well as scaling up. A minimal Magma deployment would
be a single AGW and an orchestrator. The orchestrator is
typically three virtual machine instances in a cloud, while the
AGW itself is a small (4-core) x86 commodity server. This is
dramatically less hardware than a conventional cellular packet
core. Scaling up is essentially a matter of adding more AGWs,
which increases the number of base stations and UEs, without
much increase in the load on the orchestrator. We discuss our
experiences in scaling up in Section 4.3.

The decision to place local control-plane functions on the

AGWs, while beneficial for scalability, does introduce trade-
offs. In particular, it complicates the picture for some fea-
tures that require coordination among AGWs. Notably, while
Magma supports mobility across radios served by a com-
mon AGW, seamless mobility between AGWs would require
communicating some control-plane state from one AGW to
another during hand-offs. While many use cases can be sup-
ported without this feature, we expect to add it in the future.

3.3 Fault Tolerance Via Small Fault Domains

The desire to build a low-cost solution for Magma has a signif-
icant effect on how the architecture approaches fault tolerance.
Low-cost hardware is prone to failure, and so Magma adopts
the view common to most modern cloud systems: it is ex-
pected that individual components will fail. A failure of a
component must affect as few users as possible (i.e., fault do-
mains must be small) and must not affect other components.
This approach also has a positive impact on operations such
as software upgrades, as it is possible to upgrade small com-
ponents independently without taking down the whole system.
This is in stark contrast to traditional 3GPP implementations.

The SDN-like architecture of Magma localizes state more
fully than a typical 3GPP implementation. In a standard imple-
mentation, the runtime state of a UE is spread among several
large components (e.g., the PGW, SGW, and MME in the
LTE case). In contrast, Magma localizes the runtime state of
a UE to a single AGW. This simplifies failure handling. The
runtime state stored in an AGW is checkpointed regularly and
may be copied to a backup instance of the AGW running as a
cloud service. When an AGW fails, the backup cloud instance
is brought into service, and can manage connections for the
affected set of UEs until the primary AGW is restarted. As
noted above, an AGW may continue to establish sessions to
UEs even when disconnected from the orchestrator. The state
synchronization approach described in Section 3.4 mitigates
the long-term effects of such failures.

While it is common for a traditional cellular packet core
to serve millions of subscribers, Magma distributes much of
the functionality to a large number of Access Gateways. Each
AGW is thus a fault domain that holds state for a relatively
small number of UEs served by a small number (typically less
than ten) of base stations. The failure of a single AGW would
impact the set of UEs currently served by the attached base
stations, but has no impact on the rest of the network or its
customers. This contrasts with the much larger fault domains
typical of a standard mobile core implementation.

3.4 State Synchronization

State in a mobile core needs to be communicated among
components. Generally, one component is the authoritative
owner of some piece of state, and it needs to synchronize state
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with another component. In Magma, state can take one of
three forms, for which Magma makes different guarantees.

The first is runtime state associated with a UE and its net-
work activity. Backwards compatibility with existing user
devices and RAN equipment requires Magma to implement
standards-defined state machines to support operations like
connecting to the network; modifications to runtime state can
occur due to events in the UE itself, the RAN equipment,
or Magma’s “core” network elements. Importantly, runtime
state within Magma is encapsulated within the AGW, which
as discussed in Section 3.3 is the failure domain for Magma,
and we assume a crash-recovery failure model for AGWs.1

Further, most runtime state is both ephemeral and recoverable
in the event of failure: a UE can simply reconnect.

The second is the configuration state, associated with the
configuration of a Magma network element, such as an AGW.
This is only ever written by the orchestrator and pushed asyn-
chronously to the AGW. Examples include classes of network
policy to be applied to classes of user or radio configuration to
be applied by an AGW to connected RAN equipment. AGWs
recover configuration state after a crash, and the source of
truth for configuration state is stored durably in the orchestra-
tor (Postgres); we only permit modification to configuration
state through the orchestrator. Configuration state generally
changes on human timescales (i.e., minutes or hours).

Finally, Magma also manages metrics state, telemetry from
Magma elements. This operational data, while useful, is cap-
tured on a best-effort basis.

Like many cloud-native systems, Magma adopts a “desired
state” model for runtime and configuration state. By this we
mean that to communicate a required state change (e.g., the
addition of a new session in the data plane), the desired end
state is set via an API. This contrasts with a “CRUD (Create,
Read, Update, Delete)” interface, which is common in 3GPP
specifications. Magma replaces the CRUD model with the de-
sired state model to simplify reasoning about changes across
elements of the system in the case of partial failures. This is
a common case in challenged environments, where portions
of the end-to-end system (e.g., backhaul) are far less reliable
than others (e.g., the link between the UE and the RAN). This
is best explained via a simple example.

Consider the case of establishing data-plane state in an
AGW for a set of active sessions. Suppose there are two
active sessions, X and Y. Then a third UE becomes active and
a session Z needs to be established. In the CRUD model, the
control plane would instruct the data plane “add session Z”.
The desired state model, by contrast, communicates the entire
new state: “the set of sessions is now X, Y, Z”. The CRUD
model is brittle in the face of failures. If a message is lost,
or a component is temporarily unable to receive updates, the
receiver falls out of sync with the sender. So it is possible
that the control plane believes that sessions X, Y and Z have

1We generally assume the same for individual AGW software compo-
nents; per-process state is held externally for most critical services.

been established, while the data plane only has state for X
and Y. By sending the entire desired state, we ensure that the
receiver comes back into sync with the sender once it is able
to receive messages again.

This approach is hardly a novel idea in the cloud-native
world, but it differs from typical 3GPP systems. It allows
Magma to tolerate occasional communication failures (caused
by poor quality backhaul, for example) or component outages
due to software restarts, hardware failures, etc. Limiting the
scope of 3GPP protocols to the very edge of the network gave
us the flexibility to rethink state synchronization to improve
fault tolerance (in addition to other benefits noted above).

We close by considering how Magma manages state for one
particularly salient policy: billing users based on data volume,
and the possibility of double-spending. Volume-based billing
policies are typically implemented using a third-party online
charging system (OCS) that integrates with both the network
operator’s existing business support systems (BSS) as well
as Magma. In this arrangement, billing and charging are
handled by the OCS, while Magma handles metering and
accounting. The OCS tracks a user’s account balance (e.g., in
US$) and then authorizes small quotas of data (e.g., 1MB) to
the user via Magma; when the user nears completion of their
quota, Magma requests another quota on the user’s behalf
from the OCS, which makes the decision on whether to grant
or deny the request. Whether or not a user has been allocated a
quota is configuration state from Magma’s perspective, while
the amount remaining in a user’s current quota is runtime
state. Thus, while it is possible for a malicious user to double-
spend by moving between AGWs strategically, the maximum
amount of double-spend permitted is capped as a business
decision by the quota size. Operators for whom this is a
particular concern could also adopt techniques for volume-
based accounting in a distributed context [31].

3.5 Software Data-Plane Implementation

The data plane is responsible for (i) recognizing the flows for
active sessions (traffic to and from active UEs); (ii) collecting
statistics for those flows; (iii) adding and removing tunnel
headers; and (iv) enforcing policies such as rate limits per
subscriber. Magma’s data plane is implemented using Open
vSwitch (OVS) [47]. OVS provides a programmable data
plane that is controlled by OpenFlow [39]. While OpenFlow
and OVS are convenient implementation choices, they are not
fundamental to the architecture. Other options may be used
in the future. The important points are that the data plane is
highly programmable and implemented entirely in software.

The software implementation of the data plane enables
Magma to operate on commodity hardware. While through-
put, latency, and jitter of the data plane are important for
cellular networks, we have found OVS to offer entirely ade-
quate performance. OVS performance has been well studied
and optimized for many years [47]. In Section 4 we evaluate
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the performance of OVS in the Magma context. It is worth
noting that other aspects of the system such as backhaul and
RAN capacity are likely to have a larger performance impact
overall than the data plane within the access gateway.

The “data plane configuration” box in Figure 4 generates
the commands necessary to program the data plane with a
set of rules to handle the flows of current sessions. Currently,
those commands are OpenFlow commands. If OVS were
replaced with a different forwarding engine, only the “data
plane configuration” component would be affected.

3.6 Federation With Other Networks

To this point we have described standalone deployment of
Magma, but it can be deployed in one of three modes:

• Standalone: Magma supports an independent network,
with all 3GPP control and user plane traffic terminated
in the AGW.

• Local breakout roaming: Magma federates with an ex-
isting cellular network, with control-plane traffic termi-
nated externally but user-plane traffic still handled by
the AGW and routed directly to or from the Internet.

• Home roaming: Magma federates with an existing cel-
lular network, with both control and user-plane traffic
terminated in an external network.

Much as the AGW terminates access-specific protocols
from the radio network, Magma introduces additional ele-
ments to terminate access-specific protocols with an external
core network, using a component referred to as a Federation
Gateway (FeG). The FeG implements 3GPP-defined inter-
faces to support “home roaming” as well as “local breakout
roaming”. The latter is made possible in Magma by the fact
that rich policy enforcement is provided in the AGW. As an
example, an AGW can obtain the policy to apply to a UE by
querying the subscriber data base in the federated network,
then enforce that policy in the AGW. Signalling traffic be-
tween UEs and the MNO core is handled by the FeG service
in the orchestrator2. User data-plane traffic is tunneled to an
analogous component, the GTP Aggregator (GTP-A) which
in turn connects to the MNO’s existing P-GW.

Unlike the AGW, the FeG and GTP-A are centralized,
on-path devices. This serves a practical purpose: traditional
MNOs prefer a single point of interconnection between their
sensitive core network and “extension” networks [31]. This
has scaling implications as discussed in Section 4.3.2.

4 Evaluation

Magma makes a number of fundamental design choices that
differ from traditional core network software to improve flex-
ibility and scalability, while supporting rich network policies.

2This is necessary to coordinate low-level network state between the UE
and the MNO’s traditional core, such as GTP bearer identifiers.

The aim is to support practical cellular access deployments.
To evaluate Magma, we first consider system performance
in an emulated environment, and then discuss a large-scale
commercial Magma deployment.

4.1 Supporting Typical Deployments
Emulation Testbed Although evaluating Magma’s perfor-
mance in a real deployment is possible at small scale, evalu-
ating scenarios with hundreds of UEs and RAN elements is
impractical. Further, extracting data from commercial deploy-
ments is challenging due to privacy and commercial consider-
ations. Thus, we instead evaluate Magma using a commercial
emulation system, Spirent Landslide [53], which allows us
to emulate arbitrary configurations of virtual UEs and RAN
elements in a replicable fashion.

For our evaluation, we deployed the most recent stable
release of Magma, v1.6.1. We deployed the orchestrator on a
cluster of AWS EC2 instances and two AGWs in our lab. The
first AGW was a bare-metal AGW on an Intel J3160 quad-core
1.6GHz CPU with 8GB of RAM and four Intel I210 1Gbps
NICs. The second was a virtual AGW running with Intel
Xeon 6126 2.60GHz, 8GB of RAM, and 2x10G Mellanox
ConnectX-3 NICs; we assigned a variable number of vCPUs
to the virtual AGW as defined in our experiments below. Both
the bare-metal and virtual AGWs were connected directly to
the Landslide emulator as well as to the Internet via 1Gbps
and 10Gbps links, respectively. We also verified that memory
was not a bottleneck for the AGW during our experiments and
that all machines in the orchestrator deployment were running
well under capacity. Finally, the emulated SIM cards for the
emulated UEs were pre-provisioned into the orchestrator and
AGW in advance of all experiments, as is typical for network
operator deployments of Magma.

Unlike traditional core networks, Magma’s AGW is co-
located with RAN equipment (for example, at a tower site),
and the unit of scaling for Magma is the AGW itself: as op-
erators grow their network, they add both additional RAN
capacity (i.e., radio equipment) but also additional “core” ca-
pacity (i.e., AGW instances). Since the AGW is an on-path
device for all traffic associated with the cell site, the AGW
should be provisioned such that site is limited by the capacity
of the RAN as the site, rather than the AGW. This is a notable
observation that, in part, motivates Magma’s design: when
co-locating core network functionality with RAN elements,
the RAN is the bottleneck for performance on a per-site basis.

The recommended (and typical) deployment scenario has
roughly one AGW per “cell site", which in practice consists
of 1-3 eNodeBs in the case of an LTE network. A typical
eNodeB (such as those described in Table 2 or depicted in
Figure 2) can support at most 96 simultaneously active users3

and radio channels of at most 20MHz; this channel capac-
ity, in turn, corresponds to a peak aggregate throughput of

3More users may be attached but not actively transmitting data.
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Figure 5: AGW CPU utilization under maximum “typical”
workload for a cell site. Aggregate throughput is limited by
radio capacity, not the AGW.

Item Unit Cost Qty Total Notes
LTE eNodeB US$4,000 3 US$12,000 Baicells Nova 223: 1W,

3.5GHz, 96 user, 2x2 MIMO.
AGW US$450 1 US$450 Same as used in experiments.
Accessories US$450 3 US$1,350 18dBi sector antenna, RF ca-

bles, connectors, grounding.
RAN CapEx (per site) US$18,760

Table 2: Cost breakdown of active RAN equipment for a
typical Magma deployment. Excludes site-specific passive
infrastructure and backhaul costs.

126Mbps [16] under ideal conditions, for a typical cell site
maximum capacity of 378Mbps. We note that the additional
cost of an AGW is modest in comparison to the cost of a
cell site, similar to the site cost breakdown observed in re-
lated work [31]. Although LTE site costs can vary widely and
are, in our experience, dominated by non-networking costs
such as land, power, and tower (also known as “passive infras-
tructure”), a representative deployment could consist of the
hardware in Table 2; AGW cost represents less than 3% of the
cost of active equipment for the site. Power costs can be espe-
cially significant in “off-grid” locations, but these are largely
driven by the power needs of the radio equipment and hence
not greatly influenced by the mobile core implementation.
Note the use of solar and battery power in Figure 2.

Magma must be able to support this type of workload. We
evaluate this by emulating the peak load of a the cell site de-
scribed above: a total of 288 UEs connect (or “attach”) to the
network for the first time at a rate of 3UE/sec, and each then
performs a short HTTP download at a rate of 1.5Mbps, for
an aggregate total offered load of 432Mbps. Figure 5 demon-
strates our results, focusing on the total CPU utilization as
well as achieved throughput of the AGW. At a high level,
the AGW accepts attach requests from all new users over the
course of approximately 1.5 minutes, after which the AGW en-
ters a steady state for the duration that UEs are making HTTP
requests. In this experiment, average sustained UE throughput
reaches the expected throughput of 432Mbps throughout the
duration of the experiment, indicating performance is limited
by the RAN, rather than Magma’s AGW, as expected.

We acknowledge that other RAN configurations can exist
(including vRAN/cRAN arrangements) where many RAN ele-
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Figure 6: Maximum supported attach rates are limited by the
AGW (specifically, the MME component). Results depict a
physical AGW.

ments are effectively “co-located” to a single point within the
operator’s network. Magma can be used effectively in these
deployments, with one (or more) AGWs allocated to support
this range of RAN equipment. However, no deployments at
scale of Magma to date have used that configuration (to our
knowledge), and Magma can be deployed on any general-
purpose compute (e.g., VM or container) alongside this RAN
infrastructure to support it. Similarly, a radio vendor could
integrate an AGW into the same physical enclosure as a tradi-
tional eNodeB for a combined RAN and AGW element.

4.2 Control and User Plane Separation
Different usage patterns of a network stress user plane or con-
trol plane elements of the network core: a common example
of the former would be human users accessing video con-
tent while the latter would be an IoT workload consisting of
large numbers of devices that only exchange occasional small
messages. This presents a major dimensioning challenge in
traditional cellular core networks and motivates efforts to sep-
arate control and data plane elements so operators can scale
them independently (statically or dynamically); this is known
as “control/user plane separation” (CUPS) in LTE and 5G.

Magma’s distributed design naturally facilitates a CUPS
architecture. By default, every AGW implements a data plane
at the network edge, and all control plane functions are imple-
mented as user-space processes at the AGW, with configura-
tion state managed by the orchestrator.

From Figure 5, we observe that the AGW operates in two
distinct and characteristic domains. At the start of our exper-
iment, while UEs are attaching to the network, the AGW’s
CPU workload is dominated by the control plane workload
associated with handling attach requests, including perform-
ing cryptographic operations necessary to authenticate users
as well as setting up per-user, per-session state in the data
plane and control plane to implement the desired policy for
each UE; in our experience, this is the most computationally-
intensive control plane procedure. After UEs attach, the CPU
workload is dominated by user plane workload associated
with forwarding UE traffic.
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Figure 7: Steady state throughput vs. CPUs allocated to user
plane. Note our traffic generator was unable to saturate the
virtual AGW’s user plane in the 5CPU case and above.

Figure 6 illustrates how our bare-metal AGW copes with
a “worst case” control plane workload, a surge of new UEs
attaching then saturating the data plane. We define the con-
nection success rate (CSR) to be the number of connection
attempts that succeed over the total number of connection
attempts made, for each five second bin during the experi-
ment. We observe that above 2UE/s, the bare-metal AGW is
unable to service all connection attempts, with the connection
success rate (CSR) falling linearly beyond this point. On a
per-AGW basis, Magma’s control-plane performance is rela-
tively limited; improving this is an active area of engineering
effort. Attach rate is a function of hardware as well: a 4 vCPU
instance of our virtual AGW supports 16 attaches per second,
which would saturate the RAN capacity of the “typical” site
described above in 18 seconds.

Lastly, we consider per-AGW allocation of resources to the
control and user plane. To do this, we statically limit the num-
ber of cores available to the user plane and evaluate steady-
state throughput and median connection success rate. These
results are shown in Figures 7 and 8; note that these experi-
ments use the VM AGW, and as such the absolute throughput
numbers are not comparable with earlier experiments. We
observe that increasing the cores available to the user plane
improves steady-state throughput at the cost of decreased
connection success rate (i.e., control-plane performance), but
allowing the kernel scheduler to allocate resources flexibly
between user plane and control plane tasks provides both high
throughput and good connection success rates. We note that
we expect raw user-plane performance to increase beyond
what is shown here; the commercial test equipment we used
was unable to generate more than 2.5Gbps aggregate load.

Taken together, these emulation results demonstrate that
Magma can handle typical workloads using low-cost commod-
ity hardware. For more intensive workloads, Magma’s control
and user plane capacity scales with additional hardware. We
finally note that these results provide an upper-bound on the
performance of a single Magma AGW; the network capacity
of a Magma network scales linearly with AGWs.
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Figure 8: Median connection success rate vs CPUs allocated
to user plane.

4.3 Deployment

We now turn to large commercial deployments of Magma. We
first note that Magma is an open-source project governed by
the Linux Foundation, and as such the core development team
(including the authors of this paper) do not directly operate
any production deployments; as such, we draw our examples
from partners within the project’s ecosystem.

Magma adoption. To understand how Magma is used in
practice, we interviewed two people working in product man-
agement and marketing for the Magma open-source project;
in their roles, they speak regularly with operators as well
as other commercial entities within the Magma ecosystem.
Based on our discussion, as of February 2022, twenty com-
mercial networks were operating using Magma across eight
countries in Africa, Asia, North America, and South Amer-
ica. These networks support a range of access modalities and
policies. For example, Magma has been used in networks pro-
viding backhaul for WiFi hotspots, fixed wireless broadband
to homes and businesses, “carrier” WiFi to extend a traditional
mobile operator’s service to indoor WiFi, and traditional mo-
bile broadband service. Today, Magma has approximately 100
active committers to its codebase.

Magma deployments. To demonstrate how Magma is
used, we worked with one of the largest commercial enti-
ties, FreedomFi, that provides support to operators deploying
Magma. FreedomFi provided data to characterize two signifi-
cant deployments they help operate. This data was provided
to the authors in de-identified form, and only operational data
(not user data) was used in our analysis.

4.3.1 Fixed Wireless Hotspots

One of FreedomFi’s first commercial deployments was Ac-
cessParks [1], a US-based operator that provides public WiFi
hotspot networks in large outdoor areas; their deployment lo-
cations require multiple WiFi access points (APs) to provide
consistent service. With the availability of CBRS spectrum,
AccessParks sought to use LTE to provide backhaul to their
WiFi hotspots in some of their larger deployments. End users
connect to AccessParks’s WiFi access points via traditional
WiFi mechanisms and an existing captive portal system, and
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Figure 9: Per-hour AccessParks usage during Mar-Apr 2022.

the UEs in the Magma network are fixed wireless modems
that connect the WiFi APs to the Internet via Magma. The
setup is illustrated in Figure 10.

AccessParks’s deployment began in December 2020 with a
ten site pilot to evaluate Magma. Today, the network consists
of fourteen sites providing backhaul to over 200 access points,
with plans to continue expanding. Figure 9 depicts active
subscribers and hourly throughput of the network.

Network policies for the AccessParks networks are very
simple: because the LTE network simply serves as backhaul,
all UEs simply have unrestricted access. Per-user policies
are implemented by AccessParks’s pre-existing captive portal
and pre-paid billing software, which is implemented using
standard techniques (i.e., RADIUS for AAA at the WiFi AP).

Operational complexity. AccessParks’s original Magma
pilot was motivated in part by their poor experiences with
the operational complexity of other commercial and open-
source cellular core software in their previous two years of
deployment. Although operational complexity is subjective,
one quantifiable way in which it manifests is in an operator’s
labor costs: simpler systems should require less staff time
and support to manage. Table 3 shows the results of this
comparison for AccessParks. For identical access network
infrastructure, AccessParks achieved a 43% reduction in per-
site deployment costs using Magma compared to traditional
architectures, largely driven by a reduction in support costs
and engineering time for site configuration and planning.4

4.3.2 Franchised MNO Extension

A second (and, to our knowledge, the largest) deployment
of Magma is an early-stage deployment to provide a fran-
chised, neutral host network.5 This network is unique in that
the physical deployment of network infrastructure is not man-

4Unfortunately, we do not have data on ongoing maintenance costs from
AccessParks; however, AccessParks’ decision to use Magma for future de-
ployments suggests it compared favorably.

5A neutral host network describes a business model in which a mobile
network is operated by an entity for the sole purpose of providing wholesale
capacity to third-party retail MNOs and MVNOs; the neutral host network
operator does not have its own users, but instead enables users of its customers
to use the neutral host network on a shared basis.

Item Traditional Magma Difference (%) Notes
RAN $7,950 $7,950 - Identical RAN and

backup power.
Core HW $1,200 $300 -$900 (-75%)
Core SW $2,000 $600 -$1,400 (-70%) Licenses/support.
Field Eng. $200 $200 - Installation.
LTE Eng. $5,000 $330 -$4,670 (-93%) Planning, core config.
Cost/Site $16,350 $9,380 -$6,970 (-43%)

Table 3: Comparison of per-site installed costs for Access-
Parks’s traditional cellular system compared to Magma. Total
cost per site decreased by 43%, driven primarily by Magma’s
reduction in operational complexity for deployment.

aged by any single network operator. Instead, “micro network
operators” (which include individuals, small ISPs, and enter-
prises) deploy LTE and 5G RAN equipment alongside Magma
AGWs that have been customized by FreedomFi to support
their proprietary traffic accounting and settlement system.

Services and Policy. The neutral host network is operated
by FreedomFi and allows customers of incumbent MNOs to
use this network for service. The core “policy” supported by
this network is tunnelling all user traffic back to the appro-
priate MNO; a user’s MNO, in turn, applies their standard
network policies for billing, charging, and throttling within
their existing core network. The FreedomFi network provides
access on a best-effort basis, with each micro network oper-
ator leveraging shared CBRS [17] spectrum in the 3.5GHz
band (as done in the previous deployment). This service re-
quires integrating the thousands of distributed AGWs with
a partner MNO’s centralized core network, leveraging the
federation capabilities described in Section 3.6.

Scale. As of this writing, this network is still in early test-
ing, so does not have significant user traffic. However, it still
provides a useful example of how the Magma control plane
scales with network size: even without users, Magma still
manages device configuration, network monitoring, and sup-
ports interconnection with partner MNO core networks.

The FreedomFi network began initial deployments in
November 2021, and as of April 2022 consists of 5370 AGWs
and 880 eNodeBs (FreedomFi reports the discrepancy be-
tween AGWs and eNodeBs is due to supply-chain issues:
while AGWs are commodity x86 PCs, cellular radios are spe-
cialized equipment with fewer vendors and the ones used
in this network only began shipping in January 2022). The
network is currently adding on average 150 new AGWs and
90 new eNodeBs per week, all of which are deployed on an
ad-hoc basis by micro-network operators; these AGWs are
deployed in 45 states across the United States.6

Supporting this network is a dedicated orchestrator run-
ning on six AWS virtual machines managed by Kubernetes
(EKS) [18]. Three instances are dedicated towards “heavy”
tasks: operation of the FeG, device configuration, and metrics
reporting; these systems are each equipped with 16 vCPUs
and 32GB RAM. Remaining orchestrator services run on a

6The network only operates in the United States for regulatory reasons.
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collection of smaller VMs (4 vCPU/16GB RAM). The GTP-
A runs on a single bare metal server with a 3.4GHz 8-core
Xeon E2278G CPU, 32GB RAM, and 2x10G NICs, and is
physically co-located near the facilities of a partner MNO’s
core network. In total, this costs FreedomFi approximately
$4,000 per month to operate.

We view the rapid deployment of this network as cautious
evidence for Magma’s ability to support large-scale networks
with unique business models. We hope to further investigate
the operational dynamics of this network in future work.

5 Related Work

Open-source LTE/5G core networks: Several projects
share our goal of creating an open-source LTE/5G cellular
core network [4, 9, 10, 13]; these were preceded by similar
efforts to build open 2G and 3G networks [11, 12]. With
the exception of OpenBTS [11] (a GSM-to-VOIP bridge),
each of these focuses on implementing traditional, 3GPP-
compliant, core networks.7 Aether [2, 43] is an open-source
5G-connected edge platform, which brings together 5G con-
nectivity and edge-cloud servers. Like Magma, Aether adopts
cloud design principles. However, Aether does not refactor the
network design to break the coupling of the radio access tech-
nology with the core, and Aether does not focus on low-cost
equipment to reach under-served users.

Expanding connectivity access: Many efforts have pro-
posed or described novel solutions for expanding Internet
access to under-served people [25, 30, 44, 45, 48, 55, 56]. Sim-
ilarly, small(er)-scale network operators have a rich history
providing service to especially rural communities [27], such
as community networks [3, 6, 7, 21] and small ISPs [32]. Of
this extensive literature, Magma is most closely related to
work on community cellular networks [19, 33, 51].

NextG cellular core architecture. The networking re-
search community is actively rethinking the design of next
generation networks. PEPC [50] refactors the packet core by
consolidating user state into one location, similar in spirit to
Magma’s AGW. ECHO [40] refactors an EPC to run on less-
reliable public cloud infrastructure. SCALE [20] explores an
elastically scalable cellular control plane, and KLEIN [49]
describes a similarly elastic control and data plane. Although
these works all focus on (logically) centralized core networks,
the techniques described are complementary to Magma.

Other work takes a more “clean slate” approach to reimag-
ining the cellular core. CellBricks [38] contemplates a highly
federated cellular network and moves support for mobility,
authentication, and billing into end hosts; it is implemented
as an extension to Magma. dLTE [35] makes 4G networks
more like WiFi through a decentralized design, including a
global registry for peer discovery. SoftCell [34] uses SDN

7We note that the Magma AGW’s LTE-specific portion was originally
based upon OpenAirInterface [9], as it was the most mature open-source core
available at the inception of Magma’s development.

principles to improve the scalability and flexibility of the
packet core network. Magma draws on this body of work
for inspiration while maintaining a backwards-compatible,
standards-compliant edge to facilitate production deployment.

Magma directly builds on recent work exploring core archi-
tectures for under-served communities. CCM [31] presents a
distributed cellular 2G core that enables semi-disconnected
operation over unreliable rural backhaul connections; this
work served as an early inspiration for Magma, which extends
these concepts to modern wireless access technologies. Simi-
larly, CoLTE [52] provides a lightweight core which—like an
AGW—is co-located with RAN elements, but unlike Magma
focuses on small, independent community networks.

Open radio access networks: Several recent initiatives fo-
cus on opening up the radio access network (RAN). For exam-
ple, the OpenRAN project [59] and the O-RAN alliance [8,41]
develops standards that disaggregate 3GPP RANs, with open
interfaces between the layers. These efforts are complemen-
tary to Magma, as they focus on the cellular interface—the
part of the network before reaching Magma’s access gateway.

6 Conclusion

We have presented our experiences in designing and deploy-
ing Magma, an open-source platform for building access net-
works. The most important design decision was to terminate
the RAN-specific protocols in access gateways close to the
radio. This simple design decision brings many benefits: sup-
porting diverse radio technologies, tolerating disruptions in
backhaul links, using a low-cost software data plane, and scal-
ing naturally with a hierarchical SDN control plane. Magma
also adopts modern cloud-computing design patterns (e.g.,
desired-state synchronization, tolerance to failure of individ-
ual components) and open-source software components (e.g.,
gRPC, Open vSwitch, Kubernetes, Prometheus). In line with
Magma’s goal to enable practical networks, we demonstrated
that Magma can support typical deployment scenarios and dis-
cussed two large-scale commercial networks that use Magma.
Importantly, Magma also scales down, with a small minimum
footprint that supports incremental deployment, thus filling
a gap between traditional WiFi and cellular. All software
artifacts for Magma are available on GitHub8.

Magma was designed with the primary goal of reaching
under-served communities, by supporting heterogeneous ra-
dio and backhaul technologies and reducing capital and op-
erational cost. We believe that Magma is a good fit for other
deployment scenarios, including enterprise 5G networks. Fu-
ture work on Magma can expand the set of supported features,
including seamless mobility between access gateways as well
as network virtualization. We look forward to extending the
Magma code base, and the community of contributors to the
software, so the platform can evolve to serve more users.

8https://github.com/magma/magma

1678    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association

https://github.com/magma/magma


Acknowledgements

We thank our shepherd Ranveer Chandra and the anonymous
reviewers for their helpful feedback. We thank Boris Ren-
ski, Matthew Mosesohn, and Joey Padden for their assistance
gathering deployment data for this paper. We also thank the
Magma developer and user community for their important
contributions, as well as Meta Connectivity for supporting the
early development and deployments of Magma.

References

[1] AccessParks. https://accessparks.com/. Retrieved
7/2022.

[2] Aether. https://www.aetherproject.org/. Re-
trieved 7/2022.

[3] AlterMundi. https://altermundi.net/. Retrieved
7/2022.

[4] free5GC. https://www.free5gc.org/.

[5] gRPC. https://grpc.io/. Retrieved 7/2022.

[6] Guifi.net. https://guifi.net/. Retrieved 7/2022.

[7] NYCMesh. https://www.nycmesh.net/. Retrieved
7/2022.

[8] O-RAN Alliance. https://www.o-ran.org/.

[9] Open Air Interface. https://openairinterface.o
rg/.

[10] Open5Gs. https://open5gs.org/. Retrieved 7/2022.

[11] OpenBTS. http://openbts.org. Retrieved 7/2022.

[12] Osmocom. https://osmocom.org/projects/cellu
lar-infrastructure. Retrieved 7/2022.

[13] srsRAN. https://www.srsran.com/.

[14] Universal Mobile Telecommunications Sys-
tem (UMTS); LTE; Policy and Charging
Control (PCC); Reference points. h t t p s :
//www.etsi.org/deliver/etsi_TS/129200_12929
9/129212/15.03.00_60/ts_129212v150300p.pdf.
(3GPP TS 29.212 version 15.3.0 Release 15).

[15] 3GPP: The mobile broadband standard. https://www.
3gpp.org/.

[16] 3GPP: Evolved universal terrestrial radio access (E-
UTRA); physical layer procedures. https://port
al.3gpp.org/desktopmodules/Specifications/
SpecificationDetails.aspx?specificationId=2
427.

[17] CBRS Alliance. https://www.cbrsalliance.org.

[18] Amazon Elastic Kubernetes Service (EKS). https:
//aws.amazon.com/eks/.

[19] Abhinav Anand, Veljko Pejovic, Elizabeth M Belding,
and David L Johnson. VillageCell: Cost Effective Cellu-
lar Connectivity in Rural Areas. In International Confer-
ence on Information and Communication Technologies
and Development, pages 180–189, 2012.

[20] Arijit Banerjee, Rajesh Mahindra, Karthik Sundaresan,
Sneha Kasera, Kobus Van der Merwe, and Sampath Ran-
garajan. Scaling the LTE Control-Plane for Future Mo-
bile Access. In ACM SIGCOMM CoNEXT Conference,
pages 1–13. ACM, 2015.

[21] Luca Belli, Sarbani Banerjee Belur, Peter Bloom, An-
riette Esterhuysen, Nathalia Foditsch, Maureen Her-
nandez, Erik Huerta, Mike Jensen, Meghna Khaturia,
Michael J Oghia, et al. Community Networks: The In-
ternet by the People, for the People. FGV Direito Rio,
December 2017.

[22] Eric Brewer. CAP Twelve Years Later: How The
"Rules" Have Changed. Computer, 45(2):23–29, 2012.

[23] Jyh-Cheng Chen, Ming-Chia Jiang, and Yi-wen Liu.
Wireless LAN security and IEEE 802.11i. IEEE Wire-
less Communications, pages 27–36, February 2005.

[24] T. Charles Clancy. Secure handover in enterprise
WLANs: Capwap, Hokey, and IEEE 802.11R. IEEE
Wireless Communications, pages 80–85, October 2008.

[25] Michaelanne Dye, David Nemer, Josiah Mangiameli,
Amy S Bruckman, and Neha Kumar. El Paquete Sem-
anal: The Week’s Internet in Havana. In CHI Conference
on Human Factors in Computing Systems, pages 1–12,
2018.

[26] Armando Fox, Steven D Gribble, Yatin Chawathe,
Eric A Brewer, and Paul Gauthier. Cluster-based Scal-
able Network Services. In ACM Symposium on Operat-
ing Systems Principles, pages 78–91, 1997.

[27] Hernan Galperin and François Bar. The Microtelco
Opportunity: Evidence from Latin America. Informa-
tion Technologies and International Development, 3(2),
2006.

[28] Seth Gilbert and Nancy Lynch. Brewer’s Conjecture
and the Feasibility of Consistent, Available, Partition-
Tolerant Web Services. SIGACT News, 33(2):51–59, jun
2002.

[29] GSMA. Unlocking Rural Coverage: Enablers for com-
mercially sustainable mobile network expansion, 7 2016.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1679

https://accessparks.com/
https://www.aetherproject.org/
https://altermundi.net/
https://www.free5gc.org/
https://grpc.io/
https://guifi.net/
https://www.nycmesh.net/
https://www.o-ran.org/
https://openairinterface.org/
https://openairinterface.org/
https://open5gs.org/
http://openbts.org
https://osmocom.org/projects/cellular-infrastructure
https://osmocom.org/projects/cellular-infrastructure
https://www.srsran.com/
https://www.etsi.org/deliver/etsi_TS/129200_129299/129212/15.03.00_60/ts_129212v150300p.pdf
https://www.etsi.org/deliver/etsi_TS/129200_129299/129212/15.03.00_60/ts_129212v150300p.pdf
https://www.etsi.org/deliver/etsi_TS/129200_129299/129212/15.03.00_60/ts_129212v150300p.pdf
https://www.3gpp.org/
https://www.3gpp.org/
https://portal.3gpp.org/desktopmodules/Specifications/SpecificationDetails.aspx?specificationId=2427
https://portal.3gpp.org/desktopmodules/Specifications/SpecificationDetails.aspx?specificationId=2427
https://portal.3gpp.org/desktopmodules/Specifications/SpecificationDetails.aspx?specificationId=2427
https://portal.3gpp.org/desktopmodules/Specifications/SpecificationDetails.aspx?specificationId=2427
https://www.cbrsalliance.org
https://aws.amazon.com/eks/
https://aws.amazon.com/eks/


https://www.gsma.com/mobilefordevelopment/
resources/unlocking-rural-coverage-enabler
s-commercially-sustainable-mobile-network-
expansion/.

[30] S. Guo, M. H. Falaki, E. A. Oliver, E. A. Oliver, S. Ur
Rahman, S. Ur Rahman, A. Seth, M. A. Zaharia, and
S. Keshav. Very Low-Cost Internet Access Using
KioskNet. ACM SIGCOMM Computer Communica-
tion Review, 37(5):95–100, 2007.

[31] Shaddi Hasan, Mary Claire Barela, Matthew Johnson,
Eric Brewer, and Kurtis Heimerl. Scaling Community
Cellular Networks with CommunityCellularManager.
In USENIX Symposium on Networked Systems Design
and Implementation, pages 735–750, 2019.

[32] Shaddi Hasan, Yahel Ben-David, Max Bittman, and
Barath Raghavan. The Challenges of Scaling WISPs.
In Annual Symposium on Computing for Development,
pages 3–11, 2015.

[33] Kurtis Heimerl, Shaddi Hasan, Kashif Ali, Eric Brewer,
and Tapan Parikh. Local, Sustainable, Small-Scale Cel-
lular Networks. In International Conference on Infor-
mation and Communication Technologies and Develop-
ment, ICTD ’13, pages 2–12, Cape Town, South Africa,
2013. ACM.

[34] Xin Jin, Li Erran Li, Laurent Vanbever, and Jennifer
Rexford. SoftCell: Scalable and Flexible Cellular Core
Network Architecture. In ACM SIGCOMM CoNEXT
Conference, pages 163–174. ACM, 2013.

[35] Matthew Johnson, Spencer Sevilla, Esther Jang, and Kur-
tis Heimerl. dLTE: Building a more WiFi-like Cellular
Network (Instead of the Other Way Around). In ACM
Workshop on Hot Topics in Networks, pages 8–14. ACM,
2018.

[36] Matthew William Johnson, Esther Han Beol Jang,
Frankie O’Rourke, Rachel Ye, and Kurtis Heimerl. Net-
work Capacity as Common Pool Resource: Community-
Based Congestion Management in a Community
Network. ACM Human-Computer Interaction,
5(CSCW1):1–25, 2021.

[37] Teemu Koponen, Keith Amidon, Peter Balland, Martin
Casado, Anupam Chanda, et al. Network Virtualization
in Multi-tenant Datacenters. In USENIX Symposium on
Networked Systems Design and Implementation, pages
203–216, 2014.

[38] Zhihong Luo, Silvery Fu, Mark Theis, Shaddi Hasan,
Sylvia Ratnasamy, and Scott Shenker. Democratizing
Cellular Access with CellBricks. In ACM SIGCOMM,
August 2021.

[39] Nick McKeown, Tom Anderson, Hari Balakrishnan,
Guru Parulkar, Larry Peterson, Jennifer Rexford, Scott
Shenker, and Jonathan Turner. OpenFlow: Enabling
Innovation in Campus Networks. ACM SIGCOMM
Computer Communication Review, 38(2):69–74, 2008.

[40] Binh Nguyen, Tian Zhang, Bozidar Radunovic, Ryan
Stutsman, Thomas Karagiannis, Jakub Kocur, and Ja-
cobus Van der Merwe. ECHO: A Reliable Distributed
Cellular Core Network for Hyper-Scale Public Clouds.
In Annual International Conference on Mobile Comput-
ing and Networking, pages 163–178. ACM, 2018.

[41] O-RAN Alliance. O-RAN: Towards an Open and Smart
RAN, October 2018. White paper, https://www.o-ra
n.org/s/O-RAN-WP-FInal-181017.pdf.

[42] OVN Architecture. https://www.ovn.org/suppor
t/dist-docs/ovn-architecture.7.pdf, 2021.

[43] Guru Parulkar. Aether: An Open Source Platform for
Private 5G Connected Edge Cloud-as-a-Service, 2020.
Keynote presentation at ONF Spotlight on 5G Con-
nected Edge Cloud for Industry 4.0 Transformation,
https://www.youtube.com/watch?v=Zn7FZyiw5KM
&t=4s.

[44] Rabin Patra, Sergiu Nedevschi, Sonesh Surana, An-
mol Sheth, Lakshminarayanan Subramanian, and Eric
Brewer. WiLDNet: Design and Implementation of High
Performance WiFi Based Long Distance Networks. In
USENIX Symposium on Networked Systems Design and
Implementation, 2007.

[45] Alex (Sandy) Pentland, Richard Fletcher, and Amir Has-
son. DakNet: Rethinking Connectivity in Developing
Nations. Computer, 37(1):78–83, 2004.

[46] Larry Peterson and Oguz Sunay. 5G Mobile Networks:
A Systems Approach. Systems Approach, June 2020.
https://5g.systemsapproach.org/.

[47] Ben Pfaff, Justin Pettit, Teemu Koponen, Ethan Jackson,
Andy Zhou, Jarno Rajahalme, Jesse Gross, Alex Wang,
Joe Stringer, Pravin Shelar, et al. The Design and Imple-
mentation of Open vSwitch. In USENIX Symposium on
Networked Systems Design and Implementation, pages
117–130, 2015.

[48] Thomas Pötsch, Salman Yousaf, Barath Raghavan, and
Jay Chen. Zyxt: A Network Planning Tool for Rural
Wireless ISPs. In ACM SIGCAS Conference on Com-
puting and Sustainable Societies, pages 1–11, 2018.

[49] Zafar Ayyub Qazi, Phani Krishna Penumarthi, Vyas
Sekar, Vijay Gopalakrishnan, Kaustubh Joshi, and
Samir R Das. KLEIN: A Minimally Disruptive De-
sign for an Elastic Cellular Core. In ACM Symposium
on SDN Research, pages 1–12. ACM, 2016.

1680    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association

https://www.gsma.com/mobilefordevelopment/resources/unlocking-rural-coverage-enablers-commercially-sustainable-mobile-network-expansion/
https://www.gsma.com/mobilefordevelopment/resources/unlocking-rural-coverage-enablers-commercially-sustainable-mobile-network-expansion/
https://www.gsma.com/mobilefordevelopment/resources/unlocking-rural-coverage-enablers-commercially-sustainable-mobile-network-expansion/
https://www.gsma.com/mobilefordevelopment/resources/unlocking-rural-coverage-enablers-commercially-sustainable-mobile-network-expansion/
https://www.o-ran.org/s/O-RAN-WP-FInal-181017.pdf
https://www.o-ran.org/s/O-RAN-WP-FInal-181017.pdf
https://www.ovn.org/support/dist-docs/ovn-architecture.7.pdf
https://www.ovn.org/support/dist-docs/ovn-architecture.7.pdf
https://www.youtube.com/watch?v=Zn7FZyiw5KM&t=4s
https://www.youtube.com/watch?v=Zn7FZyiw5KM&t=4s
https://5g.systemsapproach.org/


[50] Zafar Ayyub Qazi, Melvin Walls, Aurojit Panda, Vyas
Sekar, Sylvia Ratnasamy, and Scott Shenker. A High
Performance Packet Core for Next Generation Cellular
Networks. In Proceedings of the Conference of the ACM
Special Interest Group on Data Communication, pages
348–361. ACM, 2017.

[51] Rhizomatica. http://rhizomatica.org/, 2013. Re-
trieved 4/2013.

[52] Spencer Sevilla, Matthew Johnson, Pat Kosakanchit,
Jenny Liang, and Kurtis Heimerl. Experiences: Design,
Implementation, and Deployment of CoLTE, a Com-
munity LTE Solution. In ACM MobiCom, pages 1–16,
2019.

[53] Spirent Landslide Core Network Testing. https://ww
w.spirent.com/products/mobile-network-test
ing.

[54] Statista. Internet usage worldwide—statistics & facts.
https://www.statista.com/topics/1145/inter
net-usage-worldwide/#dossierKeyfigures.

[55] Sonesh Surana, Rabin K Patra, Sergiu Nedevschi,
Manuel Ramos, Lakshminarayanan Subramanian, Yahel
Ben-David, and Eric A Brewer. Beyond Pilots: Keeping
Rural Wireless Networks Alive. In NSDI, volume 8,
pages 119–132, 2008.

[56] William Waites, James Sweet, Roger Baig, Peter Bune-
man, Marwan Fayed, Gordon Hughes, Michael Four-
man, and Richard Simmons. RemIX: A Distributed
Internet Exchange for Remote and Rural Networks. In
Workshop on Global Access to the Internet for All, pages
25–30, 2016.

[57] WBA. OpenRoaming. https://wballiance.com/o
penroaming/, 2021.

[58] Klaas Wierenga and Licia Florio. Eduroam: Past,
Present and Future. Computational Methods in Science
and Technology, 11(2):169–173, 2005.

[59] Mao Yang, Yong Li, Depeng Jin, Li Su, Shaowu Ma, and
Lieguang Zeng. OpenRAN: A Software-Defined RAN
Architecture via Virtualization. ACM SIGCOMM Com-
puter Communication Review, 43(4):549–550, 2013.

[60] H. Zhu, M. Li, I. Chlamtac, and B. Prabhakaran. A
Survey of Quality of Service in IEEE 802.11 Networks.
IEEE Wireless Communications, pages 6–14, August
2004.

Appendix

Figure 10: Wireless backhaul to WiFi hotspots provided by
Magma. This is the network architecture used by AccessParks
in their deployment: end users connect to WiFi access points
via standard mechanisms, and traffic is backhauled from the
hotspot via a co-located cellular modem to the LTE RAN sup-
ported by Magma. Note that nothing in this design precludes
an end user from directly connecting to the LTE network, if
appropriately configured and allowed to do so by the network
operator.

Acronym Definition
MME Mobility Management Entity
HSS Home Subscriber Server
PCRF Policy and Charging Rules Function
SGW Serving Gateway
PGW Packet Gateway
AMF Access and Mobility Function
SMF Session Management Function
PCF Policy Control Function
UDM Unified Data Management
AUSF Authentication Server Function
S1AP S1 Access Protocol
NGAP Next Generation Access Protocol
SCTP Stream Control Transmission Protocol
NAS Non-Access Stratum
RAN Radio Access Network
LTE Long Term Evolution
3GPP Third Generation Partnership Project
UE User Equipment (a phone or other cellular client)
eNodeB The “access point” for an LTE network
gNodeB The “access point” for an 5G network
AGW Access Gateway
AAA Authentication, Authorization, and Accounting
RADIUS Remote Authentication Dial-In User Service

Table 4: Acronyms used in the paper
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Abstract

In this paper, we present LinkLab 2.0, a completely pro-
grammable and controllable IoT testbed with the support
of edge devices and cloud infrastructures. To be more spe-
cific, LinkLab 2.0 leverages a tiered architecture for the pro-
grammable devices and the management system to achieve
scalability. To better support the integrated experiment among
IoT, edge and cloud, LinkLab 2.0 provides one-site pro-
gramming support and leverages the customizable offloading
with serverless functions. Moreover, LinkLab 2.0 proposes
a device-involved multi-tenancy approach to ensure respon-
siveness for concurrent requests. Furthermore, targeting 24/7
availability for experimenters, LinkLab 2.0 leverages proac-
tive and reactive anomaly detection to improve the reliability
of the testbed. Finally, we describe the supported research
experiments and the outreach usage by external users. We
also report lessons learned from the four-year operation. Lin-
kLab 2.0 has supported experiments for 2,100+ users. The
accumulated usage time across all the devices exceeds 17,300
hours.

1 Introduction

Many modern IoT systems are deeply integrated with edge
and cloud platforms. New edge computing platforms like
NVIDIA Jetson, and new computing technologies like compu-
tational offloading [41, 47] and serverless computing [27, 51]
greatly enhance the capabilities of IoT systems [9, 26, 30, 49]
and will eventually usher in an era of Internet of Everything.
For example, in an industrial machine power monitoring sce-
nario [34], hundreds or thousands of IoT devices monitor and
collect energy data at a high frequency. To reduce the band-
width usage and improve the real-time performance, edge
devices are usually required to perform data prepossessing
and analytics before forwarding the data to the cloud.

However, a major challenge is the lack of a fully pro-

grammable testbed for allowing the community to deeply

explore new cloud/edge technologies and their ªsweet spotº

²Co-primary authors
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Figure 1: Overview of LinkLab 2.0.

with a large number of IoT devices and highly heteroge-

neous computing platforms.

We notice that there exist multiple sensor network testbeds
such as MoteLab [67], Indriya2 [7], and FIT IoT Lab [1],
allowing the research community to experiment with various
sensornet/IoT hardware and IoT software. Unfortunately, they
do not fully address the aforementioned challenge. Specifi-
cally, these testbeds do not natively support edge/cloud inte-
gration. Most testbeds do not support the device-edge-cloud
communication path and do not allow programming on the
edge devices. Moreover, they do not have good support for
multi-tenant and high concurrent online experiments with
a growing need for teaching and research purposes in the
COVID-19 era. In this paper, we present LinkLab 2.0, a
multi-tenant IoT testbed with edge-cloud integration, aiming
to address the following systems and engineering challenges:

(1) How to support device-edge-cloud integrated experi-

ments? Towards this, LinkLab 2.0 enables one-site integrated

programmability and control for IoT, edge and cloud devices
with several front-end and back-end supports. LinkLab 2.0
also supports new computation paradigms by supporting cus-

tomizable offloading with serverless functions. Moreover, the
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Table 1: Functionality comparison of existing IoT testbeds.

Testbeds
Remote

Develop

Edge

Support

Cloud

Support

Virtual

Devices

Web

IDE

MoteLab [67] ✓ ✘ ✘ ✘ ✘

Indriya2 [7] ✓ ✘ ✘ ✘ ✘

FIT IoT [1] ✓ ✘ ✓
∗

✘ ✘

LinkLab 2.0 ✓ ✓ ✓ ✓ ✓

*FIT IoT Lab must work with FIT Cloud for cloud-IoT experiments

above programming support requires a separate and reliable
channel to deploy experiments onto the devices. Hence, Lin-
kLab 2.0 employs a vNIC-based bandwidth reservation mech-

anism on edge and cloud devices to guarantee the timeliness
for controlling the devices (§3.2).

(2) How to ensure dynamic and dedicated usage with

a high level of concurrency and multi-tenancy? The
Kubernetes-based architecture makes LinkLab 2.0 adaptive to
highly fluctuating usages (§3.1). Furthermore, considering the
concurrent programming requests in the online education sce-
nario, LinkLab 2.0 leverages a device-involved multi-tenancy

technique to divide a proportion of services and devices as
a tenant for dedicated usage. LinkLab 2.0 also provides a
nimble configuration interface for administrators to manage
the tenants (§3.3).

(3) How to ensure a high level of reliability, especially for

the IoT devices? In accordance with the complicated poten-
tial root causes of IoT devices, LinkLab 2.0 uses a proactive

and reactive problem detection approach to detect whether
the devices are broken and locate the error as soon as pos-
sible. For the whole testbed, LinkLab 2.0 detects anomalies
by automatically analyzing the multi-model logs during the
operation of the testbed (§3.4).

Figure 1 shows the overall architecture of LinkLab 2.0. Lin-
kLab 2.0 consists of three layers: device layer, edge layer and
cloud layer. In each layer, there are various programmable
devices to facilitate different levels of programmability and
control for users. Besides programmable devices, there are
dedicated devices and services to manage the programmable
devices, namely LinkLab 2.0 Device Center (LDC). There
are three different data paths among different layers. The ex-
perimental data path is used in the experiments conducted by
users. The control data path is used for programming and con-
trolling the devices of LinkLab 2.0, while the monitoring data
path is used for experimental data collection and system mon-
itoring of LinkLab 2.0 which is important for guaranteeing
24/7 availability.

Currently, LinkLab 2.0 is equipped with 420+ real IoT/edge
devices of 14 different types. Furthermore, LinkLab 2.0 sup-
ports theoretically unlimited virtual devices with device-level
simulation and a web-based IDE for easier access to the de-
vices. The controller-server-client architecture of LDC allows
LinkLab 2.0 to scale easily to accommodate substantial IoT
devices at different physical sites. Table 1 compares the func-
tionality of LinkLab 2.0 with other well-known testbeds.

LinkLab 2.0 (https://linklab.emnets.cn) facilitates
researchers to conduct a broad range of experiments to ex-

plore new system designs. It incorporates various embedded
computing platforms (e.g., Arduino, ESP32), IoT protocols
(e.g., LoRa, MQTT, COAP) and techniques for edge com-
puting (e.g., container-based service composition, edge AI).
Furthermore, during the four-year operation, we extend Lin-
kLab 2.0’s ability to better serve the community, especially
for educational purposes. In §5, we exemplify the supported
experiments and outreaches of our testbed to showcase the
various capabilities of LinkLab 2.0.

2 Basics and Usage of LinkLab 2.0

Building and managing a testbed with numerous heteroge-
neous devices from the device, edge and the cloud layer at
the same time need a prudent design. In this section, we first
present the bird’s-eye view and the usage of LinkLab 2.0, then
we compare LinkLab 2.0 with the existing testbeds.

LinkLab 2.0 in a nutshell. Towards the aforementioned
goal, as Figure 1 shows, LinkLab 2.0 exhibits a three-layer
architecture for both hardware and software, namely the IoT
device layer, edge layer and cloud layer. LinkLab 2.0 supports
both real and virtual devices for users to program with.

Currently, LinkLab 2.0 includes over 420 real devices for
IoT, edge and cloud programming. The IoT devices are de-
ployed in various environments (e.g., multi-hop scenario) as
shown in Figure 2. These devices also incorporate various
sensing peripherals and networking technologies for users.
Another key hardware building block is the programmable
edge devices and cloud server (also listed in Table 2), which is
currently not well-supported by other testbeds such as FIT [1]
and CloudLab [18]. For the programmable cloud server, Lin-
kLab 2.0 provides users with a built-in cloud infrastructure
with general-purpose computing resources (i.e., CPU, GPU).
Moreover, LinkLab 2.0 supports users to use the public cloud
service such as Microsoft Azure or the users’ own server as
the cloud node in their experiment.

In addition to the real devices, LinkLab 2.0 also introduces
virtual devices to support the experiments that are large-scale

or trace-driven. We propose two kinds of virtual devices:
code-level and message-level. The code-level virtual device
accepts the same code as the real node and simulates all
behaviors of the device. The message-level virtual device
only simulates the network behavior such as MQTT publish,
which enables a theoretically unlimited number of devices
for large-scale experiments. Furthermore, LinkLab 2.0 also
supports binding time-stamped datasets to virtual devices to
reproduce an experiment with a pre-recorded trace.

Lifecycle of an experiment. LinkLab 2.0 provides com-
prehensive support for users to carry out experiments. Con-
ducting experiments contains the following steps:

(1) Project Creating and Resource Claiming: Users should
first create a project, select the hardware and claim the occu-
pation time via our web portal. The experiment automatically
terminates when the requested time quota runs out.

(2) Programming and Provisioning: For IoT devices, users
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Table 2: List of deployed programmable devices in LinkLab 2.0.
Cat. Device ISA # Operating System Wireless Peripherals/Characteristics

IoT

TelosB MSP 30 Contiki/RIOT Zigbee Temperature, Humidity etc.
Arduino Mega 2560 AVR 26 Bare-metal/RIOT WiFi/BLE Temperature, Humidity, SD Card, etc.

Arduino Uno AVR 16 Bare-metal/RIOT LoRa LoRa Shield
ESP32-DevKitC Xtensa 180 Zephyr/RIOT/etc. WiFi/BLE LED

nRF52840 ARM32 10 Zephyr/RIOT/etc. Zigbee/BLE/Thread LED
STM32 F103C8 ARM32 54 FreeRTOS/RIOT/etc. LTE Temperature, Humidity, Light, etc.

AliOS Things DevKit ARM32 8 AliOS Things WiFi/BLE 9-axis IMU, pressure, Mic., etc.
HaaS100 ARM32 29 AliOS Things WiFi/BLE/Ethernet SD Card, LED

COTS IoT devices / 11 Philips/Xiaomi/Tuya WiFi/BLE/Zigbee Water/Temp./PIR sensor, Plug, Bulb, etc

Edge

Raspberry Pi 4B ARM64 47 Raspbian Buster (Linux) WiFi/BLE/LoRa with 8GB RAM
NVIDIA Xavier AGX ARM64 3 Ubuntu 18.04 (Linux) Ethernet with AI accelerator
NVIDIA Xavier NX ARM64 1 Ubuntu 18.04 (Linux) Ethernet with AI accelerator
NVIDIA Jetson TX2 ARM64 1 Ubuntu 18.04 (Linux) WiFi/Bluetooth with AI accelerator
NVIDIA Jetson Nano ARM64 8 Ubuntu 18.04 (Linux) Ethernet with AI accelerator

Cloud LinkLab 2.0 Built-in Server x86_64 1 Ubuntu 20.04 (Linux) WiFi/Ethernet with 36-core CPU and GPU

(a) TelosB (b) Arduino Mega (c) Arduino Uno (d) ESP32 (e) nRF52840 (f) STM32 F103 (g) AOS DevKit (h) HaaS100

Figure 2: IoT devices deployment in LinkLab 2.0.

could simply upload the experiment binary via our web portal.
Furthermore, LinkLab 2.0 also provides a web-based IDE and
online compiling services to allow users to conduct experi-
ments anytime and anywhere. For programming the edge and
cloud, LinkLab 2.0 supports both programming with server-
less functions and Docker-based development.

(3) Data Collection Configuring: The experimental data
collection of LinkLab 2.0 is based on logging "channels".
Each channel represents a specific category of experimental
data. Currently, LinkLab 2.0 provides three channels: con-
sole logs, network traffic and energy measurement (for some
devices that are connected to a Monsoon Power Monitor).

(4) Experiment Execution: Once finished the provisioning,
users could start the experiment by clicking the "start" button.
During the experiment, users could select one or more devices
to view the serial/console outputs instantly and adjust the
configurations from the web portal.

(5) Report Acquisition and Data Processing: After the ex-
ecution, users could download the experimental report from
the web portal and use data processing tools such as Python
or R to perform further analysis.

Comparison to other testbeds/infrastructure. We com-
pare the development process of LinkLab 2.0 with the one
using FIT IoT Lab (for IoT device deployment) and FIT
Cloud Lab/Microsoft Azure (for edge/cloud development)
in Figure 3 and summarize the differences as follows. (1) Lin-
kLab 2.0 is the only testbed that includes the IoT, edge and
cloud, which facilitates users to do a one-stop development.
Users are not asked to login with multiple credentials and
the inter-device network is automatically configured. Users
of FIT IoT Lab will spend a long period configuring the bor-
der router and setting up the connectivity between IoT and
the cloud. (2) Furthermore, thanks to our integrated program-

ming support (§3.2), users could have a bird’s-eye view when
selecting devices and the networking parameters are shown
when programming, which could shorten the development
time. (3) The Web-based IDE and built-in online compilation
environment enable the one-key provision of developed ex-
periments. However, using FIT and Azure, developers could
only separately write code for the IoT and cloud and manu-
ally deploy the program, which both need much coordination
efforts between platforms.

3 Designs of Management Services

Managing such a multi-tiered testbed with various heteroge-
neous devices faces several non-trivial challenges. In this part,
we will present the challenges and solutions from the basic
architecture design to programming and reliability issues.

3.1 Overview of Management Architecture
As shown in Figure 4, all the IoT, edge and cloud devices are
managed by a three-tier architecture named LinkLab 2.0 De-
vice Control (LDC). LDC contains three building blocks: the
controller, the server and the client. The LDC controller is the
top-level management service, which is responsible for gath-
ering the programming and controlling tasks from the users.
The LDC server takes the experiment tasks as input, assigns
the tasks to the devices and forward the binaries or configu-
rations to the LDC client (for IoT devices) or directly to the
programmable devices (for the edge/cloud). The LDC client
is at the lowest level, which directly interacts with the IoT
devices and provides device control interfaces (e.g., program,
reset, and keep-alive) to the LDC server via the network.

Kubernetes-based management services. The architec-
tural design of LinkLab 2.0 does not happen overnight. We
next elaborate on the alternatives and our considerations dur-
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Figure 3: Development process of FIT IoT Lab (for IoT), FIT Cloud Lab or Microsoft Azure (for cloud) against LinkLab 2.0.
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Figure 4: Kubernetes-based management services.

ing the development of such a heterogeneous and large-scale
testbed.

Monolithic or cloud-native? In retrospect, LinkLab 2.0 is
originally built in a native, monolithic way, which means the
management functionalities are centralized in a handful of
monolithic services and bare-metally deployed on the server
with binaries. Nevertheless, after a few irritating experiences
of migrating the services between servers or establishing sub-
sites, we decided to adopt a cloud-native architecture (see Fig-
ure 4), which means decoupling functionalities to microser-
vices and deploying them with containers. The rationale is we
frequently build sub-sites to extend LinkLab 2.0’s coverage
and community, which makes us value the ease of service
management and migration brought by cloud-native more
than the extra overhead brought by containerization.

Be adaptive to highly fluctuating workloads. Since one of
LinkLab 2.0’s usage scenarios is online education, we ob-
serve a highly fluctuating workload during the operation of
LinkLab 2.0, i.e., many concurrent requests during classes
while few users are active at night. Simply over-provisioning
the management services is too conservative and uneconomi-
cal, hence LinkLab 2.0 leverages Kubernetes for adaptivity.

Kubernetes [53] is an open-source system that enables the

automated scaling of containerized services by instantiating
service replicas. As Figure 4 shows, all the key services are
containerized and managed by Kubernetes (except NATS, EMQX
and databases because they have their own scaling policy).
The addition of a server allocator makes LinkLab 2.0 scalable
for building LDC servers in multiple remote sub-sites.

Benefits. This Kubernetes-based management architecture
is scalable to user requests. Once the user request bursts,
services shown in Figure 4 will automatically scale up to
handle the requests and scale down to save the resources
when there are few requests.

Tiered management of devices. Due to the different pro-
gramming approaches between IoT and edge/cloud devices,
LinkLab 2.0 employs tiered management of the devices.

IoT devices. The real IoT devices are connected to a Rasp-
berry Pi (RPI), which the LDC client deployed on, via USB
serial. LDC client includes a programming service based on
the burning tool provided by the manufacturers of the devices
(e.g., avrdude for Arduino-series boards). An alternative is
using the Over-The-Air (OTA) technology to update the bi-
naries, while we gave up this idea due to the scarce storage
space on IoT devices and the wireless interference.

The management of virtual devices is akin to the real nodes.
The only difference is the addition of creating and deleting
interfaces for users to adjust the number and type of simulated
devices, and the managing commands are transmitted via the
network rather than USB serial.

Programmable edge and cloud. The management of the
programmable edge/cloud devices differs from IoT devices
in two ways: (1) LinkLab 2.0 leverages network-based con-
trolling instead of USB serial because the transmission speed
of USB serial (115.2Kbps) is generally much slower than the
network (>100Mbps), while the data size for provisioning
edge device is mainly in gigabyte magnitude. (2) The LDC
client is directly deployed on the programmable edge/cloud
devices because they have enough computing ability to handle
the management commands.

Hence, LinkLab 2.0 develops a runtime for the edge/cloud
(Figure 5) to support the programming, controlling and moni-
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Figure 5: LinkLab 2.0 edge/cloud software stack.

toring tasks. The LDC client is part of the edge/cloud runtime
and responsible for handling the commands sent by the LDC
server and reports the status of the edge device. Once the
LDC client receives an experiment deployment configuration,
the configuration manager parses it and deploys the experi-
ment. After provisioning, the lifecycle of the services of the
experimental application is managed by a service manager,
including starting, restarting and destroying the instances.

Benefits. This tiered management system as well as the
distributed design of LDC client and server dramatically re-
duces the efforts for adding the devices to LinkLab 2.0. Users
who intend to add new IoT devices only need to deploy an
LDC client and plug the device into the client. Without these
designs, adding devices requires plugging them into the same
hardware device that the LDC server lies on, which reduces
the scalability for deploying the IoT devices in the wild or
physically remote from the LDC management cluster.

3.2 Achieving IoT-Edge-Cloud Integration

We now introduce how LinkLab 2.0 achieves the integrated
programming for IoT, edge and cloud and how to guarantee
the reliable programming of the multi-layered devices.

Integrated programming for IoT, edge and cloud. The
most important feature of LinkLab 2.0 is to facilitate one-site
programming for IoT devices, edge and cloud. Moreover, Lin-
kLab 2.0 also supports serverless functions and computation
offloading to lower the threshold for experiencing cutting-
edge programming paradigms.

One-site programming for the three layers. In order to fa-
cilitate the one-site programming for IoT, edge and cloud,
LinkLab 2.0 optimizes each step of conducting an experiment.
(1) During the selection of devices, LinkLab 2.0 provides
users with the hardware network topology. With this view of
topology, users could choose devices from different layers
with fully aware of the connectivity between devices. (2) For
the programming step, users could use a Web-based IDE of
LinkLab 2.0 to write code directly in the web browser and
leave the compilation and deployment to LinkLab 2.0 backend
services. LinkLab 2.0 also automatically handles the network
between devices and shows the networking parameters (e.g.,

IP address) for each device during users’ programming. (3)
During the experiment execution, LinkLab 2.0 supports the
customization of configurations, especially the parameters for
inter-layer communication, which could not be easily config-
ured in other testbeds such as FIT IoT Lab. The programmable
configurations include connectivity settings (e.g., round-trip
time, bandwidth, packet loss rate) and performance settings
(e.g., resource quota of services, docker priority).

Customizable offloading with serverless functions. Recent
advances in serverless computing [60, 61, 74] allow users to
focus on the application logic other than wasting time on
the configuring environment and parallelism from scratch.
Hence, besides the basic Docker-based development, users
of LinkLab 2.0 could decompose their experiment logic into
serverless functions and deploy them on edge or cloud devices.
Moreover, to further simplify the serverless programming in
the IoT-edge-cloud scenario, LinkLab 2.0 provides device-

interaction APIs for serverless functions to read data from an
IoT device.

Based on the serverless functions, LinkLab 2.0 provides
systematic support for function offloading. Primarily, users
could use @remotable annotation to mark the function that
could be offloaded. Moreover, a large amount of related re-
search [36, 50] concentrates on the offloading policy. There-
fore, LinkLab 2.0 presents a customizable offloading frame-

work to enable users to define and test their own offloading
policies. Towards this, LinkLab 2.0 first decouples the of-
floading policy module from the offloading handler, which is
responsible to intercept the function execution and transmit it
to the offloading destination. Second, LinkLab 2.0 provides
customization interfaces for users to define their own policies.

Timely edge control based on vNICs. As we stated before,
LinkLab 2.0 uses the network to manage the programmable
edge and cloud, which is the same data channel that most
experiments use. Suppose an experiment intends to occupy
as much bandwidth as it can (which most experiments do),
the management delay of this device will dramatically in-
crease, or even the device will stop responding to manage-
ment commands. Existing cloud testbeds could alleviate this
by employing a dedicated network interface card (NIC) for
management and control. Nevertheless, most of the COTS
edge devices only have one NIC and are not customizable
after manufacture.

Hence, we develop a software-based tool, resGuard, to en-
sure the responsiveness of the management service under any
circumstances. (1) For outbound traffic, the resGuard first
uses cgroup to categorize the key management tasks (pro-
cesses) and other user tasks. Then, resGuard leverages tc

rate to guarantee the minimum bandwidth of management
tasks. (2) For inbound traffic, however, the aforementioned
approach is not applicable because tc only implements an
egress packet queue and cgroup could not classify the in-
bound traffic to its destination process. Hence, resGuard
takes advantage of the ifb virtual NIC mechanism of Linux.
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1 tenant:
2 name: NSDI2023
3 user: "alice", "bob"
4 hardware_exclusive: "AMega-1", "AMega-2", "ESP32-1", "RPI-1"
5 hardware_shared: "ESP32-2", "ESP32-3", "RPI-2"
6 services: "$all$" # enable all services

7 service_quota:
8 − compiling: 10 # unit: req/s

9 − burning: 5 # unit: req/s

Figure 6: Example configuration to create a tenant.

The ifb vNIC is a message queue by implementation and any
packet that is redirected to ifb will return to its original NIC
automatically after traffic shaping. Therefore, resGuard redi-
rects all the inbound traffic to ifb and uses tc to prioritize the
packet from the IP addresses which host the management ser-
vices. Note that resGuard only prioritizes the management
service, the experiments could only utilize all the resources
if there is no management task. In addition, resGuard also
reserves CPU quota for management tasks via cgroup.

3.3 Achieving Multi-tenancy

During the COVID-19 pandemic, we make LinkLab 2.0 avail-
able to teachers and students for educational purposes. How-
ever, this scenario poses new concurrency and multi-tenancy
challenges for LinkLab 2.0, which is guaranteeing a dedicated
and responsive usage of services and devices during a certain
period of time. This is because the programming requests are
expected to be handled immediately in a limited class time.

The containerized architecture of our management services
(Figure 4) is a good start for achieving multi-tenancy for its
scalability and isolation property. However, the programmable
devices, which are one of the building blocks of LinkLab 2.0,
are not included in this isolation framework. Hence, Lin-
kLab 2.0 proposes device-involved multi-tenancy. With this
technique, operators could easily create a new tenant for a
dedicated usage, and LinkLab 2.0 assures the programming
responsiveness of services and devices within a preset quota.

Device-involved multi-tenancy. Services in Figure 4 are
reconstructed to support multi-tenancy. First of all, each
database owns a TenantID field for other services to look up.
To avoid the interference of the tasks from different tenants,
the device allocator creates waiting queues for each tenant
and launches an appropriate number of instances to handle
the requests. Other services will subscript the task from NATS

once they are assigned to a tenant.
Once a new request of a user is received, LinkLab 2.0 will

first query which tenant the user belongs to and put the re-
quest to the corresponding queue. Then, the device allocator
searches for if there are idle devices that meet the user request
and belong to the requesting tenant. If so, the request will
be assigned to the device. Furthermore, this device-involved
multi-tenancy is also a lightweight approach to IoT device vir-
tualization. When creating a new tenant, administrators could
assign devices to the tenant in the ªexclusiveº or ªsharedº
manner. ªExclusiveº means the device could only be accessed
by the users of the tenant, while ªsharedº means the device

is shared with other tenants. There are primarily sensing and
actuation IoT devices in LinkLab 2.0. If a sensing device is
set to ªsharedº, we can multiplex its sensing data to multiple
tenants if necessary. On the other hand, the actuation devices
cannot be shared after being allocated to avoid conflicting
operations.

We also leverage an accounting mechanism for the con-
tainerized services in Figure 4 to record the resource usage
of each tenant. If a tenant exceeds its preset quota, the user
management will reject the new request from this tenant.

Tenant management. We build a command-line interface
(CLI) for administrators to manage tenants, such as creat-
ing a tenant or to moving a device/user to an existing tenant.
As Figure 6 shows, administrators could allocate users, hard-
ware resources, and software services with quota in a YAML

configuration file when creating a new tenant. Then use our
management CLI with LinkLab 2.0-manage tenant -c

<config>.yaml to create (-c) a new tenant to LinkLab 2.0.
Besides adding new tenants, LinkLab 2.0 also supports modi-
fying (-m) and deleting (-d) tenants.

3.4 Achieving Reliability

Reliability is the principal requirement of a testbed that is
used for both academic and educational purposes. To achieve
24/7 availability, LinkLab 2.0 employs an anomaly detection
system. The goal of the monitoring system is to keep two
groups of reliability problems away from LinkLab 2.0: (1)
Device-related problems, such as unexpected offline and ab-
normal sensor readings; (2) Service-related problems, such
as improper resource occupation and service breakdown.

Proactive and reactive device anomaly detection. To-
wards the device-related problems, we use both proactive and
reactive detection to catch the exceptions as soon as possible.

Reactive detecting. Basically, the devices in LinkLab 2.0
are monitored reactively, which means we only use the data
that is non-intrusively collected from the IoT device. Such
as we monitor the working state of the peripherals using the
readings piggybacked from users’ experiment applications.

Proactive probing. To monitor the devices that are used
infrequently and improve the coverage of device problem
detection, LinkLab 2.0 also employs proactive probing. We
create a benchmark set for each kind of IoT device that covers
most of the functionalities of the device. Once a device is
idled for a period of time (empirically set to 2 hours), our
monitoring system programs the benchmarks to the devices
and analyzes the output. Note that we make the regular user
requests could preempt the execution of probing benchmarks
for a better device utilization. Once abnormal behavior occurs,
our monitoring system will send an alarm to the operators.

Benefits. Besides alarming the maintainers of device fail-
ures, our device anomaly detection approach is also benefi-
cial to the reproducibility of experiments conducted on Lin-
kLab 2.0. To ensure the correctness and accuracy of the exper-
iments, we pay attention to the result consistency and abrasion
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of our devices by correlating the piggybacked sensor data in
the reactive detection with the environmental data collected
by the maintainers and the outputs of proactive probing with
our pre-defined ground truth.

Service anomaly detection via multi-model log fusion.

In this part, we introduce how LinkLab 2.0 detects service
abnormalities through log analysis during system operation.

Multi-model system runtime data collection. The runtime
log is an implicit indicator of the system’s health. LinkLab 2.0
collects both structured and semi-structured runtime data for
further anomaly detection.

(1) Structured key performance indicators (KPIs). KPIs
are the quantitative metrics that reflex the operating status
of the system. For each layer of LinkLab 2.0 (IoT, edge and
cloud), we collect different KPIs according to the intrinsic
difference of each layer. (a) For the edge/cloud layer, we
collect the network throughput, CPU, memory, etc., as the
KPIs. (b) For devices of the IoT layer, the connectivity of
each device (indicated by its heartbeat message to the LDC
client) is recorded. The KPIs are periodically collected by our
monitoring system. The interval is empirically set to 2min in
the current deployment.

(2) Semi-structured event logs. Each building block of Lin-
kLab 2.0, especially the management services in Figure 4,
reports the underlying behavior of the component via the
semi-structured event logs. These logs are mainly service-
specific outputs with timestamps and labels of severity levels
such as FATAL and ERROR. Our monitoring system collects
these logs from each layer of LinkLab 2.0 for further analysis.

Multi-model log fusion based anomaly detection. The col-
lected KPIs are time-series data, which are eligible for further
processing. Nevertheless, the collected semi-structured event
logs also need to be structured for anomaly detection. We pro-
pose the simFDT approach, which extends the widely-used
fixed depth tree (FDT) model with the ability to parse logs in
variable lengths using the similarity between logs and tem-
plates, to cope with diverse logs generated by heterogeneous
devices. After parsing by simFDT, we employ a sliding win-
dow to count the different events in a period of time as vectors
and feed the vectors to our anomaly detection algorithm.

We employ Autoencoder (AE) to detect abnormal events
of our entire system using the KPIs and the vectors parsed by
simFDT. AE is widely used for anomaly detection on time-
series data [13, 42, 55]. In order to reduce the overhead of
transmitting monitoring data, we leverage multi-level detec-
tion by separately training anomaly detection AEs for each
layer and deploying the models on the nearest upper layer of
the devices/services being monitored. For example, the AE
for IoT devices is deployed in the LDC client cluster and the
AE for the LDC client cluster is on LDC servers.

Operational findings of anomaly detection. We have
implemented and deployed the aforementioned anomaly de-
tection approaches to our production environment to achieve
24/7 reliability. Up to now, LinkLab 2.0 achieves 98.2% hard-

Table 3: Detected anomalies during the operation of Lin-
kLab 2.0 (sorted by the occurrence in descending order). Dev.
and Svc. mean the device- and service-related problems, re-
spectively.

# Type Root causes of detected anomalies

1 Svc. Docker images of services are recycled by Kubernetes.
2 Svc. Failed deployment of a newly developed feature.
3 Dev. The power supply of an edge/IoT device is broken.
4 Dev. Loose connection between devices and peripherals.
5 Svc. Disconnection of the reverse proxy to the cluster.
6 Dev. The peripheral/pinout of an IoT device is broken.
7 Svc. Network fluctuations for hours or days.
8 Svc. Deletion of key files caused by maintainer’s misoperation.
9 Svc. Power outage in the equipment room of LinkLab 2.0

ware available time across the IoT, edge and cloud layer since
the introduction of this system, and Table 3 shows the de-
tected anomalies. We can see from the table that our anomaly
detection approaches could recognize the abnormal states for
services, devices and the entire system.

Nevertheless, we observe false positives (FPs) and true
negatives (TNs) during the long-term deployment. Here, we
will elaborate on the occurrence of FPs and TNs, and discuss
how LinkLab 2.0 evolves to cope with the problems.

The observed FPs include: (1) The number of testbed us-
ages increases sharply, which leads to the false warning due
to unusual high resource usage. (2) The regular operational
actions by the maintenance team run out of the resources
(i.e., deploying a new version, too many concurrent proac-
tive tests for anomaly detection). (3) The false warning on
unprecedented low resource usage after a server upgrade. The
rationale behind these FPs is the data sources of the anomaly
detection are inadequate. Hence, we subsequently improve
the detection system by correlating the detection results with
the operational data (e.g., active user, deployment status) and
the domain knowledge of operators (e.g., server upgrade).

The TNs are mainly short-time service unavailability (usu-
ally for a few to tens of seconds) incurred by the network
fluctuation. These TNs could be easily addressed by shorten-
ing the interval of KPI collection and proactive probing. We
argue that the selection of the interval in the current deploy-
ment exhibits a good tradeoff between detecting accuracy and
overhead, and we will adjust the interval for the time-sensitive
situations such as supporting live classes and exams.

4 System Performance

We test our system to answer the following questions: (1)
Is LinkLab 2.0 scalable? (2) Whether the resGuard of Lin-
kLab 2.0 is reliable for programming edge/cloud devices and
what is the performance? (3) How does the multi-tenant de-
sign of LinkLab 2.0 perform?

Effectiveness of the scalable architecture. In this part, we
evaluate the scalability of LinkLab 2.0’s architectural design
by simultaneously issuing hundreds of concurrent requests
and see how many resources that used by LinkLab 2.0.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1689



	0

	500

	1000

	1500

	2000

	2500

	3000

	3500

0 300 600

C
P
U
	U
s
a
g
e
	(
c
o
re
·s
)

Concurrent	Requests

MR=1
MR=3
MR=5
MR=7

(a) CPU usage.

	0

	10

	20

	30

	40

	50

	60

	70

	80

0 300 600
A
v
e
ra
g
e
	C
P
U
	(
%
)

Concurrent	Requests

MR=1
MR=3
MR=5
MR=7

(b) Average CPU utilization.

Figure 7: Resource usage of management services for differ-
ent concurrencies. MR is the maximum number of service
replicas (i.e., the number of containers instantiated to serve
the requests of a service) when auto-scaling.

Figure 7(a) illustrates the usage of the CPU. Note that we
use the product of CPU utilization and time as the metric of
CPU usage in order to illustrate the overall usage during a
period of time rather than the instant usage, and we omitted
the illustration of memory usage because it shares almost the
same distribution to the CPU and page limit. We can observe
in Figure 7(a) that the relationship between CPU usage and
the concurrent request is linear across all the settings, which
is scalable because the per-user resource is stable even under
extreme concurrencies. Another observation is that the CPU
usage seems to be decreasing when the maximum number of
replicas (MR) increases. To investigate more on the reason
for the decrease, we go into the average CPU utilization of
each setting, as Figure 7(b) shows. We can see that the CPU is
under-utilized with lower MR, which may be because the tasks
have to wait longer when there is no worker replica to process
them. Nevertheless, the benefit of auto-scaling also has its
upper bound. In our setting, the upper bound is 5 replicas,
which we can see in both Figure 7(a) and 7(b), because the
management services of LinkLab 2.0 are deployed on a cloud
cluster with five nodes (each has a 2.5GHz CPU core).

Effectiveness of resGuard. In this part, we evaluate the
programming reliability of the IoT devices and edge/cloud
devices with our three-tiered management system.

For the IoT devices, there are only 504 (1.9%) failed trials
in 27,216 programming tasks from May 2020 to January
2021. For edge/cloud devices, we conduct an experiment to
evaluate the effectiveness of the resGuard we introduced
in §3.2. The evaluation methodology is that we attempt to
deploy a new experiment on the edge device while another
experiment is still running on that device, and we adjust the
bandwidth occupation of the existing experiment to see how
the deployment time varies under different situations. We
use two jobs as new deployment tasks: (1) the user deploys
an InfluxDB and views the logs, and (2) the user deploys a
Kafka logging service to the edge device. Figure 8 shows the
results. We can see that the deployment time increases rapidly
without resGuard while the deployment times stay still with
resGuard when the existing experiment takes up more than
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3MB/s bandwidth.
Effectiveness of multi-tenancy. To evaluate the effective-

ness of multi-tenancy, we use 100 devices of LinkLab 2.0 and
separate them into two tenants: G1 and G2. Then we emit
concurrent requests on behalf of the two tenants in different
distributions and record the latency per request of each stage
in LinkLab 2.0. We set the device quota as: G1 has 80 devices
and G2 has 20 devices. Figure 9 shows the results. We can ob-
serve that once the request number exceeds the device quota
of the tenant (e.g., G1=100>80, G2=10<20), its per request
latency increases greatly while the latency of the other tenant
is not affected. Moreover, the increased time is mainly spent
on waiting for allocation, which is a piece of direct evidence
that the tenants would not preempt the resources of others.

5 Representative Use Cases

LinkLab 2.0 facilitates various new usages in addition to
the basic wireless and embedded experiments supported by
existing IoT testbeds [3, 7, 28, 57]. Furthermore, during the
evolution of LinkLab 2.0, we extend it from an academic
testbed to an innovative learning and examining platform for
schools and individuals. We summarize the representative use
cases of LinkLab 2.0 in Table 4 and Table 6 and will elaborate
on both the research usages and outreaches in the rest of this
section, respectively.

5.1 Supported Research Experiments

Potential research domains. We summarize the potential
research domains that LinkLab 2.0 could support in Table 4.
Besides traditional wireless and embedded experiments, re-
searchers could conduct experiments with respect to server-
less computing, edge AI and other research topics easily and
holistically with the integrated architecture, heterogeneous
devices and various deployment methods of LinkLab 2.0. Fur-
thermore, with the involvement of edge and cloud, researchers
could extend the networking protocol experiments to the IoT
domain and obtain data from both the server and client.

While implementing all the research above is beyond the
scope of this paper, we internally developed three represen-
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Table 4: Research usages of LinkLab 2.0. F1-F4 are LinkLab 2.0’s features: F1: distributed and scalable architecture (§3.1), F2:
serverless/docker-based development (§3.2, S for serverless, D for docker), F3: offloading (§3.2), F4: multi-tenancy (§3.3).

Category LinkLab 2.0’s representative use cases Scale
LinkLab 2.0’s components/features used in researches

Cloud Edge IoT F1 F2 F3 F4

Potential

Research

Domains

Cloud-Edge-IoT integrated application [21, 31, 73, 76] 2+ devices ● ● ●

N/A

S, D ◗

N/A

Wireless and embedded experiments [39, 64, 77] 2+ devices ◗ ● ● D ◗

Offloading algorithms [23±25, 40, 43] 2+ devices ◗ ◗ ● S ◗

FaaS and serverless computing [2, 5, 6, 14, 17, 60, 61] 2+ devices ◗ ◗ ● S ●

Container-based service composition [35, 62, 63, 75] 1+ devices ◗ ◗ ● D ◗

Edge AI [29, 38, 45, 54, 71, 72] 1+ devices ◗ ◗ ● N ◗

IoT networking protocols [15, 37, 59] 3+ devices ◗ ◗ ● D ❍

Industrial Internet of Things [11, 32, 44, 65, 69] 3+ devices ◗ ◗ ● D ◗

Example

Researches

dSpace: Composable abstractions for smart spaces [21] 5~10 devices ● ● ● D ❍

HRank: AI model pruning for edge computing [45] 3+ devices ❍ ● ● S, D ❍

Measurement of different IoT messaging protocol [59] 3+ devices ● ❍ ● D ❍

1
●=all of the cases use the component/feature, ◗=many but not all of the cases use the component/feature, ❍=the component/feature is not used.

2 N/A means feature F1 and F4 is not applicable for individual usages.

Table 5: Collected data in Edge AI experiment with LinkLab.
Device Action Time (s) Size Acc.¶

NVIDIA

Xavier AGX

(w/ accelerator)

Rank generation 590.7
Before:
115MB

⇓
After:
15MB

92.9%
(93.9%)

Model pruning 4,213.5
Inference 15.2

Raspberry Pi

(no accelerator)

Rank generation 180.1
93.9%³

(93.9%)
Model pruning ±²

Inference 385.4³

¶ Values in the parentheses are the results presented by the authors of [45].
² Model pruning on Raspberry Pi (RPI) is too long to finish.
³ Measured using HRank authors’ model since pruning on RPI is too long.

tative experiments that could evaluate the functions and lead
the further usage of LinkLab 2.0. Code and tutorials of these
experiments are publicly available1.

Experiment 1: Cloud-Edge-IoT integrated application.

We use a programming framework for smart spaces named
dSpace [21] as an example to show the potential of Lin-
kLab 2.0 for deploying cloud-edge-IoT integrated research.

Implementation. We directly deploy the open-source
dSpace runtime [20] on the cloud. A home automation frame-
work (Home Assistant in our implementation) is deployed
on the edge to manage the IoT devices locally and provide
device-controlling APIs for the dSpace runtime.

Findings. (1) The original version of dSpace only takes
the COTS IoT devices into consideration. With the help of
LinkLab 2.0, could explore a larger design space by obtaining
more detailed data on network traffics and energy consump-
tion by deploying instrumented codes on the prototyping
devices of LinkLab 2.0. (2) The integrated architecture of
cloud-edge-IoT and the docker-/serverless-based program-
ming approach of LinkLab 2.0 facilitate users to explore the
"sweet spot", and this dSpace case is an ideal example. To
be more specific, users could easily move the Home Assis-
tant module between edge and cloud to evaluate the tradeoff
between deploying the Home Assistant module on the edge
(unreliable edge-cloud connection but shorter local control
latency) and cloud (responsive device-controlling APIs but
higher device control latency).

Experiment 2: Edge AI. Recently, Edge AI is recognized
as one of the emerging technologies by Gartner [22] since

1https://linklab.emnets.cn/tutorials
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Figure 10: Collected performance of IoT protocols.

it could provide lower latency and better privacy for users.
In order to illustrate how LinkLab 2.0 facilitates Edge AI
experiments, we conducted an example experiment based on
HRank [45] which prunes the AI model to make it feasible to
be executed on the resource-constrained edge devices.

Implementation. For model pruning, HRank first generates
the rank of each layer of the model by performing the training
process with a very small portion of the dataset. Then, HRank
prunes the less important filter by retraining the original model
with the generated rank. With LinkLab 2.0, users could simply
apply for an edge device, deploy the rank generation and
pruning algorithm, and evaluate the accuracy degradation
of inference with the serverless functions or native dockers.
Table 5 shows the comparison of the execution time, model
size and inference accuracy of HRank on heterogeneous edge
devices, namely Xavier AGX (AGX for short) and Raspberry
Pi (RPI for short).

Findings. (1) During our reproduction of HRank, we en-
countered an abnormal result. It is known that AGX’s CPU is
more powerful than RPI’s, and AGX is also featured with a
GPU-like accelerator. Nevertheless, the rank generation time
on AGX is much longer than on RPI (see Table 5), which is
unusual. After our investigation, we finally found the reason
as follows. The HRank code leverages a GPU-based matrix al-
gebra library named MAGMA to accelerate the rank generation,
but it does not have an ARM distribution for AGX. Hence, on
the AGX, HRank must move the intermediate variables during
training from GPU to CPU to calculate rank and move back
to the GPU, which leads to massive performance degradation.
We attribute this interesting finding to LinkLab 2.0’s various
and heterogeneous edge devices that could be used to obtain a
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Table 6: Outreaches of LinkLab 2.0. Similar to Table 4, F1~F4 represent LinkLab’s features and S/D represent serverless/Docker.

Category Outreaches of LinkLab 2.0 Scale
LinkLab 2.0’s components/features used in cases

Cloud Edge IoT F1 F2 F3 F4

Educational

Institutions

E1: IoT curriculum of undergraduates in College A ~40 users/yr. ● ● ● ❍ D ❍ ●

E2: IoT fieldwork courses for students in College B ~90 users/yr. ● ❍ ● ❍ S, D ◗ ❍

E3: Joint construction of an IoT Laboratory with University C ~400 users ● ● ● ● S, D ◗ ●

Commercial

Cooperations

C1: Online IoT device playground of Merchant D ~150 users ❍ ❍ ● ● D ❍ ●

C2: IoT Engineer Certification Exams of Merchant D ~500 users ● ● ● ❍ D ❍ ●

Third-party

Individuals

T1: Geek developers
1000+ users

● ● ● ❍ S, D ◗ ❍

T2: Self-learners of rudimentary IoT developments ● ❍ ● ❍ S, D ❍ ❍

●=all of the cases use the component/feature, ◗=many but not all of the cases use the component/feature, ❍=the component/feature is not used in the case.

more thorough view of the performance of the algorithms. (2)
In addition to the above experiment, LinkLab 2.0 also allows
users to build edge AI applications with the real-world sens-
ing data which could be acquired from our IoT devices and
test the performance brought by unstable wireless networks,
which are currently not supported by other testbeds.

Experiment 3: Measurement of IoT protocols. Different
from the dominance of HTTP for web applications, there is
no unique protocol that could serve all the diverse application
scenarios of IoT. Hence, conducting measurement studies on
IoT protocols under different scenarios is worthwhile, espe-
cially before the actual deployment of IoT applications.

Implementation. As [59] illustrates, we compare the two
most-used IoT protocols, MQTT and CoAP, using Lin-
kLab 2.0. To make the measurement closer to the real-world
application, we leverage the widely-used EMQX message bro-
ker on the cloud for both CoAP and MQTT. With respect to
the clients, we develop the client based on libcoap and paho.
Figure 10 shows the measured end-to-end latency (device-
edge-cloud-device) and message loss rate against the increas-
ing number of devices.

Findings. (1) By virtue of the LinkLab 2.0’s theoretically
unlimited number of virtual IoT devices, users could easily
simulate large-scale, real-world IoT applications to evaluate
the performance of edge cases. (2) With the help of Lin-
kLab 2.0’s bandwidth management, users could measure the
performance of protocols under different network conditions.

5.2 Outreaches
We now report the three types of external users for non-
academical usages as shown in Table 6.

Educational institutions. The most valued and long-acting
outreach of LinkLab 2.0 is supporting the IoT programming
practices of the relevant courses in schools, especially after
the outbreak of the COVID-19 pandemic.

As shown in Table 4, the usage of LinkLab 2.0 covers reg-
ular IoT curriculum (E1) to fieldwork courses (E2). A and B
are both technical colleges that teach students both theoretical
expertise and practical skills, and students of these colleges
mainly choose to serve the local economy for non-academic
jobs after their graduation. To cope with this teaching objec-
tive, LinkLab 2.0 decides to establish a series of experiments
to better train students from various knowledge and socioeco-
nomic backgrounds ready for job markets.

(a) Online virtualization (b) Tabletop model (c) Tabletop schematics

Figure 11: Online-offline integrated smart elderly care educa-
tion toolkit for College B.

We use our cooperation with college B, which is proficient
in serving the local smart elderly care industry, to exemplify
how LinkLab 2.0 works with the institutions and builds cur-
ricula for their students. To initialize the cooperation, we set
up seminars with teachers in college B to introduce the func-
tionalities of LinkLab 2.0 and co-create a basic version of
the experiment series that fulfills the knowledge points of the
courses. Then we support students for one semester’s usage,
collect operational data for each experiment (e.g., average
completion time, retry counts) and discuss again with the
teachers to adjust the difficulty of each experiment or extend
the experiments to cope with the changing demands of the
job market. The above process is performed recursively in
the last three academic years. Up to now, the outcome of our
collaboration with College B includes (1) a set of lab exper-
iments for the technical school students who major in IoT,
and (2) an online/offline integrated education toolkit for smart
elderly care (see Figure 11). The toolkit includes an offline
tabletop model containing necessary sensors and actuators
for students to realize their ideas on smart elderly care, as
well as an online simulated environment to remotely test their
programs in a visualized way with the identical program to
the offline realization.

Furthermore, thanks to the cloud-native architecture, Lin-
kLab 2.0 also jointly built an IoT laboratory (E3) with Uni-
versity C in a short time, which contains a cabinet of devices
with LinkLab 2.0’s containerized management software pre-
installed. This laboratory is used for the experiments, exams
and research of all the IoT-related curricula in University C.

Commercial cooperation. LinkLab 2.0 also draws the at-
tention from commercial institutions. LinkLab 2.0 facilitates
an online IoT device playground named HaaS Lab (C1) for
Merchant D, which releases a new IoT development board
named HaaS (Hardware-as-a-Service). HaaS Lab allows users
to try the features of the HaaS board online before buying it
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Figure 12: Illustration of the number of registered users and
accumulated working hours of devices of LinkLab 2.0.

Figure 13: Evolution of LinkLab 2.0.

and Merchant D initiates HaaS Lab to promote its sale. More-
over, LinkLab 2.0 also supports an IoT engineer certification
program (C2), which contains a qualifying exam and a lab
exam, by creating a dedicated examination tenant.

Third-party individuals. There are 1,000+ third-party

individuals that use LinkLab 2.0. According to the question-
naire we collected when users are registered, geek develop-
ers and self-learners take a large proportion of individual
users. The geek developers use our testbed to prototype their
new ideas without buying the actual hardware (T1), and the
self-learners study rudimentary IoT developments (T2) with
LinkLab 2.0.

6 Evolution and Lessons Learned

We are excited to see a broad use of LinkLab 2.0 in diverse
scenarios since December 2018. Figure 12 illustrates the num-
ber of registered users and the device usage hours of Lin-
kLab 2.0. We can see from the figure that LinkLab 2.0 has
over 2,100 registered users and they have conducted 17,300
hours of experiments in total. We also noticed that during
the first wave of the COVID-19 pandemic in the first half of
2020, both the new user registration and experiment hours
of LinkLab 2.0 increased rapidly. Before January 2020, the
concept of online education of IoT is not widely recognized

and most of the experiments are occasionally conducted for
research purposes.

We have progressively extended the functionality of Lin-
kLab 2.0 since its first public release. According to the differ-
ent focuses of the LinkLab 2.0’s development, we divide the
four-year operation into three phases, as shown in Figure 13.

Phase I (2018/12~2019/8): IoT device testbed. In this
phase, we focus on the basic building blocks of LinkLab 2.0
as an IoT device testbed, such as device management, on-
line compiling, and the web-based programming interface.
Because of the diversity of the IoT hardware used in IoT
applications, we investigated popular online IoT forums and
academic projects, then selected five far-reaching develop-
ment boards that cover the mainstream IoT ISAs (i.e., ARM,
AVR, MSP and Xtensa).

Phase II (2019/8~2020/5): Integration with cloud and edge.

Based on our experience in IoT application development and
the requests from LinkLab 2.0’s user community, we realized
that the cloud and edge were indispensable for a complete
IoT application. Therefore, we started to bring cloud and
edge devices to LinkLab 2.0 and refactored the management
software to cope with this architectural change. In this phase,
we continue to increase the number of IoT devices. To better
cope with the community’s demand and avoid the waste of
investments, we leverage an expenditure utilization metric
with the device usage per day and the cost of a device to assess
how to allocate the purchase budget of hardware.

Phase III (2020/5~now): Cloud-native and multi-tenancy.

Advancing to the third phase, we extended LinkLab 2.0 with
Kubernetes-based scalability and multi-tenancy. Moreover,
we continued to enrich the list of supported IoT devices in
this phase, such as the nRF52840 and COTS IoT devices.

During this four-year evolution, we have learned a lot
while developing and operating LinkLab 2.0 on a broad scale.
Hence, we report five lessons learned as follows.

Lessons Learned 1⃝: It is not easy to support hetero-

geneous devices for online experimentation. Before Lin-
kLab 2.0, we experienced a smooth development process
using a sensor network testbed with about 100 TelosB motes.
However, it is not a plain sailing when we try to bring more
heterogeneous IoT devices to LinkLab 2.0.

For example, ESP32 boards can not automatically enter
the programming mode because the flashing signal issued
by the uploading software is too short. We finally came up
with the idea of adding a 10µF electrolytic capacitor to the EN
port of ESP32 to lengthen the flashing signal, which works
properly. Unfortunately, we failed to attach some boards that
need to manually switch to the programming mode or restart
the device by pushing an on-device button (e.g., TI CC2650
DK and HiSilicon Hi3861). This manual intervention leads
to the human-in-the-loop problem and does not conform to
the design principle of LinkLab 2.0.

According to our operational experience, we summarize
a checklist on what device could be attached, which is: the
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devices (1) do not need a manual restart, (2) owns the inter-
face to get operational logs, and (3) support compilation and
upload via a command-line interface. We believe this check-
list is favorable for the operators of existing or blueprinting
testbeds that use IoT devices, and the researchers that intend
to conduct large-scale experiments automatically.

Lessons Learned 2⃝: It is difficult but important to sup-

port CI/CD (continuous integration/deployment) as well

as online monitoring for providing 24/7 continuous ser-

vices. We planned to adopt the CI/CD process at the beginning
of developing LinkLab 2.0. However, building a proper test-
ing environment for CI/CD is challenging for LinkLab 2.0.
Specifically, a complete testing environment of LinkLab 2.0
includes various devices and cloud servers with the proper
software. It is not easy to build such an environment for each
developer, especially those who worked remotely in a dif-
ferent city during the pandemic. Therefore, CI/CD was not
supported in LinkLab 2.0 during Phase I. However, after expe-
riencing problems like software incompatibilities and devices
offline, we added CI/CD support to LinkLab 2.0 in Phase II.

Specifically, we set up a testing environment with dedicated
cloud servers and a representative subset of devices for CI/CD.
Note that compared with the cloud servers, the IoT/edge de-
vices are much more problematic. Therefore, using a subset
of operating devices instead of using dedicated testing devices
can significantly increase the similarity between the testing
environment and the operating environment. To further avoid
the interference of automatic testing to the operating devices,
a device will only be selected to act as a testing device without
any adjacent tasks.

Even with CI/CD, online monitoring is also important for
quality assurance. Device malfunctioning, wireless connec-
tion instabilities, and bursty usages are inevitable for an IoT
testbed. Hence, LinkLab 2.0 performs online monitoring for
all its software components and devices constantly. In case of
any problems, alerts will be sent to maintainers automatically.

Lessons Learned 3⃝: Cloud-native is not optional, but

necessary. As shown in Figure 12, the number of Lin-
kLab 2.0’s users surges during the COVID-19 pandemic.
Without the containerized architecture, resource management
became painful due to the busty usages (e.g., concurrent ex-
periments of a class of students) and various QoE require-
ments (e.g., time constraints for online exams). Table 4 gives
such examples including classes (E1) and exams (C2). There-
fore, during Phase III, LinkLab 2.0 became fully cloud-native
by containerizing all services and using Kubernetes for on-
demand auto-scaling, service provisioning, etc.

An unexpected benefit of becoming cloud-native is that
it is one of the necessities to support multi-tenancy. After
using LinkLab 2.0 for experiments or teaching, some users
started to ask for dedicated devices instead of shared ones,
for performance and privacy considerations. Therefore, we
extended LinkLab 2.0 to support multi-tenancy (e.g., E3 and
C1 in Table 4 are two typical tenants), which was straightfor-

ward with cloud-native. With multi-tenancy, we could divide
a certain proportion of services and devices into a dedicated
tenant to meet various requirements of the usage scenarios.

Lessons Learned 4⃝: Incorporating open-source projects

can not always accelerate the development process. Lin-
kLab 2.0 builds on top of a large body of open-source projects,
such as the Kubernetes for service management and EMQX
for message dispatch. However, open-source software is not
always ready for out-of-the-box usage, and an active com-
munity is profoundly important. For example, we build our
web-based IDE based on Eclipse Theia [19], but we have to
extend it for interacting with remote IoT devices and many
other features, which means massive modifications. With an
active community like Theia’s, some of the modifications may
be inspired by the existing discussions or solved by submitting
issues. Unluckily, some modifications are unprecedented to
the community and should be conducted by a developer who
knows this open-source project well. Nevertheless, gigantic
projects like Theia are too complicated to know everything
about, especially for student developers.

Lessons Learned 5⃝: Plan for obsolescence. For a long-
term project, the availability of underlying open-source soft-
ware could change unexpectedly. The first example is an IoT
OS named AliOS Things gives up the support of ESP32,
STM32 and other boards after a version iteration due to their
adjustment of commercial strategy. To make things worse,
they also stopped the maintenance of the compilation tool-
chain for the old version, which influences LinkLab 2.0’s
online compilation and flashing service. To this end, we man-
aged to rebuild the obsolete tools with public documentation
and older versions, which costs much labor work. The second
one is the API obsolescence in open-source projects, which
occurs when we update Theia from v0.8 to v1.1. After the
update, most of our WebIDE components work improperly.
Afterward, we check our entire code base for external depen-
dencies, persist the current version to avoid the discontinuance
impact, and be cautious when adopting newer versions.

Hence, according to the above five lessons learned, our
suggestions for future testbed stakeholders are four-fold. (1)
The devices which satisfy the checklist in lessons learned 1
are easier to attach into the testbed. (2) Take fully advantages
of the cloud-native micro-service software architecture to bet-
ter cope with bursty requests and minimize the maintenance
overhead. (3) Try to incorporate the open-source software
which owns an active community and has been tested by time.
(4) Always remember to leave a copy of external resources
such as compiling tools to avoid the obsolescence.

7 Future Directions

In this section, we envision the potential future directions and
our plans for Phase IV of LinkLab 2.0.

Firstly, we plan to attach more types of devices in Lin-
kLab 2.0. Recently, more kinds of heterogeneous devices are
used in edge computing scenario. For example, the FPGA-
based edge devices are widely used [68, 70] because they
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exhibit excellent performance on accelerating specific tasks
while keeping high energy efficiency. However, FPGA de-
vices have limited support for multi-tenancy, which is a key
feature of LinkLab 2.0. We plan to borrow the partial recon-
figuration approach [33] to provide concurrent programming
support and design a shim [16] for our LDC client to man-
age the FPGAs. Another important group of devices are the
boards featured with the trusted execution environment (TEE)
such as Arm Trustzone [8]. Such devices are used for secure
AI model training [52], sensor data collection [48, 58], etc.
Nevertheless, developing a TEE-based application is differ-
ent from existing development process because it requires
to develop the trusted and untrusted part of the application
separately and deploy them individually. Hence, we plan to
embrace the new programming pattern of TEE-based applica-
tions and attach more devices facilitated with TEE to serve a
broader research community.

Secondly, we also consider improving the granularity and
performance of our monitoring system as the next milestone
of LinkLab 2.0. As the number of supported devices and core
services grow continuously, configuring our monitoring sys-
tem becomes more difficult and requires more human-on-the-
loop efforts. This is mainly because the current metrics-based
and log-based monitoring system is not fine-grained enough to
track the micro-service invocation of each request. Recently,
the micro-service observability based on eBPF (extended
Berkeley Packet Filter) is widely studied both in academia
and industry [10, 12, 46]. It can provide more fine-grained
monitoring by leveraging user-space programmable kernel
extensions. Hence, we plan to incorporate eBPF with our mon-
itoring system to achieve more fine-grained and low-overhead
anomaly detection.

8 Related Work

With the proliferation of IoT technology, applications and
research of IoT grow rapidly. Several testbeds are proposed
to ease IoT research and application developments.

Device-edge/cloud integrated testbeds. FIT IoT Lab
testbed [1], proposed by the FIT consortium, is a large-scale
wireless sensor network testbed deployed across France. Ex-
cept for the full programmability of the sensor devices, FIT
IoT Lab also provides researchers with energy monitoring
and network sniffing infrastructure to obtain the experiment
data from multiple perspectives. Another testbed that con-
sists of experiments for both edge/cloud and IoT devices is
COSMOS [56], deployed in New York. COSMOS focuses on
supporting the experiments of advanced wireless technologies
such as mmWave and dynamic spectrum sharing.

LinkLab 2.0 differs from the above testbeds which also
include the programmability on both IoT and cloud/edge de-
vices in the following: (1) LinkLab 2.0 is the only testbed that
supports the one-site development for IoT, edge and cloud. (2)
For edge/cloud experiments, existing testbeds only provide
bare-metal development, while LinkLab 2.0 supports both
Docker- and serverless-based development. The above two

differences accelerate the experiment setup process for the
users of LinkLab 2.0.

IoT and sensor network testbeds. MoteLab [67] is a wire-
less sensor network testbed maintained by Harvard University.
MoteLab includes 30 MicaZ motes and a web interface. In-
driya2 [7] is a sensor network testbed with 41 TelosBs and
17 CC2650 sensortags that enables users to upload the exe-
cutable, monitor the outputs of the devices and obtain data
from the database. SmartSantander [57] is a city-scale testbed
containing thousands of sensors with IEEE 802.15.4 or RFID
connections that deploy across Santander city. Users could
both work with the sensing data and program the sensors with
executables to for their experiments. GioTTO [3, 4, 66] is a
campus-scale sensor testbed deployed at scale on the UCSD
and CMU campuses across several buildings. With the data
accessing APIs and the machine learning layer of GioTTO,
users could build intelligent inference applications without
writing much code.

Compared with these testbeds, LinkLab 2.0 proposes a
novel multi-tiered architecture for managing and controlling
IoT devices to achieve high deployment extensibility. Further-
more, LinkLab 2.0 leverages the containerized management
services for elastic scaling to enable the concurrent experi-
mentation of multiple users.

9 Concluding Remarks

We introduce LinkLab 2.0, a fully programmable testbed that
facilitates the integrated experiment with IoT devices, edge
devices and the cloud infrastructures. LinkLab 2.0 achieves
multi-tenancy and scalability by leveraging the container-
based architecture and the auto-scaling technique of Kuber-
netes. Moreover, our multi-level monitoring system ensures
the 24/7 availability for both the hardware infrastructure and
software services. Since its public availability in Decem-
ber 2018, LinkLab 2.0 has supported over 17,000 submis-
sions of experiments from 2,100+ users, and the accumu-
lated usage time across all the devices exceeds 17,000 hours.
From the four-year operational experience of LinkLab 2.0
for academia and education, we summarize five key obser-
vations and lessons learned concerning the device support,
CI/CD process and open-source projects adoption, which we
believe is favorable for other projects and testbeds requiring
the integration of cloud, edge and IoT.
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Abstract

Modern applications have been emerging towards a cloud-
based programming model where applications depend on
cloud services for various functionalities. Such “cloud native”
practice greatly simplifies application deployment and real-
izes cloud benefits (e.g., availability). Meanwhile, it imposes
emerging reliability challenges for addressing fault models of
the opaque cloud and less predictable Internet connections.

In this paper, we discuss these reliability challenges. We
develop a taxonomy of bugs that render cloud-backed ap-
plications vulnerable to common transient faults. We show
that (mis)handling transient error(s) of even one REST call
interaction can adversely affect application correctness.

We take a first step to address the challenges by building
a “push-button” reliability testing tool named Rainmaker, as
a basic SDK utility for any cloud-backed application. Rain-
maker helps developers anticipate the myriad of errors under
the cloud-based fault model, without a need to write new poli-
cies, oracles, or test cases. Rainmaker directly works with
existing test suites and is a plug-and-play tool for existing
test environments. Rainmaker injects faults in the interactions
between the application and cloud services. It does so at the
REST layer, and thus is transparent to applications under test.
More importantly, it encodes automatic fault injection policies
to cover the various taxonomized bug patterns, and automatic
oracles that embrace existing in-house software tests. To date,
Rainmaker has detected 73 bugs (55 confirmed and 51 fixed)
in 11 popular cloud-backed applications.

1 Introduction
Modern applications have been emerging towards a cloud-

based programming model where applications depend on
cloud services for various functionalities. Such “cloud na-
tive” practice greatly simplifies application development and
deployment, and realizes cloud benefits (e.g., scalability, avail-
ability, and cost efficiency). Today, all major cloud providers
offer various cloud services to support cloud-based program-
ming, e.g., storage, database, and machine learning [5,10,14].
These cloud services have been increasingly adopted, e.g., the
.NET SDK of Azure Storage services has tens of thousands
of daily downloads [70]. We term the applications that rely
on cloud services cloud-backed applications.

Application

Database

Storage

Application

Database
Service

Storage
Service

REST ca
ll REST call

syscall

lib call
transient 

fault
Slow 

connection

Server 
busy

Internal 
server 
error

syscall

(a) Traditional applications (b)  Cloud-backed applications

Figure 1: Fault domains of (a) traditional applications and (b) cloud-
backed applications (the subjects of this paper).

Cloud-backed applications interact with one or more cloud
services, usually through REST APIs over HTTP/HTTPS. To
ease programming, cloud providers typically offer SDKs on
top of the REST APIs to support applications written in dif-
ferent programming languages. For example, AWS provides
SDKs in 12 languages, such as .NET, Java, Python, and C++.

Despite the attractive benefits, cloud-based programming
imposes emerging reliability challenges introduced by the
fault models of opaque cloud backends and less predictable
connections between the application and cloud services. Fig-
ure 1 compares the fault model of cloud-backed applications
with traditional applications backed by local services. Un-
like traditional applications that have simple, shared fault
domains as the system services with well-specified APIs (e.g.,
POSIX), the fault domains of cloud-backed applications are
more heterogenous, unpredictable, and opaque. It is reported
that cloud-backed applications commonly experience tran-
sient errors and network delays [22, 42, 81, 88].

In this paper, we unravel the reliability challenges faced
by cloud-backed applications. We show that there is a lack
of standards and consistencies of existing cloud services on
what errors are communicated by cloud service APIs, and
how SDKs handle the errors. As a consequence, it is chal-
lenging for application developers to anticipate and correctly
handle myriad faults that could occur during the application’s
interaction with the cloud services, resulting in critical bugs.
For example, many SDKs employ automatic retries to handle
transient errors; however, retries on non-idempotent APIs, if
not done correctly, could result in elusive behavior, such as
silent semantic violations and unhandled exceptions (see §3).

Contributions. We take a first step to address the emerging
reliability challenges by building a “push-button” reliability
testing tool named Rainmaker, as a basic SDK utility for
any cloud-backed application. Rainmaker helps developers
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easily and systematically test their applications’ correctness,
in the face of various errors under the cloud-based fault model.
Rainmaker does not need developers to write policies, oracles,
or test cases. It directly works with existing test suites and is a
plug-and-play tool for existing test environments. Rainmaker
is generic to any type of cloud-backed applications.

Designing Rainmaker is challenging. Despite the rich liter-
ature on fault injection techniques and error-handling analysis
(see §7), we find that no technique can support a push-button
solution for cloud-backed applications. Many existing tools
provide only the basic randomized fault injection policies
and basic crash oracles [6, 37, 47] that can miss critical bugs,
and application-specific techniques are not widely applicable
(e.g., checking data consistency for databases [16,52] and file
systems [20,69]). Techniques that address program faults (ex-
ceptions and errno) and component faults (e.g., node crashes)
are too coarse-grained to capture the nuances of complex
interactions between the application and cloud services.

Rainmaker puts its focus on transient errors faced by cloud-
backed applications. Basically, Rainmaker injects transient
faults (e.g., temporary service unavailability and request time-
outs) by intercepting outbound REST API calls from the ap-
plication to the cloud service at the HTTP layer. HTTP-layer
interception makes it easy to capture fine-grained interactions
(including those triggered by SDK-level retries) and is trans-
parent to applications under test. Hence, Rainmaker requires
no modification of application source code and can be directly
applied to an existing test environment.

A key component of Rainmaker is its automatic fault injec-
tion policies that define 1) what faults to inject and 2) where
(e.g., at which REST calls) to inject faults. The former de-
termines the effectiveness and validity of the injected faults,
while the latter also affects test efficiency. Rainmaker’s fault
injection policies are guided by a bug taxonomy we devel-
oped to describe how error handling could go wrong under the
cloud-based fault model. The taxonomy is simple: it considers
transient error(s) that can occur during one REST API call ini-
tiated by the application (and the corresponding retries by the
SDK); yet, it captures common bug patterns and shows that
error (mis)handling of even one REST call can have major
impacts on application correctness. Rainmaker uses a small
set of injections to cover all taxonomized bug patterns.

Rainmaker also enables efficient testing to achieve high
testing coverage with a small number of test runs. Rainmaker
employs automatic dynamic instrumentation to record the
application’s calling context of each REST API call and to
inject call-site information in the HTTP header of outgoing
requests; Rainmaker’s HTTP-layer fault injection uses the in-
formation to selectively inject faults based on a desired code
coverage metric. The calling context also enables Rainmaker
to build diagnosis support to help developers debug applica-
tion behavior under fault injection (when a bug is detected).

Finally, Rainmaker includes automatic oracles to flag a
fault-injection test outcome as a likely bug, with low false pos-

itives. The oracles utilize exceptions and assertions of existing
software tests. For exceptions, Rainmaker does not naïvely
report any exception that fails a test as a bug, but checks
whether the exception is consistent with the injected fault—
an inconsistent exception indicates that the fault was handled
intentionally, but inappropriately (at least insufficiently).

Key results. We have implemented Rainmaker for .NET
applications. Rainmaker supports a number of cloud ser-
vices: Azure Storage (including Blob Storage [7], Queue Stor-
age [11], and Table Storage [12]), Azure CosmosDB [9], AWS
Simple Storage (S3) [1], and AWS Simple Queue (SQS) [4].
Supporting a new cloud service only takes the configuration of
the SDK API namespace and the request-ID tag. Rainmaker
is fully transparent to the application under test. We evaluate
Rainmaker with 11 popular .NET applications that use the
supported cloud services. Rainmaker found 73 new bugs in
total, among which 55 have been confirmed, and 51 have been
fixed (after we reported them). Many of the bugs have severe
consequences, such as unexpected application termination,
data loss/inaccessibility, and resource leaks. Rainmaker’s test
oracles are mostly accurate, with a very low false-positive
rate (1.96%), making its test results trustworthy.

Summary. The paper makes the following contributions:

• We unravel emerging reliability challenges of cloud-based
programming, faced by cloud-backed applications, under
the existing design of cloud service APIs and SDKs;

• We present a taxonomy to systematically understand error-
handling bugs that render cloud-backed applications vulner-
able to transient errors under the cloud-based fault model;

• We develop Rainmaker, the first push-button reliability
testing technique for cloud-backed applications, which can
effectively and efficiently detect bugs of myriad patterns;

• We have made Rainmaker publicly available at https://
github.com/xlab-uiuc/rainmaker, with instructions to
reproduce all discovered bugs.

2 Background and Motivation
We discuss the emerging reliability challenges faced by

cloud-backed applications as the background and motivation
of our work. Ideally, cloud-based programming should not
be different from traditional application programming using
native libraries. Unfortunately, as we will show in this section,
this is rarely the case in practice—handling errors under the
cloud-based fault model is challenging and error-prone.

2.1 Errors in Cloud-backed Applications
There are three key components related to how cloud ser-

vice related errors are exposed to the applications.

Error responses from cloud services. A request from the
application can fail due to a client-side error (e.g., local net-
work timeout) or a service-side error (e.g., temporary service
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SDK Retry (HTTP Status Codes) (API) Notes

Azure Storage (Blob/Queue/Table) 408, 429, 500, 502, 503, 504 Any Only 429 and 503 are retried before v12.3.0
Azure CosmosDB (HTTP mode) 403, 404, 408, 503 Read Only enabled for multi-region (no retry for single-region)
AWS S3 / AWS SQS 500, 502, 503, 504 Any Inconsistencies in different lang. SDKs (e.g., Java versus .NET)

Table 1: The retry policies of different cloud services. Besides the HTTP status codes, SDKs could also retry on error messages, e.g., the Azure
Storage SDK also retries on messages including InternalError, OperationTimedOut, and ServerBusy.

unavailability). In the latter case, the service returns an error
response indicating the error type. Most cloud services are
RESTful, and their APIs reuse HTTP response status codes
defined by the HTTP/1.1 standard. HTTP status codes 4XX
and 5XX indicate “client errors” and “server errors” respec-
tively. In addition, a cloud service can include service-specific
error codes in response payload to indicate fine-grained er-
ror types. For example, Azure Blob Storage can return 44
different error codes (e.g., BlobImmutableDueToPolicy and
BlobAlreadyExists) with the same HTTP status code 409
(Conflict) [8]. The practice is also used by other cloud ser-
vices, e.g., CosmosDB [15], S3 [3], and SQS [2]. Applications
use these codes to understand the nature of the errors and take
error-handling actions accordingly.
Retry on transient errors. When a request fails due to a
transient client- or service-side error (e.g., network timeout
and server overload), an application may retry the request,
hoping that it would eventually succeed. Cloud-backed appli-
cations mostly use the SDKs provided by the cloud service
providers to interact with the cloud services. Besides offering
easy-to-use, expressive APIs, SDKs also include error han-
dling logic with the goal of providing a native programming
experience. For example, when a REST API call to a cloud
service fails due to a transient error, the SDK tries to mask
the error from the application by retrying the request [67].
Propagating errors up to the application. If the retry efforts
fail or if the error is of a permanent type, the SDK propagates
the error up to the application in a way that is consistent with
a native programming experience. For example, .NET and
Java SDKs propagate errors to applications as exceptions.

2.2 Emerging Reliability Challenges
2.2.1 A lack of standards and consistencies

Our analysis of multiple cloud service APIs and SDKs from
Azure and AWS reveals a lack of standards and behavior
consistencies in all three components above, across cloud
services and SDKs from the same/different cloud providers.
Unanticipated errors. We observe many undocumented and
inconsistent error codes returned by cloud services. For exam-
ple, as of September 2022, common HTTP error codes such
as 408 (RequestTimeout) and 429 (TooManyRequests) that can
be returned by Azure Table Storage [78] are absent from its
official documentation [66]. We also observe that the same
error can be represented by different error codes across ser-
vices. For example, Azure Queue Storage represents the error

QueueNotFound by the code 404, while AWS SQS uses the
code 400 for the same error. We even reported and fixed
multiple typos in error messages in Azure Storage SDKs.

Second, whether an error will be masked by the SDK (with
retries) and whether an error will be propagated to an applica-
tion vary widely across different services, different versions of
the same service, and different language support of the same
version. Table 1 shows that SDKs of different cloud services
implement different retry policies. Azure Storage .NET SDKs
before v12.3.0 only retry on error codes 429 and 503; the later
versions add retry for 408, 500, 502, and 504 [28]. The .NET
SDK for AWS retries on LimitExceededException, but the
Java SDK does not. Finally, whether an error is propagated
to the application varies even across SDKs from the same
provider. The DeleteMessage API of Azure Queue propagates
an exception to the application when a 404 is returned by
the service. On the other hand, the DeleteEntityAsync API of
Azure Table silently ignores 404 errors and returns success.

The inconsistencies make it hard for developers to antici-
pate whether a cloud service will return a specific error and
whether the SDK will propagate it to the application.

Note that, unlike libraries and system services for tradi-
tional applications, a cloud service neither is a part of the
application nor has standard APIs such as POSIX.

Retry and non-idempotent APIs. While retry is a common
practice to mask transient errors, the retry may introduce
subtle errors. In particular, a retry on a non-idempotent cloud
service API can cause elusive effects, such as remote data
corruption, which can remain latent or lead to additional errors
(more details in §3). However, we observe that each service
implements different retry logic, with no standard practice or
discipline. As a result, the semantic of SDK APIs, under error
conditions, is often opaque and inconsistent.

2.2.2 Rarity and large space of faults
Developers often miss error-handling bugs with small-

scale, short-duration functional tests because cloud-based
faults, which could expose such bugs, are rare. Fault-injection
tools allow developers to simulate error scenarios during
testing. However, although it is not hard to implement fault-
injection mechanisms [35, 44], the key challenges lie in spec-
ifying policies about what faults to inject, where and when
to inject them, and oracles about what post-fault conditions
indicate a likely bug for developers to inspect. The space of
possible fault policies and oracles is large, if not infinite.
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2.3 Our Goal
Our goal is to address the emerging reliability challenges

faced by cloud-backed applications by (1) systematically un-
derstanding the bug patterns, and (2) building practical tooling
to systematically test whether a cloud-backed application can
correctly handle the myriad errors that may happen during
interactions with the cloud services it depends on. We em-
phasize a “push-button” technique that can be directly used
by application developers in an existing testing environment,
without the need of writing additional code or configurations.

3 Bug Taxonomy
To systematically understand the patterns of error handling

bugs of cloud-backed applications and to guide the design of
the Rainmaker tool, we develop a bug taxonomy to describe
how error handling could go wrong under the cloud-based
fault model. Figure 2 depicts the bug taxonomy as a tree.
An important trait is that the taxonomy considers transient
error(s) that occurred during one REST API call interaction
initiated by the application. It does not reason about multiple
independent REST API calls.

3.1 No Error Handling
In this pattern, the application simply does not handle cer-

tain transient errors. This can happen due to the inconsisten-
cies mentioned in §2.2.1. An application may not anticipate
a cloud service to return a specific error or may mistakenly
expect the SDK to mask a known transient error. For exam-
ple, an application using Azure Storage’s .NET SDKs before
v12.3.0, which do not retry on certain transient error codes,
may mistakenly assume that all transient errors are masked
by the SDK and hence not handle them. As a result, some
transient error from the cloud service can lead to application
crashes or other undesirable behavior.

3.2 Throwing Unrelated Exceptions
In this pattern, (mis)handling of an error results in a new

unhandled error that is usually unrelated to the root-cause
fault. A common example of this pattern involves request
retries. When a request to a cloud service fails with a timeout,
the SDK or the application cannot determine whether the
timeout happened on the request path or on the response
path. SDKs commonly treat timeout as a transient failure
and retry. However, if the timeout happened on the response
path (in which case, the original request was executed by
the service successfully), the retry can fail with a new error
(different from the original error) since the original request
has invalidated the precondition of the retry. This new error,
if not handled properly, can lead to undesirable effects.

Figure 3 shows an example of such bugs [32] detected by
Rainmaker in Microsoft BotBuilder [17]. BotBuilder stores
logs in the Azure Blob Storage service. Each log operation

Transient Error
Handling Bugs

No Error
Handling (§3.1) Buggy Error Handling

Throwing Unrelated
Exceptions (§3.2) State Divergence (§3.4)

Silent Semantic
Violations (§3.3)

Figure 2: Taxonomy of error handling bugs in cloud-backed ap-
plications. The taxonomy addresses the handling logic of transient
error(s) that occurred during the interaction of one REST API call.

try {
while (transcript.Count > 0) {

var activity = transcript.Dequeue();
await logger.LogActivityAsync(activity);

}
} catch (Exception ex) { 

...
}

/* libraries/Microsoft.Bot.Builder/TranscriptLoggerMiddleware.cs */

The BlobAlreadyExists (409) 
exception breaks the while loop; 
all the subsequent logs get lost.

Azure Blob 
Storage

timeout

409

Blob
created 

Blob
Already
Exists 

Figure 3: A bug of throwing unrelated exceptions in Microsoft
BotBuilder detected by Rainmaker (confirmed and fixed). The Azure
Storage SDK automatically retries on timeouts, which returns a 409
error because its precondition is invalidated by the first request.

calls an SDK API to create a new blob. If the API call success-
fully creates the blob, but the response times out, the Azure
Storage SDK automatically retries the request (§2). However,
since the blob has already been created by the first request,
the retry operation fails with a 409 (BlobAlreadyExists) error.
The SDK propagates this permanent error to the application.
BotBuilder does not anticipate or handle the error. This breaks
the execution of a loop that is supposed to upload a list of logs
to the Blob Storage service, resulting in a loss of subsequent
log data. Note that the exception seen by the application is
unrelated to the root cause (a transient timeout).

In the next two categories, the buggy error handling does
not immediately throw an exception. Rather, it causes unex-
pected (local or remote) state changes that may cause visible
symptoms (e.g., exceptions) during subsequent execution.

3.3 Silent Semantic Violations

In this pattern, mishandling of a transient error causes se-
mantic violations of the REST API specification, without
observable symptoms. The REST call returns successfully,
and hence the application executes in a happy path. However,
the silent semantic violation may eventually result in data
loss/corruption, or other incorrect application behavior. One
common example of this pattern is manifested by a similar
root cause as the one in §3.2: response timeout. Differently,
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/* src/.../Storage/AzureQueueDataManager.cs */

Azure Queue 
Storage

timeout

/// Get a new message from the queue
public async Task<QueueMessage> GetQueueMessage() {

...
var messages = await queueClient.

ReceiveMessagesAsync(maxMessages: 1, 
messageVisibilityTimeout);

return messages.Value.FirstOrDefault();
...

}

timeout

200
The queue is de-queued 
multiple times and null
is returned.

Figure 4: A silent semantic violation bug in Microsoft Orleans
detected by Rainmaker. Azure Storage SDK automatically retries
multiple times on timeouts, and mistakenly empties the queue.

in this pattern, the retry operation succeeds, and the SDK
successfully hides the transient error from the application.

Figure 4 shows a silent semantic violation [71] detected
by Rainmaker in Microsoft Orleans [13]. Orleans uses Azure
Queue Storage service to manage messages. It implements a
method GetQueueMessage() to dequeue one message from the
queue. As shown in Figure 4, the method calls the SDK API
ReceiveMessagesAsync to dequeue a message from the remote
service. The corresponding HTTP request is non-idempotent
and should not be naïvely retried [76], because each retry
changes the contents of the queue. However, the SDK API au-
tomatically retries the request on a transient fault. If a request
successfully dequeues a message but its response times out,
the SDK retries the request multiple times, each of which, if
successful, can dequeue a message. If the last retry/response
succeeds, the API successfully returns the message. The ap-
plication does not handle this corner case, even though the
API documentation mentions it. Such behavior violates the
semantic of the GetQueueMessage() API which is documented
to only “get a message from the queue” [62]. In fact, repeated
retries can dequeue all the messages from the queue, in which
case the SDK API returns null; Orleans does not expect such
behavior and would dereference the null pointer and crash.
Note that ReceiveMessagesAsync is not the only method that
has such behavior. If we replace it with SendMessageAsync, the
above example can enqueue more messages than expected,
which may lead to silent resource leaks on the cloud service.
Such silent semantic violations are hard for application devel-
opers to fix or even detect, as the retries are done by the SDK
and are agnostic to the application.

3.4 State Divergence
In this pattern, a mishandled transient error leads to diver-

gence of the local state (in the application) and the remote
state (in the cloud service). There is no API semantic violation
as in §3.3, but the state divergence could lead to undesired
application behavior, e.g., exceptions and resource leaks.

State divergence can happen when an application optimisti-
cally updates a local state that is correlated with the success
of a cloud API call made after the update. The bug manifests
if a transient fault fails the request (so no change on the cloud
side), but the application does not restore the optimistic up-

try{ ...
var container = blobClient
.GetContainerReference(containerName); 

if (!_checkedContainers.Contains(containerName)) 
{ 
_checkedContainers.Add(containerName);
container.CreateIfNotExistsAsync().Wait(); 

} 
...

} catch (Exception ex) {
Trace.traceError(...); 

}

/* ...\libraries\...\AzureBlobTranscriptStore.cs*/

...

Azure Blob 
Storage

Update local state (succeed)
Update remote state (failed)

The local container becomes a dangling reference; de-referencing it leads to errors.  

503

503

Figure 5: A local-state divergence bug in Microsoft BotBuilder
detected by Rainmaker (confirmed and fixed). Azure Storage SDK
automatically retries multiple times (for 503).

date. The updated state makes the application behave as if the
REST API call succeeded, while it actually failed.

Figure 5 shows a state-divergence bug [30] from Mi-
crosoft BotBuilder [17] detected by Rainmaker. BotBuilder
uses Azure Blob Storage to store blob data which is or-
ganized into containers. To create a container, BotBuilder
calls REST API CreateBlobContainer. When transient errors
(e.g., 503 ServerBusy errors) occur on the request path of a
CreateBlobContainer call, BotBuilder swallows the excep-
tion in the catch block. However, BotBuilder adds the con-
tainer into its local state of created containers before calling
CreateBlobContainer. As a result, the local state is corrupted
with a dangling container pointer, which leads to crashes when
BotBuilder dereferences the pointer (e.g., with a list opera-
tion). The bug has the same essence as file system bugs that
violate update dependencies [39]. On the other hand, transient
errors are likely more frequent than file system crashes.

State divergence can also happen when a request changes
the remote state, but the application is unaware of the change.
Such bugs can manifest when a transient fault breaks the
return path of a REST call that has changed the remote state.
If not handled correctly, the application would assume the call
never succeeded, leading to inconsistencies of states.

4 Rainmaker

4.1 Overview
Rainmaker is a “push-button” reliability testing tool for

applications that use RESTful cloud services, such as Azure
Storage, Azure CosmosDB, and AWS S3. It checks whether
the application under test can correctly tolerate or handle com-
mon transient errors under the cloud-based fault model (e.g.,
temporary service unavailability and request timeouts), and de-
tects bugs like the ones described in §3. Its “push-button” na-
ture comes from the automatic fault-injection policies (§4.2)
and oracles (§4.3), which are generic and applicable to any
application that uses the supported cloud services.

A developer can directly apply Rainmaker as a “plugin-
and-play” tool to their existing test suites in their existing
testing environments, without writing additional code or con-
figurations. The plugin-and-play nature is achieved by its fault
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injection mechanism—Rainmaker injects errors by intercept-
ing outbound REST API calls made by the application to
the cloud service at the HTTP layer. It includes a standalone
HTTP proxy component to do the interception. For example,
to inject a 5XX error on the request path of a REST call, the
proxy blocks the request from reaching the service and re-
sponds with an HTTP response containing the 5XX error code.
To inject a timeout on the response path, the proxy lets the
request go to the service; however, on receiving the response,
it introduces a delay to force a timeout at the application.

Compared with injecting faults directly into application
code (e.g., in the forms of exceptions), intercepting at the
HTTP layer brings a number of technical benefits: 1) it allows
intercepting fine-grained REST calls made by the application,
including those triggered by SDK retries. As we discussed in
§3, injecting errors into retry requests and responses is cru-
cial for exposing certain categories of bugs; 2) error handling
in cloud-backed applications depends on not only exception
types but also HTTP status codes; 3) it makes the fault in-
jection mechanism transparent to the application under test
and work irrespective of the application language and archi-
tecture; 4) HTTP requests/responses are highly interpretable,
and errors can be uniformly injected by manipulating HTTP
responses, with no need to understand external dependencies
(e.g., complex exception objects with multiple fields).

Usage. Rainmaker takes as input an existing testing suite that
uses RESTful cloud services such as Azure Storage services
or their emulators [68], and a desired coverage metric (§4.2.2).
Rainmaker first installs a local HTTP proxy that can intercept
and manipulate HTTP traffic to and from cloud services (or
their emulators). It then selects and executes a minimal set
of tests required to achieve the target coverage. As tests are
executed, Rainmaker injects faults into their REST API calls
according to automatic fault-injection policies. After each test
is executed, Rainmaker’s oracles analyze the test outcomes
and raise alerts as potential bugs are detected.

We envision Rainmaker to be a standard, widely-used test-
ing utility as a part of cloud service SDKs.

4.2 Fault Injection Policy
A fault injection policy specifies what faults to inject and

where (at which REST API calls) to inject them. Rainmaker’s
fault injection policies are designed with two main objectives.

First, the policies should be effective. This requires them to
1) inject only valid faults and 2) cover the myriad bug patterns
of the taxonomy (§3). One common policy is randomized fault
injection (e.g., selecting a random fault at a random REST
call). However, randomized injection can hardly be effective.
As shown in §3, to expose certain bug patterns needs multiple
specific faults injected along the interaction of a REST API
call—randomized injection is unlikely to hit the specifics.
In fact, randomized injection cannot even guarantee valid
faults. For example, returning a 503 (ServiceUnavailable)

timeout

Application Cloud Service

200 or 4XX

timeout

timeout

...

...
timeout

...

5XX

5XX

5XX

5XX

P  : Timeout the first response P  : Timeout all responses

P  : Return 5XX to
all requests

P  : Timeout the first response; 
return 5XX to subsequent requests 

Application Cloud Service

Application Cloud Service Application Cloud Service

1 2

3 4

Figure 6: Fault injection policies of Rainmaker that cover all the
bug patterns in our taxonomy (see Table 2). Arrows represent HTTP
requests and responses for a single REST call (and retries). 5XX
represents an error code for transient service-side failure. For a REST
call with no retry, the four policies are reduced to two.

error after a write request is successfully executed is invalid,
because this is inconsistent with the cloud service contract.1

Second, the policies should enable efficient testing—
achieving high testing coverage with a small number of test
runs. Exhaustively injecting all possible faults at every REST
call could be prohibitively expensive, because one test could
issue thousands of REST API calls (see §5.3), and many differ-
ent faults are possible for each call. This is further aggravated
by the fact that each fault injection may require a separate
test run because injecting the first fault might disrupt a test’s
subsequent execution.

We next discuss how Rainmaker achieves the two objec-
tives in §4.2.1 and §4.2.2, respectively. Note that Rainmaker
can be easily extended to support new policies.

4.2.1 What faults to inject (for a REST API call)?
Rainmaker injects transient faults that occur during the in-

teraction of one REST API call, following the taxonomy in §3.
However, the fault space is large even for a single REST call.
This is because each of the large number of possible faults
may occur on the request or the response path of the original
request or subsequent retires issued by the SDK. Interestingly,
we find that a small set of four policies (Figure 6) are suf-
ficient to cover the taxonomized bug patterns, as shown in
Table 2. For REST calls that do not retry, the four policies are

1In practice, a cloud service backend can have bugs to return such an in-
consistent response [23]. However, we do not consider buggy cloud services.
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Bug Pattern Fault Injection Policies

No error handling P1, P2, P3, P4
Throwing unrelated exception P1
Silent semantic violation P1, P2
State divergence P1, P2, P3, P4

Table 2: The mapping from the bug patterns and the error injection
policies that can potentially expose each bug pattern.

reduced to two: 1) return a transient error code to the request,
and 2) timeout the response. The four policies are:

• P1 (Timeout the first response). This policy forces a retry
that can expose bugs related to invalidated preconditions.
Since the timeout is at the response path after the request
takes effect at the cloud service, the retry could trigger
bugs of throwing unrelated exceptions, silent semantic vi-
olation, and/or state divergence, depending on the REST
API semantics and the handling logic.

• P2 (Timeout all responses). This policy presents an entirely
timed-out REST call to the application, while the REST call
has taken effects (potentially multiple times) at the cloud
service. It could trigger bugs of silent semantic violation
and state divergence.

• P3 (Return transient error codes to all requests). Under this
policy, the REST call does not reach the cloud service as
all requests are returned with transient service-side errors.
The policy can potentially expose bugs of state divergence,
if the local state is optimistically changed before the REST
call, but not restored after the call fails.

• P4 (Timeout the first response and return transient error
codes to all subsequent requests). This policy presents a
failed REST call (with a transient error code in response) to
the application, which on the contrary has been successfully
executed exactly once at the cloud service. It could trigger
bugs of state divergence.

Rainmaker by default injects 503 (ServiceUnavailable), as
the transient fault(s) for request failures. For the responses,
Rainmaker injects a timeout fault. These two types of transient
faults are common and safe to inject and thus are valid faults
on the request and response path, respectively. In comparison,
error codes like 500 (InternalServerError) have undefined
semantics and service-side behavior. The error code can be
further customized for specific cloud services and their SDKs
based on their definitions of transient faults and retry policies.

Rainmaker identifies all the retried requests and their re-
sponses of each REST API call by checking the unique re-
quest ID in the HTTP header (e.g., x-ms-client-request-id
for Azure Storage services). The request ID is provided by the
SDK to identify the specific REST call request and is shared
by all the subsequent retried requests and responses.

One design choice we make is to avoid encoding specifica-
tions of REST/SDK APIs in policies (e.g., idempotency of a

Coverage Metric

C1 Cover all tests; for each test, select the first REST call.
C2 Cover all unique call sites of the application code; if a call

site is exercised by multiple tests, select the cheapest test.
C3 Cover all tests and all unique call sites in a pairwise manner.
C4 Cover all unique call sites of every test; if multiple REST calls

exercises the same call site, select the first call to inject.

Table 3: The coverage metrics supported by Rainmaker. We use C4
as the default metric. Note that injecting faults in every REST call
in every test is prohibitive (see §5.3).

REST API and retry behavior of an SDK API). Leveraging
API information can help optimize test efficiency. However,
it is known that specifications are expensive to maintain and
are often incomplete and outdated in practice. Rainmaker
minimizes its assumption on the REST/SDK APIs.

4.2.2 Which REST API calls to inject faults?
A test suite may generate an excessive number of REST

calls; injecting faults into all of them can be prohibitively
expensive, even with the above optimized policies (it could
take several machine-months for one application, §5.3). In
fact, many REST calls can be redundant (e.g., invoked by the
same application code location) for the purpose of covering
new error-handling code. Rainmaker therefore selectively in-
jects faults into a small number of REST calls, which achieves
certain coverage metrics and optimizes testing resources.
Coverage metrics. Rainmaker supports four different cover-
age metrics (Table 3). While C1 measures coverage in terms
of the REST calls, C2–C4 involves call sites of cloud service
APIs. We use the term call site to denote a location in the ap-
plication code that invokes an SDK API that eventually makes
one or more REST calls (typically, one SDK API invokes one
REST API [26, 27]). Call sites reside in the application code,
while REST calls are constructed by the SDK. Hence, C2–C4
are more intuitive to developers than C1.

However, computing C2–C4 is challenging for Rainmaker
and for any other tools that inject faults via a separate HTTP
proxy [37, 47]. This is because the proxy process does not
have visibility of call sites within the test/application process.
Making call sites available to the HTTP proxy. Rainmaker
addresses this challenge with two techniques using automated
instrumentation. First, Rainmaker enables a test to communi-
cate with the HTTP proxy through headers of outgoing HTTP
messages. Given test binaries, Rainmaker automatically in-
struments their outbound HTTP calls. An instrumented call
can put its call site information in the header of an outbound
HTTP request, so the HTTP proxy can retrieve the informa-
tion. This can be done automatically since outbound HTTP
calls are usually made with a small number of standard core
APIs. For example, one needs to instrument only four HTTP
client API families (e.g., HttpClient.SendAsync) provided by
.NET core libraries to intercept outgoing HTTP calls from all
Azure SDKs (see §4.5).
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Second, an outbound HTTP call needs to automatically find
its call site to put in the HTTP header. If the application were
single-threaded, the instrumented HTTP call could identify
the call site by taking the caller of the bottom-most SDK
function in the call stack. But, modern applications are multi-
threaded, and an HTTP call usually happens asynchronously
in a child thread created as a result of executing the call site.
In this case, a call stack taken at an outbound HTTP call does
not capture the call site that resides in a different thread.

To solve this problem, Rainmaker utilizes inheritable
thread-local storage (ITLS) supported by modern languages
such as .NET [64] and Java [49]. Any data stored in the cur-
rent thread’s ITLS automatically propagates to all its child
threads. Rainmaker automatically instruments all call sites
(identified by SDK namespace) so that at runtime, they store
their location information in the current thread’s ITLS. When
a call site eventually invokes an instrumented, outgoing HTTP
call, in the same thread or in a child thread, the call retrieves
the call site information from its ITLS and puts it in the HTTP
header for the proxy process to examine.

Test planning. With the call site information available at the
HTTP proxy, Rainmaker can inject faults according to the
specified coverage metric in Table 3. Each coverage metric is
a tradeoff between completeness and cost.

To plan the fault injection runs, Rainmaker first performs
a reference run of the test suite with no fault injection. Dur-
ing the reference run, Rainmaker measures the time taken by
each test and observes, by using its HTTP proxy, the REST
calls made by different tests. It then selects the tests that issue
REST calls as candidate tests for fault injection. Rainmaker
then performs an offline analysis to generate test plans con-
taining the minimum number of fault-injection target REST
calls (and their tests) in order to achieve target coverages. It
also outputs an approximate running time of each plan using
the time of the tests in the reference run and, if any, the de-
lays to be injected to create timeout errors. The time helps a
developer choose the right coverage metric by understanding
the tradeoff between completeness and cost.

Given the time taken by each test and the set of REST calls
each test makes in the reference run, it is straightforward to
implement the policies C1, C2, and C4. For C3, Rainmaker
models it as a linear programming (LP) problem of generating
a set of pairs that cover all N tests and M unique call sites (with
each test covering a subset of call sites), while minimizing the
total test running time (each test has different running time).
It then uses an LP solver to generate a plan.

Note that test planning, including the reference run and LP
solving, is done offline as a one-time effort. The results can
potentially be reused across test runs in CI/CD environments.

4.3 Test Oracles
A test oracle checks whether the outcome of a fault injec-

tion test run indicates a bug. A trustworthy oracle catches

/// test code
public async Task
Should_be_able_to_send_if_container_was_not_found()
{ ...
await plugin.BeforeMessageSend(message); ...

} /* ServiceBus.AttachmentPlugin.Tests/When_sending_message_using_connection_string.cs */

/// application code
public override async Task<Message>
BeforeMessageSend(Message message)
{ ...
try {
await container.CreateIfNotExistsAsync();

}
catch (StorageException ex) {
// intentionally swallow and continue

}
...
await blob.UploadFromByteArrayAsync(...);
...

} /* ServiceBus.AttachmentPlugin/AzureStorageAttachment.cs */

503

Azure.Storage.StorageException:
Service unavailable (503)

Azure.Storage.StorageException:
Container does not exist (404)

Figure 7: An exception captured by Rainmaker to detect a state-
divergence bug in ServiceBus AttachmentPlugin. The exception that
fails the test (404) is inconsistent with the injected fault (503).

different types of bugs with no false alarms so that developers
can focus their investigation only on true bugs.

With the goal of being generic and widely applicable
to any cloud-backed application, Rainmaker does not use
any application-specific oracle. Instead, it devises a set of
application-agnostic oracles on top of the existing test oracles
encoded in developers’ test code. These oracles are effective
in identifying various types of bugs, with low false positives.

4.3.1 Exception Oracle
This oracle flags a fault-injection test outcome as a potential

bug if 1) the test fails with an exception, 2) the exception is
created in application code rather than in test code, and 3)
the exception is inconsistent with the injected fault. We now
explain the rationale behind the three conditions.

When a test fails with an exception as a result of an injected
fault, it may not always mean a bug. For example, in the appli-
cations we use for our evaluation, many tests directly interact
with a cloud service (e.g., to setup the test environment) but
without proper error handling. If Rainmaker injects faults into
such REST calls, the test will fail with an exception. How-
ever, the failure does not indicate application bugs. Rainmaker
applies the second condition to filter out test failures due to
exceptions created in test code, based on the exception call
stack. Note that Rainmaker avoids injecting faults into REST
calls with call sites from the test code.

However, not all test failures due to exceptions created in
application code are bugs. For example, a utility method of
an application may intentionally propagate an exception to
the upper layer and expect it to be handled there. When a test
for this utility fails due to not handling the exception, the test
failure is expected, and it does not indicate a bug.

Rainmaker applies the third condition to only report bugs
when the final exception that causes the test failure is incon-
sistent with the injected fault (by searching the injected HTTP
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public async Task Receive_SendOne_Received() 
{ ... 
messages = await client.ReceiveAsync(queue);
Assert.Contains(messages, 
m => m.tag == tag);

} /* Trio/MessagingTest.cs */

Assertion failure:
Expect: True; Actual: False
(tag not found in messages)

timeout

Figure 8: An assertion utilized by Rainmaker to detect a bug of silent
semantic violation in Storage.NET backed by AWS SQS. When time-
outs are injected, ReceiveAsync dequeues multiple times, causing
an empty message list returned, which fails the assertion.

status code or error code in the exception stack). The intu-
ition is that, if the test fails due to an error different from
the injected fault, it indicates that the fault was once han-
dled (it shows the developer’s intention to handle it), but the
handling is inappropriate (at least insufficient) and causes a
different error that fails the test. This oracle can capture bugs
of throwing unrelated exceptions as well as silent bugs of
semantic violations and state divergence which do not cause
immediate exceptions but result in exceptions eventually. Fig-
ure 7 shows such an example, where a 503 fault injected
to CreateIfNotExistsAsync leads to a 404 exception from
UploadFromByteArrayAsync and fails the test.

Note that the oracle is incomplete. If an application misses
error handling (§3.1), exceptions exposed by the test could be
a bug. However, at the unit test level, it is indeterminate.

Relaxing the oracle. With all three conditions, the oracle
above is conservative. One can relax it to identify other types
of likely bugs. If the developer is testing an application or
running a system test (instead of a unit test), she can disable
the third condition so that Rainmaker flags any failure (e.g.,
crash) due to exceptions from appliation code as a bug. This
is because Rainmaker only injects transient faults that are
expected to be handled gracefully.

4.3.2 Assertion Violation Oracle
This oracle flags a fault-injection test outcome as a poten-

tial bug if the test fails due to an assertion violation (and not
an unhandled exception). Intuitively, transient faults injected
by Rainmaker should not impair semantic correctness of appli-
cation code; hence existing assertions should not be violated
if the faults are properly handled. The assertions in test code
could be brittle to fault injection [45], i.e., an assertion viola-
tion is not a bug, but caused by the fault injection changing
application runtime behavior. In practice, we find such brittle
assertions are small in numbers, as discussed in §5.2. The
assertion oracle can capture bugs of silent semantic viola-
tions and state divergence. Figure 8 shows how Rainmaker
leverages the existing assertion to capture a silent semantic
violation in Storage.NET [19].

4.4 Diagnosis Support

Associating source-code information with faults. Diag-
nosing and localizing bugs in application code triggered by

HTTP-level faults can be challenging without source-code
context. This can be true even when the developer knows the
fault-injected REST API or SDK API (via instrumentation),
because they can be invoked by multiple program locations.

To help developers debug the test failures, Rainmaker asso-
ciates the fault injection with source-code information in the
form of the call site, together with the call stack of runtime ex-
ceptions or assertions (§4.3). We find the REST API call site
and exception/assertion call stack are critical to debugging.
They help developers to understand what and where fault(s)
were injected and reason about the error propagation inside
application code. One can further apply existing techniques
to automatically reconstruct the failure execution (e.g., [85]).

Reproducing bugs. Rainmaker can reproduce a reported
bug because all fault injections for a test are determined by
the test planner (§4.2.2). If an injected fault exposes a bug,
Rainmaker can rerun the planned fault injection to reproduce
the triggered bug. If the test is nondeterministic, it may take
several runs to reproduce the bug. In our experience, the error
handling behavior for REST calls is typically local to the call
and is rarely affected by nondeterminism of test execution.

4.5 Implementation
We have implemented Rainmaker for Windows. Its HTTP

interception is implemented using MockServer [18], with
fault-injection policies implemented as MockServer rules in
Java. Rainmaker registers a system proxy for Windows Inter-
net Services to forward all HTTP traffic to the MockServer
proxy. This enables Rainmaker to inject faults to any applica-
tion that issues REST APIs. The oracles are implemented in
Python, which analyzes the raw test results and logs.

Rainmaker currently supports coverage metrics C2–C4 for
.NET applications only, which needs dynamic instrumenta-
tion to record and propagate call site information (§4.2.2).
The instrumentation is implemented using the .NET profiling
API [65] that enables changing bytecode of a method before
it is JITed. Rainmaker inserts call site information in HTTP
headers by instrumenting four HTTP API families from the
.NET core library that cover all outgoing HTTP messages. We
believe the same mechanism can be implemented for Java.

To support a new cloud service in Rainmaker only
takes two inputs in the form of configurations: 1) the
SDK namespace (e.g., Azure.Storage* for Azure Storage
SDK) and 2) the request-ID tag of the cloud service (e.g.,
x-ms-client-request-id for Azure Storage services and
amz-sdk-invocation-id for AWS S3). The former instructs
Rainmaker what call sites to record, and the latter identifies a
request and its retries (they all have the same request ID).

5 Evaluation
Our evaluation addresses the following questions: 1) Can

Rainmaker find new bugs in real-world cloud-backed appli-
cations? 2) Are Rainmaker’s testing results trustworthy? 3)
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Application Cloud Service # Stars # LOC Selected Tests

Alpakka Queue 106 14K 9
AttachmentPlugin Blob 67 1.3K 32
BotBuilder Blob, Queue 758 18K 67
DistributedLock Blob 838 17.1K 30
EF Core CosmosDB 11.7K 842.4K 420
FHIR Server CosmosDB 897 112.8K 202
Insights Blob, Queue, Table 20 51.7K 147
IronPigeon Blob 255 5.4K 7
Orleans Blob, Queue, Table 8.8K 187K 155
Sleet S3 276 18.7K 2
Storage.NET Blob, Queue, S3, SQS 567 12.4K 36

Table 4: The cloud-backed applications used in our evaluation.

What is the tradeoff between running time and coverage?

• §5.1: Rainmaker finds 73 new bugs in all 11 evaluated
cloud-backed applications, which represent a swathe of
reliability issues. So far, 55 of them have been confirmed,
and 51 have been fixed by the developers.

• §5.2: Rainmaker’s test oracles have a low false-positive
rate (1.96%) with regards to test failures.

• §5.3: Rainmaker significantly reduces running time com-
pared to exhaustive fault injection with coverage guarantee.

Evaluation setup. We evaluated Rainmaker on 11 popular
.NET applications that use six different cloud services from
two cloud service providers, Azure and AWS (Table 4). These
applications are mature and widely used; many are main-
tained by software companies, such as Orleans, BotBuilder,
EF Core, FHIR Server from Microsoft, Insights from NuGet,
and Alpakka from Petabridge. They use six cloud services:
Blob Storage [7], Queue Storage [11], Table Storage [12],
and CosmosDB [9] from Azure, and Simple Storage Service
(S3) [1] and Simple Queue Service (SQS) [4] from AWS. We
configure Rainmaker to support these services (§4.5).

We apply Rainmaker to existing test suites of the applica-
tions. Rainmaker automatically selects tests that interact with
the cloud services from the test suite by monitoring HTTP traf-
fic during the reference run (§4.2.2). The number of selected
tests varies from 2 to 420 across the applications (Table 4),
including both unit and system tests. We differentiate unit and
system tests based on their naming conventions.

All the tests that interact with Azure cloud services are run
with emulators: Azurite [68] for Blob, Queue, and Table and
the CosmosDB emulator [63] for CosmosDB. The tests that
interact with AWS are run with the real S3/SQS services; we
did not find an official AWS emulator.

5.1 Finding New Bugs
Rainmaker finds a total of 73 new bugs in the evaluated

applications (Table 5). Those bugs include all the bug patterns
in the taxonomy (§3): 29 bugs of no error handling, 23 bugs
of throwing unrelated exceptions, four bugs of silent semantic
violations, and 17 bugs of state divergence. Rainmaker finds
bugs in every application, showing the error-proneness of

Application No Error Throw New Semantic State TotalHandling Exception Violation Divergence

Alpakka 0 0 1 1 2
AttachmentPlugin 0 0 0 2 2
BotBuilder 0 2 0 2 4
DistributedLock 0 2 0 0 2
EF Core 7 0 0 0 7
FHIR Server 11 0 0 0 11
Insights 0 10 0 0 10
IronPigeon 0 1 0 0 1
Orleans 0 5 2 11 18
Sleet 0 2 0 0 2
Storage.NET 11 1 1 1 14

Total 29 23 4 17 73

Table 5: New bugs detected by Rainmaker across the applications.

handling transient faults with cloud-based programming. We
have reported 66 (out of 73) bugs. So far, 55 of them have
been confirmed, and 51 of them have been fixed.

Many of the detected bugs have severe consequences, such
as unexpected application termination, data loss/inaccessibil-
ity, and resource leaks (Table 6). All these consequences are
triggered by transient faults against one REST API call.

Rainmaker detects bugs that are unlikely to be exposed
by randomized fault injection. For example, a bug [36] in
DistributedLock is only triggered when timeout happens to
the response of a specific SDK API call site. The test used
for detecting this bug issues 900+ requests in total; only four
requests are from that specific call site. Rainmaker can con-
sistently detect this bug as it systematically exercises the call
sites of the REST API calls (§4.2.2).

Table 7(a) shows that all four fault injection policies (Fig-
ure 6) employed by Rainmaker are effective in finding bugs.
The four policies address different fault scenarios and are
complementary to each other. No policy detects all the bugs.
Similarly, Table 7(b) shows that oracles are complementary
to each other. For example, all the semantic violation bugs
are captured by assertions as they do not cause exceptions.

The 73 bugs cause 2,654 test failures in total. To inspect
them, we cluster test failures based on (a) the application call
site that invokes the REST API where fault(s) are injected and
(b) the exception stack trace in the application namespace, or
assertion. For two test failures with both (a) and (b) being the
same, they are considered to have the same root cause, i.e.,
injecting to the same API call site causes the same exception
stack trace in application namespace or assertion violation.

No error handling. Rainmaker found 29 bugs of this type,
where neither the SDK nor the application handles the injected
faults. These bugs are all from applications that use Azure
Storage SDK with versions before 12.3.0 and the CosmosDB
SDK; the former does not retry timeouts, and the latter does
not retry with our single-region setting. The applications using
these SDKs are expected to handle transient errors but do not
have error handling. These bugs are manifested in system
tests when Rainmaker injects faults into the REST calls.
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Consequence Example # Bugs

Externalizing IronPigeon-133: Deletion operations perform
unrelated exception on non-existent resources [46]. 36

AttachmentPlugin-277: Containers cannot beOperation failure created due to transient error [24]. 35

Incorrect results BotBuilder-5787: The timestamp metadata of
or states blobs is not set correctly [31]. 13

Application crash FHIR Server-2732: FHIR Server can crash
unexpectedly upon transient faults [38]. 11

Data loss or BotBuilder-6407: Activities that should be
inaccessibility logged are lost [32]. 4

Orleans-7790: Redundant messages were addedResource leak incorrectly to the Queue service [72]. 2

Table 6: Consequences of the bugs found by Rainmaker. One bug
can lead to multiple consequences.

Throwing unrelated exceptions. Rainmaker found 23 bugs
of this type. Rainmaker triggers these bugs by injecting time-
out to the response path after a request takes effect at the cloud
service (see Figure 3). While the bug in Figure 3 is captured
by an assertion on the number of created blobs, many other
bugs are captured by the exception oracle (the exception is
mostly inconsistent with the injected fault). Such bugs can
be avoided if the cloud service can collapse the retries: If the
first attempt is successful, the cloud service should ignore the
following retries of the same SDK API call. This requires the
cloud service to identify the retries of each SDK API call,
which can be specified by the SDK when it issues a retry.

Silent semantic violations. Rainmaker found four bugs of
this type. All of them are caused by retrying non-idempotent
REST APIs (e.g., ReceiveMessagesAsync in Figure 4). Rain-
maker detects these bugs by injecting timeout to trigger non-
idempotent retries and leveraging assertions to catch semantic
violations (as in Figure 8). Different from traditional system
services (e.g., file systems), cloud services seldom have stan-
dard API specifications like POSIX for file system APIs; doc-
uments are often outdated or incomplete. Without precisely
understanding the semantic and side effect of each REST API,
it is difficult for developers to avoid silent semantic violations.

State divergence. Rainmaker found 17 bugs of this type.
Some applications maintain local data structures to reflect
the state of the remote resources hosted by the cloud service.
Rainmaker triggers state divergence by injecting 5XX error
codes to the request path or timeout to the response path (e.g.,
Figure 5). Although the inconsistencies do not immediately
lead to exceptions, Rainmaker can still catch them when the
test throws exceptions (e.g., Figure 7) or fails assertions.

5.2 False Positives
While identifying bugs with its test oracles, Rainmaker in-

troduces a very low false positive rate of 1.96% (52/2,654).
It reports in total 2,654 test failures for the evaluated applica-
tions. Among the failures reported, only 52 of them were false
alarms. The low false positive rate is attributed to Rainmaker’s
exception oracles (see §4.3.1). If Rainmaker directly reports
exceptions thrown by unit tests, it would have reported 3.07

Application Fault Injection Policy
P1 P2 P3 P4

Alpakka 2 1 1 0
AttachmentPlugin 0 1 2 1
BotBuilder 2 1 2 1
DistributedLock 2 0 0 0
EF Core 7 n/a 7 n/a
FHIR Server 11 n/a 11 n/a
Insights 10 0 0 0
IronPigeon 1 0 0 0
Orleans 17 11 11 11
Sleet 2 0 0 0
Storage.NET 13 12 12 12

Total 67 26 46 25

Test Oracle
Exp (Unit) Exp (Sys) Assert.

0 0 2
2 0 0
3 0 1
2 0 0
0 7 0
0 11 0
10 0 0
1 0 0
16 0 2
2 0 0
2 11 1

38 29 6

Table 7: The breakdown of the number of bugs captured by the fault
injection policies (left) and oracles (right). For EF Core and FHIR
Server, the four policies are reduced to two, because CosmosDB
SDK does not retry in our setting (single region). For the exception
oracle (“Exp”), we differentiate unit tests and system tests. Note that
one bug can be exposed by multiple fault injection policies.

times more test failures. To validate that the oracles filter out
little true alarms, we randomly sample a hundred exceptions
that are filtered out by Rainmaker’s exception oracle and find
that none of them indicates a bug.

Among the 52 false alarms, 10 of them come from five
tests of Insights. These tests exercise scenarios where a client
issues invalid requests and expects the return of certain error
codes (e.g., 404 Not Found). Since Rainmaker injects 5XX
on the request path (P3 and P4 in Figure 6), the REST call
fails by assertions on the original error codes. To avoid those
false alarms needs to understand those REST calls, e.g., based
on information from the reference run. Note that Rainmaker
does not inject faults on an HTTP response that already has
an error code.

The other 42 false alarms were caused by 14 tests from
Alpakka and IronPigeon. Those tests use a small connec-
tion timeout that was exceeded due to the fault injection,
resulting in either assertion failures or inconsistent exceptions.
These tests are considered flaky tests in software testing liter-
ature [54]. Strictly speaking, flaky tests should not be counted
as false alarms. However, detecting flaky tests is not a goal
of Rainmaker, and the flakiness is indeed triggered by fault
injection (it can also be triggered by slow connections).

5.3 Running Time with Coverage
Rainmaker takes 0.57–212.77 hours to test each application

under coverage metric, C4 (Table 3), as shown in Table 8.
All the experiments were run on a Windows 10 Pro with
AMD Ryzen 9 5900X 3.70 GHz CPU and 32 GB memory.
Over 93.54% of the running time is spent on executing fault
injection test runs. Rainmaker also spends 0.02–16.61 hours
to 1) conduct the vanilla run and 2) generate the test plan. The
test plan generation using a linear programming (LP) solver
takes only 1.46–3.67 seconds across the applications and is
negligible compared with the time for vanilla test runs. The
numbers of constraints and variables range from 14 to 241 and
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Application Running Time (Machine Hours) # Fault Injection
Test Planning Fault Injection Total Test Runs

Alpakka 0.02 0.97 0.99 196
AttachmentPlugin 0.04 2.83 2.87 416
BotBuilder 0.32 10.36 10.68 888
DistributedLock 0.13 4.97 5.10 572
EF Core 10.65 159.60 170.25 4786
FHIR Server 16.61 196.16 212.77 6428
Insights 0.36 10.97 11.33 3056
IronPigeon 0.06 0.51 0.57 120
Orleans 2.57 53.17 55.74 3804
Sleet 0.11 0.63 0.74 72
Storage.NET 2.30 40.27 42.57 1512

Table 8: Running time of Rainmaker in machine hours, for the
most expensive coverage metric C4. Test planning includes both the
vanilla test run and test plan generation (the latter takes seconds).
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Figure 9: The number of fault injection test runs of each coverage
metric, C1–C4 in Table 3 (bars) and the number of bugs detected by
each coverage metric (dots). Baseline refers to exhaustively injecting
faults to all the REST API calls of all the tests.

from 18 to 3214, respectively. Note that test plan generation
is a one-time effort and is done offline; fault injection takes
multiple test runs and is more time-consuming.

Rainmaker’s test planning avoids exhaustively injecting
faults in every REST call (the baseline). Figure 9 shows the
number of fault injection test runs each coverage metric can
reduce, compared to the baseline. Overall, Rainmaker with C4
(default coverage) reduces on average 64.47% of test runs for
each application compared to the baseline. In particular, C4
reduces 394,172 (99.04%) test runs for Orleans alone because
Orleans has stress tests that repeatedly exercise the same SDK
API call site in large loops. C4 reduces fault injection runs by
“deduplicating” REST calls with the same call site. Without
the reduction, Rainmaker would take 588 days to test Orleans.

In terms of bug finding effectiveness, C4 covers all the tests
and REST calls that are covered by C1–C3. Thus, C4 detects
all the bugs that are detected by C1–C3.

6 Discussion and Limitation
Rainmaker’s effectiveness depends on the adequacy of the

existing test suite, in particular, tests that interact with cloud
services. Such tests may not be abundant (Table 4). For exam-
ple, in Microsoft Orleans, only 155 out of 7,002 tests interact
with cloud services. A more common testing practice is to
mock REST APIs [53]. Our future work is to auto-rewrite
mocked tests into tests that can be utilized by Rainmaker.

Rainmaker is not cheap. It may need to run a test multiple
times, each injecting different fault(s) or to a different REST
call. For big test suites, Rainmaker would need significant
machine hours (Table 8). In fact, our evaluation shows that
many bugs trigger multiple test failures (§5.1). A future work
is to reduce the cost using test selection techniques [83].

Rainmaker currently only targets faults that occur in one
interaction of REST API call initiated by the application and
the subsequent retries (§3). We are investigating how to inject
faults to multiple correlated API call interactions which has a
larger fault space and a more complex fault model.

Rainmaker can be extended to test applications under poten-
tial cloud service bugs. In our evaluation, we find that cloud
services have various correctness issues. For example, we ob-
serve that the same REST API of AWS S3 has different consis-
tency guarantees at different regions [25], which can break ap-
plication assumptions. Also, the error behavior is often opaque
and hard to reason, e.g., the side effect of a non-idempotent
API call when it returns 500 (InternalServerError).

Not every bug found by Rainmaker is easy to fix. For exam-
ple, timeouts on the response path make it hard for SDK/ap-
plication to know whether the failed request has taken effect
at the cloud service. Server-side support such as versioning
(e.g., based on HTTP ETag) and transaction-like API support
could potentially help non-idempotent APIs. Moreover, SDKs
should not blindly retry non-idempotent APIs, which however
is not an uncommon practice, as shown in Table 1.

Our current prototype of Rainmaker focuses on .NET ap-
plications. We believe that the prototype can be generally
extended to support applications in other languages as well.
The high-level idea of injecting faults with an HTTP proxy is
independent of the programming language of the target appli-
cation. The only .NET-specific component in our prototype
is the one that computes the coverage metrics C2, C3, and C4
(in Table 3) by using .NET profiling API [65] for dynamic
instrumentation and .NET inheritable thread-local storage
(ITLS) [64] for propagating call-site information. Neither dy-
namic instrumentation nor ITLS is unique to .NET; they are
already available or can be supported in other languages and
runtimes such as Java.

7 Related Work
Our work focuses on push-button tooling to help develop-

ers address emerging reliability challenges of cloud-backed
applications. The techniques that embody Rainmaker have
lineages of error-handling analysis and fault injection.

• Error-handling code analysis. It is known that error han-
dling is a main root cause of production failures of software
systems [40, 41, 84]. Prior work developed static analysis
for error-handling code to search missing logs and TODOs in
error-handling code [84,86], check error specifications [48],
and understand error propagation [41, 77, 82].
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• Fault injection. Prior work developed fault injection tech-
niques for traditional software applications [29, 35, 59, 87]
and for distributed backend systems (e.g., storage and
data processing systems) that empower modern cloud ser-
vices [16, 20, 21, 33, 34, 40, 43, 51, 55–57, 69, 73, 80]. They
implicitly or explicitly target error-handling code. More-
over, many existing fault injection tools support injection
at the HTTP layer [37, 47].

Unfortunately, we realized that none of the above tech-
niques support a push-button tool that is generic, widely ap-
plicable to cloud-backed applications because they all have
one or more of the following limitations. First, many fault
injection tools only provide mechanisms without fully au-
tomatic policies beyond randomization or oracles beyond
crashes [6, 21, 35, 40, 43, 44, 51, 58, 61, 73, 75]. Developers
need to manually implement them, which is nontrivial. Sec-
ond, many techniques use application or domain knowledge
to devise policies and oracles [16,20,33,34,55,56,69,80]. For
example, fault injection for distributed databases checks con-
sistency and isolation properties by injecting node crashes and
network partitions [16, 52]. These techniques cannot be used
as a common, basic utility for diverse types of applications.
Third, fault injection at the program level [35, 50, 59, 60, 87]
is fundamentally limited to cloud-backed applications: 1) pro-
gram errors (exceptions and errno) are too coarse-grained to
expose certain bug patterns (e.g., silent semantic violations)
which need fine-grained injection at the HTTP layer; 2) it
is nontrivial to construct exception objects—error handling
of cloud-backed applications is based on not only exception
types, but also HTTP status codes (Table 1); 3) few program
fault injection considers cloud states, but assumes a single pro-
gram. Rainmaker instead injects faults at the REST interface,
effectively addressing the above three limitations.

The early form of cloud-backed applications is mobile apps
that interact with cloud backends via REST APIs. Unlike
today’s cloud services, the cloud backend is specific to an
app and is not widely used as a building block of generic
application development. Most fault injection tools for mobile
apps focus on GUI testing [74, 79]; few considers app-cloud
interactions. Rainmaker applies to cloud-backed mobile apps.

8 Concluding Remarks
Rainmaker serves as a first step tooling to help developers

test application reliability under the cloud-based fault model
conveniently, when writing cloud-backed code. Despite being
a simple tool, Rainmaker can effectively detect bugs in many
existing cloud-backed applications, indicating the challenge
and error-proneness of correctly handling transient errors.
Our goal is to make Rainmaker a basic utility running against
every cloud-backed application to detect critical bugs at devel-
opment time. We hope to inspire more advanced, specialized
tooling and raise discussions on cloud service support and
SDK designs to eliminate reliability threats in the first place.
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Abstract
We develop NetCov, the first tool to reveal which network
configuration lines are tested by a suite of network tests. It
helps network engineers improve test suites and thus increase
network reliability. A key challenge in developing a tool like
NetCov is that many network tests test the data plane instead
of testing the configurations (control plane) directly. We must
be able to efficiently infer which configuration elements con-
tribute to tested data plane elements, even when such contribu-
tions are non-local (on remote devices) or non-deterministic.
NetCov uses an information flow graph based model that pre-
cisely captures various forms of contributions and a scalable
method to infer contributions. Using NetCov, we show that
an existing test suite for Internet2, a nation-wide backbone
network in the USA, covers only 26% of the configuration
lines. The feedback from NetCov makes it easy to define new
tests that improve coverage. For Internet2, adding just three
such tests covers an additional 17% of the lines.

1 Introduction

As critical infrastructure, networks must be highly reliable
but, unfortunately, network outages are common. A primary
culprit is networks’ reliance on complex, low-level configu-
ration that dictates how routers select best paths and forward
traffic. Day-to-day updates to network configuration are error-
prone, leading to outages that knock off important online
services (e.g., banking), ground airplanes, and disable critical
communication (e.g., emergency calls) [3, 33, 34, 39, 45].

To improve network reliability, automatic testing and veri-
fication of configurations is becoming commonplace. Today,
network operators have at their disposal many tools with in-
creasing sophistication that can scale to large networks and
check various aspects of network behavior [5, 23, 40, 49, 51].

However, using such tools is not sufficient by itself; one
must also use them effectively. Outages can occur despite
automated testing when the test suite is poor and does not
cover key aspects of network configuration. This was the case
with the massive Facebook outage during which Facebook,
WhatsApp, Instagram, and Oculus were unavailable for six
hours [35]. Current tools have pushed the limits of what can
be tested but left open the question of what needs to be tested.

Without tool support, it is difficult for engineers to know if
they are effectively testing network configurations. In indus-
trial networks with possibly millions of lines of configurations,

engineers’ understanding of network behavior and dependen-
cies is necessarily incomplete. It is even harder to update
an existing test suite after the network evolves because the
engineers likely do not know what the old test suite is or is
not testing for the updated network.

Recent work has proposed data plane coverage [47] to re-
veal testing gaps. It shows which data plane elements, such as
forwarding rules, are exercised by a test suite. However, well-
tested data plane does not imply well-tested configurations.
Data plane elements are the output of network’s configura-
tions (which define its control plane) and the current operating
environment (failures, external routing information). Testing
a given data plane only tests configuration elements that are
exercised in that particular environment. Other configuration
elements are not tested. We demonstrate this empirically via
a scenario where testing all data plane elements leaves over
half of configuration lines untested.

We develop configuration coverage to provide comprehen-
sive and precise feedback to network engineers on test suite
quality. Our goal is to identify exactly which configuration
lines are tested and which ones are not. We want to consider
all configuration elements, not only those that contribute to
the current data plane. Revealing exactly which lines are
untested helps improve tests—add tests that target untested
lines—which in turn can improve network reliability. This
is similar to how code coverage tools help improve tests and
software reliability [9, 11, 22].

A major challenge we face is that many network tests do
not exercise configurations directly. Instead, they reason about
the data plane elements produced by configurations. We need
to infer the configuration elements that contribute to the tested
data plane elements. This inference is complicated because
contributions can be non-local and non-deterministic. In a
distributed control plane, a piece of tested routing information
may have been propagated and transformed multiple times
along its path, and both local and non-local configurations
may have contributed to its existence. For example, the path
attributes of a BGP route is shaped by routing policies on each
and every hop that it traverses. Further, not all contributions
are deterministic. For instance, any one of possibly multiple
sub-prefixes can lead to the route of an aggregate prefix. We
must scalably account for local and non-local contributions
and for non-deterministic contributions.

Our solution is to model the contribution between config-
uration elements and data plane elements as an information
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flow graph. An IFG is a directed acyclic graph (DAG) where
vertices denote network elements and edges denote contribu-
tions. In addition to direct contributions from configuration
elements to data plane elements, we also model contribu-
tions between data plane elements (from predecessors to suc-
cessors). For instance, a BGP route contributes to the BGP
message that derived from it. Indirect contributions are thus
modeled by multi-hop paths in the DAG. When contributions
exhibit non-determinism, we use special disjunctive nodes to
organize possible DAG paths that may contribute to a given
data plane element.

We build a tool called NetCov based on this model. It
annotates which configuration lines and logical elements are
tested by a given test suite and produces aggregated coverage
statistics. To efficiently map tested data plane element to
the set of contributing configuration elements, it materializes
the IFG lazily, instead of tracking contributions proactively,
during data plane generation. This design avoids the cost to
compute and store contributions for transient or untested data
plane elements. NetCov is open-sourced on GitHub [30].

We evaluate NetCov on Internet2, a nation-wide backbone
network in the USA, and on synthetic data center networks.
We show that test suites proposed in prior work can have poor
coverage. The three tests proposed by Bagpipe [44] covered
only 26% of the configuration lines of Internet2. We also
show how surfacing untested configuration elements suggests
new tests that improve coverage. By adding just three such
tests to the Internet2 test suite based on NetCov’s feedback,
we could improve coverage to 43%, and more similar tests
can be added to further increase coverage. NetCov performs
reasonably well. The time to compute coverage is 1.2 hours
for the largest network that we study, which has over 2 million
forwarding rules. This time is an order of magnitude less than
the time to execute tests.

Stepping back, we note that networking is not alone in
its reliance on configuration. Today, a lot of infrastructure
and distributed applications are deployed by composing ex-
isting components using configuration (e.g., infrastructure
deployment using Terraform, and application deployment us-
ing containers and service meshes). These configurations are
central to correct behavior, which is why there is an intense
focus on testing them properly [21, 38, 43]. As for networks,
there are no tools to help engineers discover how well the con-
figurations are tested. The techniques developed in our work,
the IFG-based contribution tracking and its lazy traversal, can
provide a starting point toward better testing of infrastructure
and distributed application configuration as well.

2 Background on Network Testing

In networks with distributed control planes, each device runs
one or more routing protocol (e.g., BGP, OSPF) instances.
Each instance exchanges routing messages with its neighbor-
ing instances. Routing messages contain attributes of paths

that the sender is using to various destinations. A routing
instance may learn multiple paths to the same destination via
different neighbors. It selects the best one (or multiple best
ones if multipath routing is enabled) based on its policy and
stores that path in its protocol RIB (routing information base).
Multiple routing protocol instances on a device may have
best paths to the same destination. The device selects the best
one(s) based on the relative preference of the protocols and
stores the selection in its main RIB. Information in the main
RIB is used to forward packets.1

Network engineers can control many aspects of the com-
putation above using device configuration. This includes the
routing protocol instances that are running; the peering be-
tween instances; the destination prefixes that are announced
by each routing protocol instance; how routing messages are
transformed prior to sending (export policy) and upon recep-
tion (import policy); and the preference function for best path
selection. Naturally, thus, how the network forwards packets
is intimately dependent on device configurations.

Given the importance of configurations to correct network
behavior, network engineers use automatic testing to find bugs
and gain confidence in their correctness. Network tests come
in two flavors. Data plane tests analyze the computed data
plane state (i.e., RIBs), e.g., checking that node A can reach B
and that route to a particular destination is present at node C.
Control plane tests directly analyze device configuration, e.g.,
checking that the import policy blocks routing messages for
private address space (such as 10.0.0.0/8) and BGP peerings
are correctly configured.

3 Configuration Coverage: Overview

Network engineers today create data and control plane tests
based on past outages and their knowledge of which behaviors
are important to test. There are no tools to provide feedback
on how well they are testing configurations and which aspects
of the configuration are untested. We aim to build such a tool.
Given the complexity of real-world networks, it is difficult for
humans to know if they have covered all important elements of
configurations. As with software, high coverage is necessary
but not sufficient for a good test suite. In addition to exercising
all key behaviors, the tests must also properly assert that those
behaviors match intent. This latter task is not our focus.

Our goal is to reveal which elements of the network config-
uration are covered by a suite of data and control plane tests.
Before discussing our approach, we define what it means for
a configuration element to be covered.

1In reality, for fast forwarding, routers have a forwarding information
base (FIB), which maps each main RIB destination to its outgoing interface,
by recursively resolving next hop information (which may be an IP address).
The difference between main RIB and FIB is not material for our work, and
we use the term main RIB for the table that has forwarding information.
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3.1 Defining coverage
We deem a configuration element to be covered if it i) is
tested directly by a control plane test; or ii) contributes to
the production of a data plane state element (i.e., an entry
in the protocol or main RIB) tested by a data plane test. For
now, assume that contributions are deterministic. We discuss
non-deterministic contributions in the next section.

Figure 1 illustrates configuration coverage as a result of
a data plane test. It shows parts of the two routers’ configu-
ration. R1’s configuration defines one interface (Lines 1-2)
and one BGP peer (192.168.1.2, which is R2’s address), and
it specifies the import and export policy to use. The import
policy (R2-to-R1 at Lines 6-11) denies routing messages for
a particular prefix and sets the preference for another.

R2’s configuration defines two interfaces, a BGP peer (R1)
and routing policies. At Line 13, it states that the prefix
10.10.1.0/24 should be announced to BGP peers iff it is in
the main RIB.2 In our example, 10.10.1.0/24 will be in the
main RIB as it corresponds to the eth1’s prefix. (Address
statements like Line 4 encode the IP address and prefix length.
For eth1, given the address 10.10.1.1 and prefix length of 24,
the prefix is 10.10.1.0/24.) Routers add interface prefixes to
the "connected" protocol RIB, from where those prefixes can
enter the main RIB. The resulting RIBs on the two routers
are shown in the figure. Each entry includes the next hop and
source routing protocol ("conn" = connected).

Suppose the entry for 10.10.1.0/24 at R1 was tested by
a data plane test. The covered configuration elements are
highlighted. On R1, the BGP peer configuration and import
policy binding (Lines 3-4) are covered because the tested
entry came via that peering and passed through that policy.
Parts of the routing policy R2-to-R1 relevant to the tested
state (Lines 6, 9-11) are also covered. The interface definition
(Lines 1-2) is covered because it enables the BGP peering to
be established. In contrast, the export policy R1-to-R2 and
unexercised parts of R2-to-R1 (Lines 7-8) are not covered.

There are covered configuration elements at R2 as well.
These include the interface definitions—eth0 enables the BGP
edge and 10.10.1.0/24 was announced due to eth1—and BGP
peering, the export policy, and the BGP network statement.

Alternative definitions of coverage. One may consider an
alternative definition of coverage that disregards non-local
configuration elements. But we posit that including non-local
elements is more meaningful. These elements, such as the
BGP network statement on R2’s Line 13, are just as key to
the existence of 10.10.1.0/24 at R1 as the local elements.

Another definition of coverage is based on mutation [4]: a
configuration line is deemed covered if its mutation alters the
test result. Compared to the definition of coverage we adopt,
mutation-based coverage will report an additional class of
configuration elements as covered—configuration elements

2Different router vendors have different semantics for BGP network state-
ments. We are assuming Cisco semantics.

Figure 1: An example network with routing tables and con-
figurations. The highlighted configuration lines are covered
when the route to 10.10.1.0/24 is tested at R1.

that de-prioritize (or reject) the competitors of the tested data
plane element. Mutation-based coverage tends to be signifi-
cantly harder to compute [24], and its results can be hard to
interpret. In developing the first tool in this space, we decided
to focus on a simpler, more direct definition of coverage. We
will explore more sophisticated definitions in the future.

3.2 Our approach
While it is straightforward to identify configuration elements
covered by a control plane test, it is not so for data plane tests.
Data plane tests analyze the "output" of the control plane, and
we need a scalable way to compute which configuration ele-
ments contributed to tested data plane state. The relationship
between these inputs and outputs is complex. How a particular
RIB entry comes about relies on many configuration elements
across multiple devices. The need to map tested outputs to
input space sets computation of configuration coverage apart
from data plane coverage and software coverage, for both of
which the coverage domain is the same as test domain.

To motivate our approach to solving this problem, let us
first sketch two strawman approaches. One potential approach
is to express control plane computation declaratively, e.g., in
Datalog. This enables identification of contributing inputs
for a given output using a form of backward-reasoning [46,
52]. However, network control plane computations can be
quite complex (e.g., non-monotonic behaviors [16,36]). While
declarative encodings may work in special cases [27], it is
generally hard to get high-fidelty, performant encodings. That
is why most control plane analysis tools use an imperative
approach [12, 31, 32, 49].3

3Batfish [12], a widely used control plane analysis tool, originally used
Datalog to encode network control planes but switched to imperative simula-
tions due to expressiveness and performance challenges.
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Figure 2: Subset of the IFG for the Figure 1 example. It tracks configuration elements that contribute to the tested RIB entry (F1).

Another potential approach is to use simulation-based for-
ward reasoning, i.e., simulate the control plane (imperatively)
and track which configuration elements feed into each part of
the data plane state. However, this approach has scalability
limitations. Network simulation is time and memory inten-
sive [12, 32, 49], and it will become significantly worse if it
needed to track all necessary information along each hop.

Our approach is based on two observations. First, for the
purposes of computing coverage, we do not need a full com-
putational model of the control plane. We need to only track
which configuration elements contribute to tested data plane
state (i.e., taint analysis [41]), not the exact input-output re-
lationship; and we need to reason only about the stable state
(i.e., the the of devices once they have settled on best paths),
not the transient states. Data plane testing [19, 23, 25, 26, 48]
assumes that the analyzed state is stable. Our second observa-
tion is that the stable state contains enough information for us
to infer contributions of configuration elements after the fact,
based on the semantics of the control plane. This inference
is vastly cheaper than tracking contributions towards all data
plane state entries, independent of whether they are tested.

To model contributions to the stable state, we use an infor-
mation flow graph (IFG). Figure 2 shows a subset of the IFG
for the example in Figure 1. Each node is a fact and arrows
denote information flow from the tail to head. IFGs have three
types of facts: i) data plane state, ii) configuration elements,
and iii) auxiliary facts that capture intermediate dependencies
between data plane state and configuration elements.

The main RIB entry 10.10.1.0/24 at R1 (F1) is derived
from the corresponding BGP RIB entry (F5), which in turn is
derived from the BGP message from R2 (F10). This message
exists because of the BGP edge between R1 and R2 (F13),
the source message sent by R2 (F11), and the relevant con-
figuration element within import policy (F20). R2 sent the
BGP message because of the same BGP edge (F13), its ex-
port policy elements (F22), and the BGP RIB entry (F7). This

BGP RIB entry exists because of the configuration element
(F23) and the RIB entry (F3), which exists because of the
connected route (F8). The BGP edge (F13) exists because of
the configuration elements that define the peering (F16, F17)
and paths between R2 and R1 that enable the BGP session
to be established. The paths depend on the RIB entries (F2
and F4, respectively), the contributions to which can be simi-
larly traced. In this manner, the IFG captures all configuration
elements that led to the tested RIB entry (F1).

We do not track IFG dependencies proactively but infer
them on-demand based on control plane semantics, using
a mix of backward-forward reasoning. Backward inference
infers the parent (tail) of the edge from its child (head). The
information in child nodes is not enough to fully recover the
parent nodes, but is often enough to select them from the
known stable state. For instance, we can compute the BGP
RIB entry F5 from the main RIB entry F1—the main RIB
entry indicates that its source routing protocol is BGP, and
we thus look up the BGP RIB for 10.10.1.0/24.

Lookup-based inference does not always work. For in-
stance, given a BGP message which has passed through an
import policy, we cannot compute backwards which terms
of the import policy were exercised (F10← F20). Another
parent of F10, the pre-import BGP message (F11) cannot be
looked up either because it is not part of the input and needs to
be computed on-the-fly. To address these limitations, we com-
bine backward and forward inference. When a parent can not
be directly looked up, we first look up the prerequisites of the
parent. For instance, we can look up F7 based on F10. Next,
we use targeted simulations to compute non-existing facts and
to select relevant facts exercised in a control plane process
or data plane process. For instance, given the BGP route at
R2 (F7), we simulate its processing through the export policy,
which allows us to derive the pre-import BGP message (F11)
and find the policy term exercised during the export process
(F22). Once F11 is computed, we conduct another targeted
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simulation to discover the policy term exercised in the import
process (F20). Unlike a full control plane simulation, these
targeted simulations are fast. They have limited scope (e.g.,
best path selection is not simulated) and are done only for
messages of interest, not all messages.

By combining backward and forward inference, atop the
stable state IFG, we can scalably discover all covered config-
uration elements. We describe this approach in detail next.

4 Design of NetCov

NetCov takes as input configuration files, data plane state
(protocol RIBs, main RIB and active routing edges) of the
network. The data plane state may be pulled from live net-
work or produced by control plane analysis tools [12, 32, 49].
In addition, NetCov takes as input what is tested: data plane
entries that are tested by data plane tests, and configuration el-
ements that are tested by control plane tests. This information
is produced by network testing tools [12, 47].

Based on these inputs, NetCov computes which config-
uration elements are covered. The core of this computation
efficiently mapping a data plane fact to configuration elements
that contribute to it. We describe this computation next.

4.1 Information flow model
IFGs are directed acyclic graphs whose nodes denote network
facts and edges denote information flow between facts. Table 1
shows the types of network facts modeled by NetCov and the
information flow between different types. Data plane state
has three subtypes: main RIB entries, protocol RIB entries,
and access control list (ACL) entries.

Auxiliary facts have three subtypes: routing edges, routing
messages, and paths of routing messages. These facts are not
strictly necessary, but they help create a compact IFG and
speed up graph walking. For instance, the routing messages
of many protocol RIB entries depend on the same path which
in turn may depend on many main RIB entries. Adding an
explicit fact for the path avoids the need to add all pairs of
edges between routing messages and main RIB entries.

In our model, the auxiliary facts for routing messages rep-
resent messages between routing protocol instances across
devices as well as within a device, i.e., redistribution [10].
This uniform treatment is a modeling convenience. In real-
ity, explicit messages are not exchanged during redistribution
(though redistribution is subject to routing policies akin to
messages between cross-device routing instances).

The last column of Table 1 shows how information flows
among different types of facts. A main RIB entry stems from
a protocol RIB entry and optionally another main RIB entry
(when its next hop is an IP address whose corresponding out-
put interface needs further resolution). A protocol RIB fact
stems from a routing message (for protocols such as BGP),
a configuration element (for connected interfaces and static

Network fact Information flow

Configuration element (c) None

Data
plane
state

Main RIB entry ( f )
fi← r j
fi← r j, fk

Protocol RIB entry (r)

ri← m j
ri← c j
ri← f j,ck
ri←{r j1 , ...},ck

ACL entry (a) ai←{ci1 , ...}

Aux-
iliary

Routing message (m)
mi← r j,ek,{cl1 , ...}
mi← m j,ek,{cl1 , ...}

Routing edge (e)
ei←{c j1 , ...}
ei←{c j1 , ...},{pk1 , ...}

Path (p) pi←{ f j1 , ...},{ak1 , ...}

Table 1: Information flow model: Types of facts and all possi-
ble information flows for each type. {t, ...} denotes a set of
facts.

routes), a main RIB entry accompanied with a configuration
element (such as when a BGP network statement populates a
main RIB entry into BGP RIB) or a set of RIB entries accom-
panied with a configuration element (for aggregate routes).
ACLs facts stem from configuration facts and have no other
dependencies. Routing messages stem from a RIB fact or an-
other message (e.g., post-import-policy message depends on
pre-import-policy message), and they also depend on routing
edges and routing policy configurations. Inter-device routing
edges stem from paths that enable sessions to be established
and configuration facts that define peerings; Intra-device rout-
ing edges stem from configuration facts that define redistribu-
tion. Finally, path facts depends on main RIB facts and ACL
facts that impact routing traffic along the way.

For correct computation of coverage, the IFG model must
be sound and realizable. Soundness means that it includes all
relevant dependencies (per control plane semantics) and no
more. Realizable means parents (tails) along all information
flow edges can always be inferred, via lookup or simulation
or a mix. Our model is sound to our knowledge; and that we
are able to use it to compute coverage, using the framework
described next, points to its realizability.

4.2 Inferring the IFG on demand
Based on the information flow model, NetCov uses a
backward-forward inference framework to lazily material-
ize the IFG from any set of facts whose coverage need to be
tracked. The framework is abstracted using a set of inference
rules and an iterative construction algorithm. Each inference
rule is function that takes a materialized IFG node as input
and materializes a set of its ancestor nodes as well as the
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Algorithm 1: Rule to infer BGP RIB entry from main
RIB entry.

1 def infer_from_main_rib_entry(f,
stable_state):↪→

2 if not (f is MainRibEntry and f.protocol ==
'bgp'):↪→

3 return []
4 bgp_entry = stable_state.bgp_rib.lookup(
5 host=f.host,
6 prefix=f.prefix,
7 nexthop=f.nexthop,
8 status='BEST'
9 )

10 return [(bgp_entry, f)]

edges the allows the ancestors to reach the input node. These
nodes and edges will be merged into the materialized IFG
by the construction algorithm. The implementation of these
functions uses one or both of the lookup-based inference and
simulation-based inference. Let us elaborate.

Lookup-based inference. The computation of data plane
state is lossy. While a main RIB entry may be derived from a
BGP RIB entry, we cannot infer the complete BGP RIB entry
from the main RIB entry because BGP specific attributes (e.g.,
AS-path) are not preserved in the main RIB.

To handle this information loss, our inference takes two
steps. It first infers attributes that can be known from heuris-
tics (we know such heuristics from control plane semantic,
e.g., the BGP RIB entry should have the same prefix as the
main RIB entry derived from it). Next, we look up all en-
tries in the stable state that match the inferred attributes. For
instance, Algorithm 1 shows the simplified function to in-
fer the BGP RIB entry that led to a main RIB entry. Based
on control plane semantics, if a main RIB entry indicates
its source protocol to be BGP, it must have stemmed from a
BGP RIB entry on the same router with the same prefix and
nexthop attributes (Lines 5-7). Besides, the BGP RIB entry
should have been selected as the best route (Line 8). Such
information is enough to uniquely identify the parent within
the known stable state. The return value (Line 10) is a list of
tuples denoting the IFG edges materialized by this rule.

Simulation-based inference. Lookup-based inference falls
short in two scenarios. First, when a parent fact is absent from
the known stable state (e.g., routing messages), and second,
when the heuristics fail to infer enough information so as to
uniquely identify the parents (e.g., we cannot know which
policy clauses are used in the production of a BGP route
by looking at the resulted route). We use local simulations
to complement lookup-based inference. But simulations can
only be performed in the forward direction, i.e., to compute a
fact using simulations, we first need to know its parent. We use

Algorithm 2: Rule to infer ancestors of a post-import
BGP message.

1 def infer_from_bgp_message(m, stable_state):
2 if not (m is BgpMsg and m.is_post_import):
3 return []
4 bgp_edge = stable_state.bgp_edges.lookup(
5 recv_host=m.host
6 send_ip=m.nexthop
7 )
8 origin_entry = stable_state.bgp_rib.lookup(
9 host=bgp_edge.send_host,

10 prefix=r.prefix,
11 status='BEST'
12 )
13 pre_import_msg, export_clauses =

policy_simulation(↪→

14 input=origin_entry,
15 policy=bgp_edge.export_policy
16 )
17 _, import_clauses = policy_simulation(
18 input=pre_import_msg,
19 policy=bgp_edge.import_policy
20 )
21 return [(pre_import_msg, m), (bgp_edge, m)]

+↪→

22 [(cl, m) for cl in import_clauses] +
23 [(origin_entry, pre_import_msg), (bgp_edge,

pre_import_msg)] +↪→

24 [(cl, pre_import_msg) for cl in
export_clauses]↪→

a generalized version of lookup-based inference to discover
grandparent facts of a known fact, and then use simulations
with the grandparents to infer their children (i.e., parents of
the original fact).

Algorithm 2 shows the simplified inference rule that in-
fers the ancestors of a post-import BGP message. Line 13
demonstrates the use of simulation-based forward inference
to compute a missing parent fact on the fly. The two prereq-
uisites to simulate the BGP message–the grandparent BGP
RIB entry (origin_entry) and the BGP edge–are discovered
via lookup-based backward inference, on Line 8 and Line 4
respectively. The simulation returns the derived BGP message
after applying the routing policy, as well as the policy clauses
exercised during the process. The second forward-simulation
(Line 17) is to discover the policy clauses that are hit during
the import process. The return value includes the inferred IFG
edges that connect to the input node m as well as ones that
connect to parent pre_import_msg. The former corresponds
to information flow mi← m j,ek,{cl1 , ...} in Table 1 and the
latter corresponds to mi← r j,ek,{cl1 , ...}.

IFG construction. Next, we detail IFG materialization using
inference rules. Assume for now that the information flow
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Algorithm 3: IFG lazy materialization
Input: Initial nodes {vi}; Inference rules {φi : v 7→ {(ui,vi)}};
Output: Materialized IFG (V,E)
Data: Stable state data plane state (main RIB and protocol RIBs);

Routing edges; Configuration elements;
1 Procedure BuildIFG({vi}, {φi})
2 V,E←{vi},∅
3 Vprev←{vi} // dirty nodes of previous iteration
4 while |Vprev|> 0 do
5 Vcurr ←∅ // dirty nodes of current iteration
6 foreach c ∈Vprev do
7 foreach φ ∈ {φi} do
8 E ′← φ(c)
9 foreach (ui,vi) ∈ E ′ do

10 if ui /∈V then
11 V ←V ∪{ui}, Vcurr ←Vcurr ∪{ui}
12 if vi /∈V then
13 V ←V ∪{vi}, Vcurr ←Vcurr ∪{vi}
14 if (ui,vi) /∈ E then E← E ∪{(ui,vi)}

15 Vprev←Vcurr

16 return (V,E)

is deterministic; the next section discusses how we handle
non-determinism.

As shown in Algorithm 3, the IFG initially contains only
the nodes representing the tested data plane state facts from
the input and does not have any edges (Line 2). It is then
iteratively expanded by applying inference rules on existing
nodes. In each iteration, all inference rules are applied to
the dirty nodes derived from the previous iteration (Line 8).
The new nodes and edges inferred during such process are
collected and merged (with deduplication) into the IFG (Line
9-14). The computation repeats until no new facts can be
derived in an iteration.

4.3 Handling uncertainty

There are situations where it is not certain which stable state
facts contributes to a given fact. One such scenario is BGP
aggregation, where a prefix (e.g., 10.10.0.0/16) is added to
the RIB iff at least one more of its more specific prefixes (e.g.,
10.10.1.0/24) is present. When multiple more specifics are
present, we do not know which one triggered the aggregate.
Another such scenario is when multiple paths are available
for a routing edge to be established, which can happen when
the network uses multipath routing. Here, we do not know
which path is actually used by routing messages.

It is important to model and report such uncertainty be-
cause the notion of contribution is different. Unlike determin-
istic contribution, when the contribution is non-deterministic,
one or more parent facts can disappear without impacting
the outcome represented by the child. Our experiments have
scenarios where 78% of the configuration lines have non-
deterministic contribution, and the tested fact would not be

(a) (b) (c)

Figure 3: Modeling uncertainty. (a) BGP aggregate (F1) has
two potential contributors. (b) F5 is weakly covered but F6
and F7 are strongly covered. (c) The predicates of IFG nodes.

impacted if any of them did not exist. Not separating such
uncertain contribution would lead to misplaced confidence in
how well configurations are tested.

We model contribution uncertainty using disjunctive nodes
in the IFG. This node points to the parent fact (e.g., the ag-
gregated RIB fact) and the multiple contributors to the parent
point to this node. See Figure 3(a) for an example where a
BGP aggregate could be triggered by either of the two more
specific prefixes. When our inference rules encounter uncer-
tainty during IFG materialization, they produce a disjunctive
node and attach all contributors to it as children.

We introduce the notion of weak coverage to capture the
configuration elements whose contribution to the tested facts
is not critical. We define a contribution as non-critical if the
tested fact will not be affected by deleting the configuration
element from the IFG. In Figure 3(b), F5 is weakly covered
when F1 is tested because F1 can be derived without any
contribution from F5, via F2 and F6. On the other hand, F6 is
strongly covered because, without it, neither F2 nor F3 can be
derived and thus the disjunctive node cannot be derived. F7 is
also strongly covered because it contributes to F4, which is
essential to F1.

NetCov labels each covered configuration element as strong
or weak after the materialization of the IFG. The label is deter-
mined as follows. We first assign a Boolean variable to each
configuration element in the IFG. Next, we build a Boolean
predicate of each IFG node on top of these variables. The
predicate of a fact depends on the predicate of its ancestors
in the IFG: A normal node depends on the conjunction of its
immediate parents, and a disjunctive node depends on the dis-
junction of parents. Therefore the predicate of any IFG node is
ultimately composed of the variables associated with configu-
ration elements that lead to it, denoted as Γ(v) =F(x1, . . . ,xn).
Figure 3(c) shows the predicates of IFG nodes in Figure 3(b).
We represent these Boolean predicates using Binary Decision
Diagrams (BDDs) [8] and build BDD predicates by traversing
the IFG. By definition, a configuration fact (denoted as xi)
is strongly covered if and only if there exists a tested data
plane state fact (denoted as v), v is reachable from xi in the
IFG, and xi is a necessary condition of Γ(v). Therefore, once
the predicates are built, we test graph reachability and log-
ical necessity between each pair of configuration facts and
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tested data plane facts. Necessity ¬xi⇒¬Γ(v) is equivalent
to unsatisfiability of ¬xi∧Γ(v). While (un)satisfiability is NP-
Complete in general cases, we note that it is efficient in our
case—it can be reduced to computing the cofactor Γ(v)|xi=0
and testing whether the cofactor is constant false, both of
which are efficient using BDD operations.

We further reduce the size of BDD predicates by precluding
configuration facts that can reach tested facts via a path with
no disjunctive node, such as node F7 in Figure 3(b). These
configuration facts must be strongly covered so their necessity
do not need to be tested. Besides, their validity variables can
be replaced with constant true when building BDD predicates,
which will not affect the strong/weak classification of other
configuration elements. We empirically find this heuristic to
be effective in reducing the number of variables used for weak
coverage computation.

4.4 Future Extensions
Our current model tracks the contribution of configuration
elements to concrete data plane state entries. While this view
aligns well with tools that perform data plane testing [50], data
plane verification [25, 29], and control plane testing [12, 49],
it is not applicable to control plane verification tools [1,7] that
reason about data plane symbolically (i.e., simultaneously rea-
son about multiple data planes under different environments).
Control plane verification tools turn configuration into an
internal model that is used for validation. NetCov can be ex-
tended to these tools by tracking how configuration elements
contribute to the model, akin to how compilers link program
source information to its intermediate representations.

The current implementation of NetCov supports BGP, a
path vector protocol, and static routes. Other protocols, in-
cluding link state protocols (e.g., OSPF) and label switching
protocols (e.g., MPLS) can be supported with appropriate ex-
tensions. Such extensions require defining protocol-specific
configuration elements and data plane state facts (such as
label information base entry for MPLS) as well as all new
information flows.

5 Implementation

We implemented NetCov with 4,000 lines of Python code.
A total of 18 lambdas (Python functions) encode the IFG
inference rules. NetCov uses Batfish [6] to extract configu-
ration elements from configuration files and to run targeted
simulations, and it uses CUDD [37] for BDD operations.

NetCov supports several major router vendors supported
by Batfish, including Arista, Cisco, and Juniper. It builds a
vendor-neutral representation of configuration elements using
vendor-specific information provided by Batfish. Table 2 lists
the configuration elements that NetCov currently analyzes.

NetCov may not consider all components of a device’s
configuration. One category of such components is device

Type Purpose

Interface Interface and its settings (e.g., addresses)
BGP peer BGP peer settings (e.g., IP address, AS number)
BGP peer group BGP peer settings inherited by one or more peers
Route policy clause One clause in an export or import route policy
Prefix list List of prefixes, used in route policy clauses
Community list List of BGP communities for route policy clauses
AS-path list List of AS-path expressions for route policy clauses

Table 2: Configuration elements analyzed by NetCov.

management configuration (e.g., login settings), which does
not impact data or control plane functionality. The second
category is control plane components that are not currently
modeled by NetCov. This includes IPv6 (which is not mod-
eled by Batfish currently) and routing protocols other than
BGP (e.g., OSPF). The presence of unconsidered components
does not imply that NetCov cannot be used for that network.
As we show in the next section, NetCov provides helpful
coverage information for parts that are considered.

After constructing the IFG, which yields information on
which configuration elements are covered, NetCov computes
which lines are covered. NetCov leverages the Batfish parser
to map configuration elements to line numbers. Each element
typically spans multiple configuration lines, and when an
element is covered, it deems all of those lines as covered.

Based on element and line coverage, NetCov produces
three main outputs. The first is a coverage report at the granu-
larity of individual lines (or elements). We produce this report
in the lcov format, which is supported by common code cov-
erage tools and enables users to visualize coverage results
as annotations on configuration files. See Figure 4(a) for an
example. The second is coverage aggregated at the file level,
generated with the help of GNU LCOV [17]. See Figure 4(b)
for an example. The third output is coverage aggregated by
the type of configuration element, which shows what fraction
of elements of each type are covered.

These outputs help users uncover testing gaps and improve
their test suites in different ways. The aggregate results help
identify systematic gaps such as "router A is poorly covered"
or "routing policy clauses are poorly covered." The line-level
results help them zoom in to specific gaps and develop tests
that target them. The case study in the next section demon-
strates this test suite improvement process.

6 Case Studies

We present case studies of using NetCov on two disparate
networks, one a wide-area backbone and another a datacenter.
In each case, using realistic test suites, we show that NetCov
provides insight into what is and is not covered and how these
insights help improve the test suites.
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(a) Line-level coverage. Green background denotes covered lines, and red
denotes uncovered lines. Some lines are collapsed for simplicity.

(b) File-level aggregate coverage. The overall coverage is at top right, and
the coverage for individual files (devices) is in the table.

Figure 4: Example NetCov outputs.

6.1 Case Study I: The Internet2 backbone
Internet2 is a nation-wide network that connects over 60,000
US educational, research and government institutions. The
routing design of Internet2 is typical of backbone networks.
It has 10 BGP routers spread across the country. The routers
are organized as a single autonomous system (AS), and they
establish iBGP full mesh on top of internal reachability pro-
vided by the IS-IS protocol. The Internet2 routers connect
to 279 external BGP peers, and heavily use route import and
export policies. The import policy for an external peer has
multiple policy statements, some specific to the peer and some
shared within the same peer group. Peer-specific policies tend
to specify a list of allowed prefixes from this peer, and others
are used for sanity checking, preference setting, etc. Export
policies are similarly structured.

Internet2’s configurations that we study have 96,672 lines
(in Juniper’s JunOS format) across all routers. Of these, Net-
Cov’s coverage computation considers 64,886 lines. The bulk
of the unconsidered lines correspond to device management,
IPv6, and IS-IS protocol.

We do not have the data plane state of Internet2, which
is needed to run data plane tests. We approximate it using
Route Views [42], a repository of BGP routes from over two
hundreds ASes worldwide. This data helps approximate BGP
messages that external peers of Internet2 send to it. Consider
a peer with AS number X . If we find a prefix P in Route-
Views with AS-path [A,X ,Y ], we assume that the peer sends

P to Internet2 with AS-path [X ,Y ]. The existence of AS-path
[A,X ,Y ] means that AS A must have a route to P with AS-
path [X ,Y ], which it announces to its neighbors. If we find
multiple AS-paths for a prefix, we pick the one with fewest
AS hops.

We use these BGP messages that each peer sends to In-
ternet2 as inputs to simulate Internet2’s control plane using
Batfish. The data plane state produced by this simulation is
a coarse approximation of the real version, but it suffices to
meet our goals of running data plane tests and characterizing
configuration coverage.

6.1.1 Test suite coverage

To study how NetCov analyzes coverage for realistic test
suites, we use the test suite proposed in Bagpipe [44]. It has
three tests to validate Internet2’s BGP configuration.

• BlockToExternal: ensure that BGP routes with BTE com-
munity are not announced to any external (eBGP) peer.

• NoMartian: ensure that incoming BGP messages from
external peers for prefixes in the private address space
("Martian") are rejected.

• RoutePreference: ensure that if multiple routes to the
same prefix are accepted from multiple external neigh-
bors, the selected route belongs to the most preferred
neighbor. The neighbor’s preference depends on com-
mercial relationship [13]. Customers are most preferred,
followed by peers, and then providers4.

We implemented these tests using Batfish. BlockToExter-
nal and NoMartian are control plane tests. BlockToExternal
evaluates all BGP export policies on a set of BGP routes
carrying the BTE community and asserts that the result be
rejection. We generate the test cases by sampling BGP routes
from the data plane state and attaching the BTE community to
them. NoMartian evaluates all BGP import policies on a set
of BGP routes destined for Martian addresses and asserts that
the results be rejection. RoutePreference is a data plane test.
It focuses on destination prefixes available via multiple neigh-
bors and asserts that their local preferences reflect commercial
relationship. We use CAIDA data [28] to infer commercial
relationship between Internet2 and its BGP neighbors.

After running this test suite on Internet2, we find that it
covers only 26.1% of configuration lines across all devices.
Only a tiny fraction of configuration lines (0.5%) are weakly
covered, so we do not separate weak/strong coverage for this
case study; we will do that in the next one.

4As a not-for-profit network, Internet2 treats its member institutions as
customers and other not-for-profit networks (such as ESNet) as peers. Inter-
net2 does not have providers in its routing preference model.
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To help understand what is and is not covered in more detail,
NetCov enables network engineers to look at the data from
multiple perspectives. Figure 4(b) shows per-device coverage.
We see notable variation across devices, from 11.8% to 40.5%.
As we show below, the test suite has systematic gaps, and the
cross-device variation stems from different devices having
different fractions of covered configuration elements.

Figure 5 shows the coverage broken down by the type of
configuration elements. For simplicity, we create four buckets
of element types, as shown in the legend. The bottom bar
shows the fraction of reachable configuration lines in each
bucket. The "Test Suite" bar shows the covered fraction of
those lines, and the top three bars show the coverage of in-
dividual tests. The total coverage of individual tests is 0.6%,
0.9% and 24.7% respectively. BlockToExternal and NoMar-
tian cover only one type of configuration element (routing
policies), and even within this type, they cover a small frac-
tion. RoutePreference covered all four buckets but its overall
coverage is still limited.

Finally, NetCov reports that 27.9% of configuration lines
are "dead code" that will never be exercised. They include de-
fined BGP peer groups with no members and defined routing
policies that are never used for any peer.5

With 69% of BGP configurations, 85% of interfaces, 88%
of routing policies, and 57% of route attribute match lists
being completely untested, this test suite is clearly under-
testing the network. This leaves the network vulnerable to
bugs in untested configurations elements. Prior to NetCov,
it was not possible for network engineers to get any insight
into the quality of their test suite. It was also not possible for
them to get help toward systematically improving tests. We
demonstrate this test suite improvement process next.

6.1.2 Coverage-guided test development

NetCov’s feedback enables a test suite development process
that enables users to systematically improve coverage, which
helps test more critical aspects of the network and prevent
outages. This process is iterative. In each iteration the user
first identifies specific testing gaps and then creates new tests
to target those gaps. We demonstrate the process using three
iterations that focus on different types of gaps.

Iteration 1. We saw that routing policy coverage of NoMar-
tian test is low (Figure 5) despite that it checks the import
policies for all external peers. To investigate, we look at the
structure of Internet2 import policies and find that routers
have a policy named SANITY-IN which is shared by the major-
ity of external neighbors. Figure 4(a) shows this policy with
annotated coverage. Each router has an independent copy of

5Per best practices, these lines should be deleted. Or, at a minimum, they
should be tested lest someone start using an unused, erroneous policy. When
it comes to testing, such lines can never be exercised by data plane tests,
though control plane tests may be written for them.
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Figure 5: Coverage of the initial test suite broken down to
each individual test and configuration type.

this policy, but the copies and the coverage results are identi-
cal across routers. Of the five clauses in the policy, the clause
block-martians starting at line 6,896 is the only clause that
is covered. This coverage result confirms that the NoMartian
test did its job, and more importantly, it revealed a systematic
testing gap–the other four classes of forbidden routes are not
being tested.

Once we know the gap, the solution suggests itself. We
added a new test, SanityIn, to enforce that the other four
classes of received BGP messages should be rejected. After
adding this test, we used NetCov to confirm that this testing
gap had been addressed. Routing policy coverage was im-
proved by 0.6% and all five terms of SANITY-IN were covered
by the new test suite. The quantitative improvement is low
because SANITY-IN is just one of many policies in the network.
With feedback from NetCov, network engineers can identify
testing gaps in other routing policies and add more tests in a
similar way.6

Iteration 2. BGP peer configuration coverage of RoutePref-
erence test in Figure 5 is surprisingly low, given that all ex-
ternal BGP peers are supposed to be checked. Upon further
investigation we find that the uncovered peers have permitted
prefix-lists that do not overlap with other peers’ lists, which
left these peers untested.

We added a new test, PeerSpecificRoute, to check that BGP
announcements received from external peers should be ac-
cepted if their prefixes is in a peer-specific prefix list. This
test improved BGP peer coverage from 32% to 46%. The rest
of untested BGP peers are either not allowed to send BGP
routes to Internet2 or is intended for other internal use, such as
monitoring and management. This test also improved prefix-
list coverage from 45% to 63%. The remaining of untested
prefix-lists are mostly (30% out of 37%) ones that are defined
by never referenced.

Iteration 3. The low coverage of interface configuration in
Figure 5 reveals another testing gap. RoutePreference is the
only test in the initial test suite that checks interface configu-
rations, and it only considers one category of interfaces–ones
that are used to establish the tested BGP edges. Many other

6Automatic test generation based on coverage feedback will further help
engineers. We will investigate this in the future.
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Figure 6: Coverage improvement with test suite iterations.

interfaces remain untested, including but not limited to ones
that associate with untested BGP edges and other routing
protocols, and the ones that are unused.

We added a new PingMesh-style [18] test, InterfaceReach-
ablility, to check that the IPv4 addresses assigned to interfaces
should be reachable from each router in the network. This test
increased interface coverage from 15% to 53%. The rest of
untested interfaces do not have IPv4 addresses assigned.

Figure 6 summarizes the coverage improvement for the
three iterations of test improvement in our study. After only
three iterations, the overall coverage was improved from 26%
to 43%. This final coverage number is far from perfect, but
our goal was not to develop the ideal test suite for Internet2;
we wanted to demonstrate how coverage information helps
develop new tests. Networks are complex, and we should not
expect to get the job done with 6 tests. Many more tests are
likely needed. With NetCov, network engineers now have a
tool to develop new tests that meaningfully improve coverage.

6.2 Case study II: Datacenter networks
We study the coverage for data center networks which have
a different topology and routing design. We create synthetic
fat-tree [2] networks with routers across three tiers. The leaf
routers at the bottom tier connect to hosts. Aggregation routers
at the middle tier connect to leaf routers in a pod and to spine
routers at the top tier. The spine routers connect to the wide
area network (WAN). The WAN is not part of the tested
network. Each leaf router is assigned a /24 prefix which is
advertised inside the data center through eBGP. Spine routers
receive a default route (prefix 0.0.0.0/0) from WAN via eBGP
and propagate it to lower tiers. At each spine router, the entire
address space of the network is summarized into a /8 prefix
and is announced to WAN. Multipath routing (ECMP) is
enabled with maximum number of paths set to 4. Routing
policies are only configured at spine routers to white-list the
default route received from WAN peers. We synthesize the
configurations of these networks in Cisco IOS format.

We study a test suite of three tests inspired in prior works
on data center network validation [18, 23].

• DefaultRouteCheck: ensure that each router has the de-
fault route.
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(strong/weak) bgp peer/group
(strong/weak) interface

(strong/weak) routing policy
(strong/weak) prefix/community/as-path list

Figure 7: Coverage of synthetic datacenter network for differ-
ent tests and types of configuration elements.

• ToRPingmesh: ensure that each leaf router’s assigned
subnet is reachable from all other leaf routers.

• ExportAggregate: ensure that each spine router exports
the aggregate route to WAN.

Figure 7 shows the coverage result when the network has a
total of 80 routers. Given the uniformity of the network and
the test suite, coverage results are similar for other network
sizes. The total coverage of individual tests is 81.5%, 82.1%
and 80.7% respectively, and the three tests together cover
85.3% of configuration lines. We find that these tests cover
largely the same configuration elements—interfaces and BGP
peerings between the data center routers—despite checking
for seemingly different network behaviors. This result indi-
cates that test development without coverage feedback can be
ineffective in terms of covering the testing gaps.

The coverage of ExportAggregate shows a large proportion
of weak coverage. This is because a spine router has routes to
all leaf routers, so that all leaf subnets contribute to the tested
aggregate route, albeit weakly. Separating out weak coverage
here avoids false negatives of testing gaps—the aggregate
routes would be there even if some of the BGP peering or
interfaces are misconfigured, therefore testing the aggregate
routes provides a weaker endorsement for the covered BGP
peerings and interfaces to be bug-free.

By looking at uncovered configuration lines reported by
NetCov, we learn that most correspond to host-facing inter-
faces on leaf routers. Adding tests that target those interfaces
improves this test suite and eliminate testing gaps. We omit
results of this iteration.

7 Performance Evaluation

We benchmark the performance of NetCov on both types of
networks we studied above. Our test machine has two Intel
Xeon CPUs (16 core each, 3.1 Ghz), 384 GiB of DRAM, and
runs Ubuntu 18.04.

Figure 8(a) shows the time to compute coverage for each
test in §6.1 and for the full test suite. It breaks out the time
spent on simulations and strong/weak labeling, and, for refer-
ence, also shows the test execution time. We see that coverage
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Figure 8: Time to compute coverage.

computation is reasonably fast. The full test suite takes only
99.4 seconds. In comparison, the test execution takes 2,358
seconds. The total coverage computation time is less than the
sum for individual tests because facts tested by multiple tests
are tracked only once. The graph also shows that simulations
and strong/weak labeling are a minority component, which
means that most of the time is spent on walking the IFG and
doing lookups in stable state for backward inference.

Figure 8(b) shows test execution and coverage computation
time for the test suite in §6.2, as a function of the data center
network size. Coverage computation takes 4,413 sec on the
largest network, which has 2,040,624 RIB entries. This time
is less than 9% of the time to execute the test suite. While
substantial, we deem it acceptable in practice. Configuration
coverage analysis can be run in the background, as code cov-
erage is often run. NetCov does not slow down test execution,
which is on the critical path to finding configuration errors
and updating the network.

However, time to compute coverage increases rapidly with
network size. This is because the number of RIB entries grows
quadratically and so does the number of vertices in the IFG.
We find that the average time to materialize an IFG node does
not change substantially because all computation is local to
the node. The scaling trends suggest that to scale NetCov to
much larger networks, we need a concurrent implementation
of IFG materialization. Our current implementation is single-
threaded (as Python interpreter is single-threaded).

8 Comparison to Data Plane Coverage

We demonstrate the unique value of control plane coverage by
comparing it to data plane coverage. Following Yardstick [47],
we quantify data plane coverage as the proportion of main RIB
(forwarding) rules exercised. Figure 9 shows the comparison
for different cases. Figure 9(a) shows the comparison for
Internet2 for all tests in §6.1 and a hypothetical data plane
test that inspects all main RIB rules. Figure 9(b) shows the
comparison for fat-tree tests in §6.2.

Besides the obvious advantage that only control plane cov-
erage can support control plane tests—the graphs show 0%

data plane coverage for these tests—there are two main ad-
vantages to using control plane coverage to guide network
test development. First, it reveals testing gaps that can not be
revealed by data plane coverage. Tests with high data plane
coverage do not necessarily have high control plane coverage,
as we can see in the last row of Figure 9(a). Covering 100%
of the data plane state covered only 41% of the configuration.
If the engineers were to improve the test quality under the
guidance of only data plane coverage, they would not know
that 59% of the configurations remain untested. The reason
of this disagreement is that some configuration lines are only
exercised under specific environments (failures, routing mes-
sages). For instance, list-filtered route policies apply on BGP
messages within a specific range, and will only be exercised
when such messages appear in the environment.

Second, testing more data plane state can sometimes be
redundant in covering configurations, when the tests hit
the same configuration elements. For example, the Default-
RouteCheck test in Figure 9(b) has only 1.8% data plane
coverage because it only tests default routes, which is a small
fraction of all main RIB routes. However, because correct
propagation of default routes incorporates many BGP peer-
ings and interfaces in the network, this test has extensive
configuration coverage (87%). The ToRPingmesh test covers
much more data plane state (88%), but adding it atop Default-
RouteCheck has little value because this state is derived from
almost the same set of configurations lines. We do not nec-
essarily imply that engineers should drop one of these tests,
as there may be other reasons to keep both. Our observations
are about their value toward configuration coverage.

9 Related Work

Our work builds on top of four lines of research.

Code coverage. We borrow from the software domain the
idea of using code coverage to reveal testing gaps, quan-
tify test suite quality, and help engineers improve their test
suites [4, 15, 20]. Our coverage analysis techniques, however,
are specialized to the operation of network configurations.
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Figure 9: Comparing control plane and data plane coverage.

Data plane coverage. Yardstick introduced data plane cov-
erage metrics [47] that quantify the proportion of data plane
elements such as forwarding rules and paths that are exercised
by network tests. Configuration coverage goes further and
maps tested data plane components to configuration elements
that contribute to them. It provides more direct feedback be-
cause network engineers author configurations, not data plane
state, and it supports testing of configuration elements that
are not exercised by the current data plane state.

Network testing and verification. A range of tools can anal-
yse properties of network data and control planes [7,12,14,18,
19, 23, 25, 26, 48, 49]. NetCov borrows ideas from verification
tools to concisely model the network, e.g., focusing on stable
state and routing protocol instances [7, 14]. However, NetCov
target a different problem—reveal what is tested vs enabling
testing of new properties–and uses different techniques.

Network provenance. Provenance systems can track causal
dependencies of events in distributed systems. Provenance
systems like ExSPAN [52] materialize provenance graphs
by tracing system execution in forward direction. Negative
provenance systems can reason about missing events [46]
and materialize provenance graphs lazily using backward in-
ference. NetCov too uses a graph-based model. However, it
is unique in terms of accommodating network configuration
into a provenance model, and this model, tailored to the sta-
ble state assumption, is more succinct. Further, it combines
backward and forward inference to overcome the limitations
of using only one type of inference.

Software configuration testing. As for networks, configu-
ration testing is an important problem for software systems
as well. Sun et al. developed a system that can link software
tests to exercised configuration parameters [38]. They exploit
dependence on configuration settings being explicit, observ-
able via read/write operations that use standard get/set APIs.
NetCov targets a setting where the dependencies are implicit
and non-local. Routers read the entire configuration file, and
their forwarding behavior depends on that file and informa-
tion received from neighbors who in turn act based on their
configuration files and their neighbors. That led us to develop

a different approach to tracking configuration dependencies.
We will investigate in the future if our approach can be ex-
tended to software systems where dependence between tested
runtime behavior and configuration is not explicit.

10 Summary

NetCov reveals which configuration lines are tested by a suite
of network tests. It uses an information flow model based on
control plane semantics to track which configuration lines con-
tribute to tested data plane state. It accounts for non-local and
non-deterministic contributions, and for performance, it dis-
covers the graph lazily. Our experiments showed that NetCov
successfully reveals coverage gaps for real-world networks
and test suites, and these tests can have surprisingly low cov-
erage, e.g., 26% of configuration lines for Internet2. They also
showed how its feedback helps improve coverage.
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Abstract
Network load tester is important to daily network operation.
Motivated by our experience with a major cloud provider,
a practical load tester should satisfy two important require-
ments: (R1) stateful protocol customization, and (R2) real net-
work traffic emulation (including high-throughput traffic gen-
eration and precise rate control). Despite the success of recent
load testers, we found they fail to meet both above require-
ments. This paper presents Norma, a practical network load
tester built upon programmable switch ASICs. To achieve the
above requirements, Norma addresses three challenges: (1)
modeling stateful protocols on the pipelined architecture of
the ASIC, (2) generating replying packets with customized
payload for stateful protocols, and (3) controlling mimicked
traffic in a precise way. Specifically, first, Norma introduces
a stateful protocol abstraction that allows us to program the
logic of the state machine (e.g., control flow and memory
access) on the programmable switch ASIC. Second, Norma
proposes a novel multi-queue structure to generate replying
packets and customize the payload of packets. Third and fi-
nally, Norma coordinates meters and registers to construct a
multi-stage rate control mechanism capable of offering pre-
cise rate and burst control. Norma has been used to test the
performance of our production network devices for over two
years and detected tens of performance issues. Norma can
generate up to 3 Tbps TCP traffic and 1 Tbps HTTP traffic.

1 Introduction
Understanding whether the network meets expected perfor-
mance is essential to today’s cloud providers, especially for
performance-sensitive services such as live streaming and
edge cloud games [30, 35, 57]. For example, in edge cloud
games, the players complain about their unsmooth feelings if
the network latency reaches 50 ms, and cannot play the games
when the latency exceeds 100 ms [54].

Network load tester is one of the most important testing
tools that checks the performance of network devices by
proactively generating various testing packets including dif-
ferent protocols, rates, and traffic patterns [7, 13]. A network
load tester could be used by the operator to test the perfor-
mance of devices, debugging the root causes of packet loss.
In a typical network load testing scenario, the tester gener-
ates user-defined traffic and sends it to the Device Under Test
(DUT). After receiving the testing packets, the DUT processes
the traffic and forwards it back to the tester for further pro-
cessing, such as dropping or replying to the incoming packets.

Based on the analysis of the outgoing and incoming traffic, the
tester can evaluate the performance of the DUT in multiple
aspects, including throughput, latency, and packet loss.

As a major cloud provider, we also deploy load testers in
production networks to test pre-online network devices and
functions. Load testers have become indispensable for daily
network operation tasks, such as performance monitoring,
failure troubleshooting, and stress testing. Building a prac-
tical load tester that works for large-scale cloud networks
should satisfy the following important requirements from our
network operators.

• (R1) Stateful protocol customization. Besides switches
and routers which work in a stateless way, cloud networks
also have complex and stateful network functions, such as
stateful packet filters and L4/L7 load balancers. The proto-
cols used by these network functions might be stateful (e.g.,
HTTP) or self-defined by the cloud provider. To provide the
all-around testing capability, a practical load tester should
be able to generate packets with not only stateless protocols
(e.g., UDP) but also stateful (e.g., TCP) and customized
(e.g., private tunnel protocols) protocols.
• (R2) Real traffic emulation. As the scale and single-port

bandwidth of cloud networks grow fast, a practical load
tester should be able to mimic real, cloud-grade traffic in
a cost-effective way: (1) it can generate Tbps-level traffic,
and (2) it can create and send precise rate packets with
customized payload and burst patterns.

A number of previous efforts have focused on network
load testing [7, 9, 13, 18, 24, 31, 32, 47, 53, 55, 59]. While
these state-of-the-art systems can work well in principle, in
reality in our situation, they fail to simultaneously satisfy
the above two requirements (see Table 1). Specifically, soft-
ware load testers [9, 18, 24, 31, 32, 47] and FPGA-based load
testers [60] are unable to generate Tbps-level traffic or con-
trol rate precisely (i.e., fail R2). On the other hand, hardware
load testers (e.g., Keysight [7] and Spirent [13]) can only
generate and emulate fixed types of protocols (i.e., unable to
support the customized protocols R1). Recently, researchers
have developed load testers based on programmable switch
ASICs [53, 55, 59], which are capable of sending Tbps-level
traffic and are customizable. While these pioneer systems
have shown the potential to partially solve the above prob-
lems, they cannot customize stateful protocols or provide
precise rate control, i.e., partially failing R1 or R2.

We, therefore, decided to build a practical load tester to
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satisfy our operators’ requirements for their daily usage.

Our approach: Norma. This paper presents Norma, a high-
performance network load tester, based on the RMT-based1

programmable switch ASIC. The key idea of Norma is to
execute load testing based on template packets derived from
tested protocols, which enables Norma to achieve R1 and
R2 simultaneously. First, template packets continuously loop
in the pipeline and can be conditionally replicated to gen-
erate testing packets of both stateless and stateful proto-
cols. Operators can flexibly customize headers and payload
of template packets; thus, Norma can be used to test vari-
ous cloud network functions. Second, through controlling
rates and patterns of replicating template packets, Norma can
generate load testing traffic that faithfully mimics realistic
traffic. Besides programmable switch ASIC resource limita-
tions [33, 38, 39, 41, 50–52, 56], building Norma nevertheless
requires us to address the following challenges.

Challenge 1: First, RMT-based programmable switch
ASICs are unfriendly to modeling stateful protocols (e.g.,
TCP and HTTP), since the ASIC architecture is implemented
as a pipeline that processes packets in a sequential way and
only supports accessing states once per packet. However,
most stateful protocols need to read and write a state multiple
times. This, therefore, makes it difficult to model or customize
stateful protocol behaviors on current programmable switch
ASICs. On the other hand, testing the performance of state-
ful protocols (e.g., stateful load balancer, DDoS defense, and
ACL) is crucial, which accounts for the majority of our load
testing requirements and tasks. To the best of our knowledge,
none of the prior work solved this problem. Existing load
testers based on programmable switch ASICs like Hyper-
Tester [59] can only support stateless protocol customization.
To address this challenge, we introduce a new data structure,
named stateful protocol abstraction, to enable programming
the logic of the state machine (including control flow and
memory access) on programmable switch ASICs. We con-
struct a state machine framework via the stateful protocol
abstraction. In the framework, packets are looped inside the
ASIC, and each round corresponds to a step in the state ma-
chine of the emulated stateful protocol. We can use this frame-
work to emulate arbitrarily complex protocols (including both
stateful and stateless), as long as the hardware resources of
the ASIC are sufficient (§4.1 and §4.2).

Challenge 2: Load testers need to reply according to state
machines when receiving packets of stateful protocol from
DUT. Replying packets involves packet generation with
customized payload as well as header modification, which
presents the second challenge. The programmable switch
ASIC uses PHV2 resources to add, delete, and modify packet

1RMT (Reconfigurable Match Tables) is a reconfigurable pipeline-based
architecture for programmable switch ASICs. Each pipeline consists of a
parser, multiple match-action stages, and a deparser [22, 40].

2PHV (Packet Header Vector) stores and transits parsed headers or meta-
data between neighboring stages. More details can be found in [10, 22].

headers and payload. Due to limited PHV resources, the ca-
pability of load testers to generate and modify packets with
a large payload and statefully complex headers is inherently
constrained. To address this challenge, we propose an effi-
cient multi-queue structure based on registers3 inside the pro-
grammable switch ASIC. In this structure, the stateful packet
will enqueue to trigger the corresponding type of template
packet to dequeue. In this way, Norma supports generating
replying packets with customized payloads for most stateful
protocols (§4.3 and §4.4).

Challenge 3: The final challenge is that programmable
switch ASICs is hard to offer precise control of the packet
rate and burst, thus resulting in unrealistic traffic emulation.
The above two control capabilities are important requirements
of our daily operation and testing; however, we have not seen
any of state of the art systems that can achieve the above goals.
The rate control relies on the specific hardware named meter;
however, in practice, the speed limit of the hardware meter
is coarse-grained, i.e., not all target rates can be precisely
achieved, which results in an error in the control of packet
rate. In addition, the programmable switch ASICs do not
support the generation of traffic bursts with given patterns. To
address this challenge, we proposed a multi-stage rate control
mechanism based on the coordination of meters and registers
in the programmable switch ASIC. The meters provide coarse-
grained rate control, which will be further tuned by the follow-
up registers in a fine-grained manner. In this way, the special
requirements of the tester for rate and burst control can be
satisfied with great precision (§5).

Norma has been used to test the performance of pre-online
devices that would be deployed in our production network for
over two years. For example, we used Norma to test the for-
warding capability and ARP learning rate of L2/L3 switches
and tested stateful gateways by generating L4/L7 flows. Eval-
uation results show Norma can generate up to 3 Tbps TCP
traffic and 1 Tbps HTTP traffic while maximizing the use of
pipeline bandwidth. Experiments also show that Norma can
achieve precise rate control and burst capability. The relevant
rate error does not exceed 0.01% in the worst cases.

Contributions. We make the following contributions:

• It is new for us to implement the stateful responder into
the programmable switch ASIC to support stateful pro-
tocols. The pipeline-folded switch ASIC and the queue
implemented in P4 are the keys to make it possible.
• We propose high-precision packet rate and burst control

method. This provides us the ability to reproduce traffic at
accurate rates and desired burst patterns.
• We use Norma to test our pre-online devices. Norma is

useful for our network developers and operators to find
performance issues and system bottlenecks.

3Registers are memory blocks attached to each stage, whose data can be
shared by multiple packets across different ports inside a pipeline [10, 22].
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2 Background & Motivation
This section details our operators’ requirements and discusses
related work.

2.1 Requirements for Production
Based on the experience of our operators, we summarize the
requirements of our network load tester in Table 1.

(1) Supporting protocol customization. In cloud networks,
traffic can be carried via non-standard private protocols. These
protocols are usually defined and experimentally developed by
the cloud providers, e.g., QUIC [42] and Multipath QUIC [28,
58], which provide great extensibility of network functions
and can be quickly iterated according to the needs of upper-
layer applications. These non-standard protocols and traffic
are not supported by commercial hardware network testers.

In particular, the majority of protocols we need to test
are stateful. The DUT keeps the state of L4/L7 sessions for
stateful protocols. For example, an L4 gateway may perform
a TCP relay or SYN proxy, and an L7 load-balancer balances
the load of the HTTP traffic according to the HTTP header of
the first packet. In these cases, the load tester should be able
to emulate the establish, transmission, and release processes
of a session, and reply to the incoming packets according to
the specification of the protocol.

(2) Emulating realistic traffic. During the development and
operation of network devices, our operators need to evaluate
the device or optimize configurations by emulating realistic
traffic. The volume of mixed traffic flows can be as large as
O(1 Tbps), or O(1 Gpps) for small packets. It is essential
to emulate the traffic similar to the realistic load. We have
observed the case that a DUT works well in the experimental
development with simple traffic, but suffers from continuous
packet drop after it goes online. It is not acceptable for cloud
providers.

To test the DUT with emulated traffic under heavy loads, the
tester should support sending traffic at the line rate of DUTs.
Besides, the tester needs to emulate various traffic patterns
and mixed traffic flows for network operators to determine the
optimal configuration like hash function, CPU allocation, and
queuing policy of devices. The traffic is expected to be cheap
in terms of hardware cost, power consumption, and rack size.
Plus, in cloud network testing, the value of the field in the
packet header is required to be editable. For example, one
may expect the source IP address to be randomly chosen from
the prefix 10.0.0.0/16.

In addition, since a network load tester is usually used for
network checking, debugging, and troubleshooting, it is re-
quired to control the sending rate based on the determined
configuration. In other words, the tester should be able to gen-
erate the random burst traffic and emulate the failure scenarios
precisely. All of the testing data are collected by measuring
the incoming and outgoing traffic in multiple dimensions,

such as throughput and packet drops. A network load tester is
required to support fine-grained bidirectional measurement
of the large volume of traffic.

2.2 Related Work
Table 1 shows the comparison between Norma and the state-
of-the-art load testers in terms of our production requirements.

Software network testers. Software solutions [9, 18, 24,
31, 32, 47] are highly flexible. The early software network
testers [6, 11, 17, 23] are based on the standard Linux IO
API which limits the performance and accuracy. There are
many works [9,18,31,47] that utilize the IO frameworks such
as DPDK [2], Netmap [47], and PF_RING ZC [8] that are
working on accelerating packet processing on various CPU
architectures. However, the computing bottleneck makes it
difficult to apply to 100 Gbps network test scenarios. The
state of the art such as MoonGen [31] needs over 14 2.4 GHz
cores to generate 64-byte packets at 100 Gbps, corresponding
to only one port capability of Norma. In addition, software so-
lutions are not stable when testing complex packet processing
due to the indefinite packet processing time [59]. Therefore,
they are not scalable and cost-effective in industrial scenarios
that require Tbps-level load testing.

Commodity hardware testers. Vendors like Keysight [7]
and Spirent [13] provide network infrastructure performance
tests using their test suites with hardware-based modules.
These commercial hardware testers [7,13] are able to emulate
standard traffic demands by providing rich testing functions.
There are also application and security tests that cover the L4
protocols. Benefiting from the specially designed software
and hardware, it achieves high throughput and accuracy on
packet generation and measurements. Commercial hardware
tester uses dedicated ASICs from the vendors to accelerate
network traffic generation, which can provide O(1 Tbps) traf-
fic for stateless protocols.

However, the commercial hardware tester is a black box,
which makes it hard to adapt to the agile development of self-
defined protocols. The vendors are aiming to provide standard
tests thus the customizability of user-defined packet structures
and protocols is lacking. Besides, they are expensive to deploy
in a large-scale system (e.g., $100,000 for a 100 Gbps dual-
port packet generation module [59]) which requires a large
number of testers.

Programmable hardware testers. To achieve a balance of
programmability and performance, some network testers [19,
27, 48] using programmable hardware such as NetFPGA [60]
are proposed. These works achieve accurate rate controlling
and precise measurement results. However, the NetFPGA-
based testers are still expensive to achieve Tbps-level test
traffic (e.g., a NetFPGA board costs $5,341 with two 100 GbE
interfaces [1], and a programmable switch ASIC with 32
100 GbE interfaces only costs $2160 [5]). And it is non-trivial
to develop new functions on FPGA boards.
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Table 1: The required properties of a tester listed by our network operators, and the comparison between Norma and prior work.
Requirements Meaning Norma CHT ST HT NetFPGA
Stateful Protocol Support

Generation Whether the traffic of stateful protocols (e.g., HTTP) can be generated? 3 3 3 7 3
Customization Whether the stateful protocol can be fully customized by users? 3 7 3 3 3

Real Traffic Emulation
Cheap High-Speed Traffic Whether O(1 Tbps) traffic can be generated in a cheap way? 3 7 7 3 7
Precise Rate Control Whether the rate of generated traffic is precise? 3 3 7 7 3
Precise Burst Control Whether the traffic can be sent out with customized burst pattern? 3 3 7 7 3
Precise Measurement Whether the traffic features can be precisely measured? 3 3 7 3 3

CHT=Commercial Hardware Testers ST=Software Testers HT=HyperTester

Programmable switch ASICs like Intel Tofino [16] pro-
vide customizable packet processing logic via programmer-
friendly P4 language [21]. HyperTester [53, 55, 59] leverages
the recirculate primitive in P4 language and packet replication
engine to generate packets. It can generate stateless traffic
at the rate of 1.6 Tbps. HyperTester confirms the feasibility
to implement a stateless hardware tester via Tofino’s pro-
grammable switch ASICs and proves the traffic quality via
microbenchmarks. However, HyperTester cannot emulate the
data plane behavior of the stateful protocol. We cannot use
HyperTester to test a stateful L4/L7 gateway, because Hyper-
Tester cannot generate and maintain the session as what the
TCP/HTTP specification describes. In addition, HyperTester
cannot emulate realistic traffic in a high-fidelity way. We ana-
lyze the reason and conduct experiments in §9.2. Inspired by
HyperTester, IMap [43] uses programmable switch ASICs for
network scanning. It is not a network load tester in a general
sense.

Stateful packet processing. Many works are providing state-
ful packet processing to offload networking functions into
hardware. FlowBlaze [46], FAST [44], and OpenState [20]
define state machine abstraction to describe network func-
tions, while Domino [49], dRMT [26], SDP [34], and Ibanez
et al. [37] propose customized RMT-based architecture using
FPGA to achieve the processing ability of the stateful packet.
These works are orthogonal to Norma. Norma focuses on em-
ulating high-throughput stateful traffic to test the performance
of the DUT, instead of implementing every detail of stateful
protocols. This gives us the chance to implement the state
machine on programmable switch ASICs like Tofino. None
of the prior work focuses on this.

3 Norma Overview

Norma is a practical cloud network tester for load testing.
We use the programmable switch ASIC to leverage its large
capability of packet processing and programmability. In this
part, we explain the reason for using the pipeline-folded [14,
15, 45] programmable switch ASIC first (§3.1). Then, we
introduce the high-level architecture of Norma (§3.2). This
architecture illustrates how our testing functions are arranged
in the ASIC and work as a practical network tester.
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Figure 1: The packet path of pipeline-folded programmable
switch ASICs. Half of the pipelines are in loopback mode.

3.1 The Pipeline-Folded Switch ASIC
As shown in Figure 1, the pipeline-folded programmable
switch ASIC we use (i.e., BFN-T10-032Q [5]) has 64×100G
ports with maximum port bandwidth of 3.2 Tbps. It has four
physical pipelines in total, but only two of them are con-
nected to front panel ports (e.g., pipeline 0/2, namely external
pipeline). The remaining two pipelines are connected to the
internal loopback ports, whose egress direction is wired to the
ingress direction inside the ASIC (e.g., pipeline 1/3, namely
internal pipeline).

Norma chooses the pipeline-folded programmable switch
ASIC for three reasons. (1) The internal pipelines and exter-
nal pipelines can be programmed with different P4 programs.
By dividing functions such as basic switching, packet editor,
stateful responder, etc. into the above two groups, Norma
can support all of them simultaneously with the limited hard-
ware resources inside the ASIC. (2) Besides the recirculation
capability provided by P4 primitives, internal pipelines pro-
vide 3.2 Tbps extra loopback bandwidths. Therefore, high-
throughput traffic generation can be achieved without affect-
ing the front-panel port throughput. (3) The folded pipelines
double the stages we can use. That means we can imple-
ment more complex processing logic than the unfolded one,
which is the fundamentals of stateful packet processing. The
RMT-based programmable switch ASIC guarantees that these
additional stages do not affect the processing rate of the traffic
and only introduce negligible latency.

3.2 Norma’s Architecture
Norma takes advantage of the pipeline-folded programmable
switch ASIC and arranges all required functions in the archi-
tecture shown in Figure 2. The input and output represent
the front-panel ports of the switch. The basic switching logic
(omitted in figures) and measurement functions are imple-
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Figure 2: The function models and workflow of Norma. Different colors of arrow lines represent different traffic types. Nodes S
and T are loopback ports.

mented in external pipelines, while other functions are im-
plemented in internal pipelines. The S and T nodes represent
two loopback ports in internal pipelines, allowing packets to
travel from the egress back to the ingress. The traffic manager
(TM) is responsible for packet replication and forwarding.

Traffic. Norma needs to classify incoming traffic to decide
which function to enable according to the user’s test task. We
detail three kinds of traffic shown in Figure 2 as follows.

• Stateful traffic includes incoming packets of stateful pro-
tocols such as TCP and HTTP, represented as blue lines.
Once received, these packets will be preprocessed by the
packet editor (e.g., updating the TCP sequence number)
and then handled by the stateful responder, which triggers
replying traffic.
• Template traffic includes template packets sent from the

control plane, represented as green lines. Control plane pro-
grams construct template packets according to the user’s
test task and send them to the ASIC via PCIe. Then Norma
keeps these packets looping all the time in loopback ports
of internal pipelines. If a template packet is marked by the
multicast controller, it will be replicated by the packet repli-
cation engine (PRE) in the ASIC’s TM module. Then the
replicated packet will be forwarded to the DUT as outgoing
traffic via external egress pipelines. In this way, Norma can
generate line rate traffic on the data plane, though there
is no memory for the ASIC to store packets. The loop-
ing template packets determine what kind of traffic can be
generated.
• Outgoing/Replying traffic is represented as red lines. The

two traffic types can be regarded as the same because they
go through the same paths. The replying traffic is triggered
by the stateful responder, while the outgoing traffic is not.

Modules and workflow. We now show the function modules
of Norma in turn by the following workflow.

1) Classifier. The traffic is classified by the classifier first.
Norma mainly focuses on stateful traffic and template traf-
fic. Other traffic is also classified, but omitted in Figure 2.

2) Measurement. All traffic enters the measurement module
and is measured according to the user’s measurement rules.
Measurement functions are described in §6.

3) Packet Editor. Stateful traffic and template traffic are
forwarded to internal egress pipelines. The packet edi-
tor preprocesses the stateful traffic or modifies template
packet fields. The packet modification function is intro-
duced in §5.

4) Rate/Burst Controller. After looping back to internal
ingress pipelines, the rate/burst controller marks template
packets to control the rate and burst pattern of the gener-
ated traffic. This part is detailed in §5.

5) Stateful Responder. Norma uses the extended finite-state
machine (EFSM) [25] to abstract the stateful protocol.
The stateful responder triggers the EFSM according to the
input stateful traffic. The replying traffic is generated with
the help of the template traffic. This part is detailed in §4.

6) Multicast Controller. The multicast controller marks
the template traffic and forwards it to the internal egress
pipeline it comes from to complete the high-speed looping
of the template traffic. In addition, the marked template
packets are replicated to the target output port through TM.

7) Packet Editor. Outgoing traffic needs to go through the
packet editor on the external egress pipeline one more
time. The supported actions of these two packet editors are
different for sophisticated traffic generation capabilities.

8) Measurement. Finally, all outgoing traffic enters the mea-
surement module in the egress direction.

4 Emulating Stateful Protocol
The essence of emulating a protocol is to run the processing
program on the programmable switch ASIC. Although, it
is not easy to port programs that originally run on CPUs to
the ASIC. The protocol implemented on Norma for testing
the DUT can be reduced to a human-descriptive sequence
of packet interactions, as long as the DUT does not perceive
the differences. Therefore, our high-level idea is to convert
such a program into a state machine and write it into the
match-action table.

In this section, we first introduce the EFSM [25] abstraction
of stateful responder, which helps us establish a general state-
ful protocol programming pattern for Norma (§4.1). Then we
take the HTTP protocol as an example to show the implemen-
tation details of the stateful responder in three steps: executing

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1737



Step I

Step Ⅱ

Step Ⅱ

Step III

Internal pipeline
External pipeline

Stateful

Template0

Classifier

Template1 T1Template packet 1
(TCP with payload)

Read

Write

Write [0] or [1]

Read [0]

TM

EnqueueUpdate state

Restore?

Post-
processing 

table(s)

Get flow state

O
ut

pu
t

In
pu

t

a

T0

I

T0

I

a

T0

State table

State register

Queue

Stateful packet with flow ID

Template packet 0
(TCP without payload)

Stateful packet with state ID

Drop?

Read [1]

DequeueRestore?T1

[0]
[1]

T1

R
ep

ly
in

g

Dequeue
Action

I

Figure 3: A detailed view of the components of the stateful
responder. The classifier is not included in the stateful respon-
der but used to describe where the inputs come from.

the state machine (§4.2), generating replying traffic (§4.3),
and postprocessing of the replying traffic (§4.4). The brief
packet path and table placement are shown in Figure 3.

4.1 The Stateful Protocol Abstraction
To handle stateful protocols, we need to program the process-
ing logic of the protocol in the programmable switch ASIC.
The main process is to generate replying packets according
to the flow state and stateful packets, and the abstraction of
this process can be represented by the EFSM.

EFSM abstraction of Norma. An EFSM in Norma is defined
as a 7-tuple M = (I,O,S,D,F,U,T ). S is a set of flow states.
I is the current flow state. O is the next flow state. D is a set of
variables, such as packet fields, metadata, and registers. F is a
set of enabling functions that trigger transitions based on the
variables ( fi : D→{0,1}). U is a set of update functions that
update variables (ui : D→ D). T is a transition relation (T :
S×F× I→ S×U×O). Table 2 shows the state table of the
EFSM that handles HTTP GET requests. The conditions are
the enabling functions in set F , and the actions are update
functions in set U .

Hardware bases and limitations. The EFSM abstraction
provides an interface for users to customize stateful protocols.
Specifically, users need to construct the following three parts
in Norma to realize the EFSM. The first part is variables D
and flow states S. The parser and deparser provide the ability
to locate packet fields and metadata. Because programmable
switch ASICs natively support registers, the flow states are

Table 2: A part of the simplified HTTP state table.
Curr S Condition Next S Action

0 RST 0 ig_md.skip_mc = 1;
0 SYN 2 hdr.tcp.flags = R;
0 Unknown 1 hdr.tcp.flags = R;
1 SYN 2 hdr.tcp.flags = S|A;
1 Unknown 1 ig_md.skip_mc = 1;
2 RST 0 ig_md.skip_mc = 1;
2 HTTP GET 3 hdr.payload = 0x48· · ·
2 Unknown 1 hdr.tcp.flags = R;

. . .

saved in registers and updated by register actions [14].
The second part is conditions F . The conditions can be im-

plemented as keys in the match-action table. State transitions
and actions are triggered by matching the variables like the
current flow state and the input stateful packet. However, it
should be noted that the matching ability of the key is limited.
The relationship between keys in a table can only be a logi-
cal AND relationship, so complex matching rules need to be
expressed using multiple entries.

The final part is actions U . The actions modify and send
the template packets to reply to the stateful packet. It should
be noted that the implementation of actions is limited by
the resource constraints of the programmable switch ASIC.
Excessive register action and table execution may exceed the
number of stages in the switch. And it is hard to implement
actions that require iteration, such as sorting headers in a
packet. A possible solution is splitting the action that requires
iteration into multiple steps. The stateful packet loops in the
internal pipeline through node I in the internal pipeline in
Figure 3 and executes these steps. But this solution reduces
the throughput of the flow processing.

4.2 Executing State Machine
Implementing the EFSM on programmable switch ASICs
is challenging due to limitations on registers, and table ac-
tions. Next, we will introduce the details of the state machine
implementation, as shown in Figure 3 Step I.

State register. Norma stores the state of each flow in a register
array. Initially, a flow ID is assigned by the classifier to each
flow and used as an index to access registers. Then, the stateful
packet is forwarded to the internal pipeline with its flow ID
for indexing its state register. The flow state registers store
current state ID in Table 2 and other flow information such
as TCP sequence number, which can be read by the template
packet directly for generating the replying packet.

A side benefit of the flow ID is that it releases the fields
of 5-tuples and MAC addresses in the stateful packet. When
we generate the replying packet, these fields can be retrieved
via a post-processing table with flow IDs. Therefore, we can
write the flow ID and other bridged metadata4 into these fields
to avoid additional bandwidth consumption when the packet

4Bridged metadata is a temporary header carrying the data calculated in
current and previous pipelines to the next pipeline [14].
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carries the metadata looping from egress pipelines to ingress
pipelines.
State updating. As described in §4.1, the state table stores
the conditions for state transition. For the stateful packet, it
first reads its state ID from the state registers. Then, it gets the
next state ID and action ID from the state table. And finally,
the stateful packet writes a new state ID back into the register.
However, this process cannot be done simply because of the
register access restriction that a register cannot be accessed
more than once in one pass (a packet goes through the ingress
pipeline and egress pipeline). Reading and updating are two
accesses that cannot be merged into one due to complex de-
pendencies. To break this limitation, our idea is to let the
stateful packet do another pass. In the first pass, the stateful
packet reads the state register to get the state ID. In the second
pass, the stateful packet gets the new state ID through the state
table and then writes back to the state register. Note that this
design can make state register updating non-atomic, further
discussed in Appendix A.
State machine bypass. Some protocols can be implemented
with state machine bypass. Taking the SYN flood test as an
example, the tester receives a SYN packet and replies with
an RST packet. The SYN packet can be preprocessed by the
packet editor to obtain the action ID. Then, the packet skips
Step I in Figure 3 and directly passes the relevant packet
information to generate replying packets. For the stateless
traffic generation like UDP and ARP reply, the entire stateful
responder can be skipped.

4.3 Generating Replying Packets
Norma generates replying packets by replicating the template
packet looping in the internal pipeline, as shown in Figure 3
Step II. Take the HTTP GET test task as an example. Norma
needs to generate a PUSH packet when receiving an ACK
packet. The PUSH packet has a 1460-byte payload, and the
ACK packet does not. If the programmable switch ASIC can
add or delete the payload, we can generate these two kinds
of packets by modifying the input stateful packet. However,
PHV resources limit the total length of packet headers that
can be parsed. The 1460-byte payload cannot be completely
stored in the PHV. So we have to prepare ACK template traffic
and PUSH template traffic with 1460-byte payload separately
to generate corresponding traffic. Since the stateful packets
and template packets do not share packet fields and metadata,
Norma needs to transfer information from the stateful packets
to the template packets, such as the sequence number and
action ID. Then in post-processing tables, Norma can modify
the template packets according to the transferred information
to generate required replying packets.

Next, we will detail the approach to transferring informa-
tion across different packets.
A strawman solution. A straightforward way to transfer infor-
mation across packets is using a queue. The incoming stateful
packet pushes necessary information into the queue, and then

the template packet pops the information to its corresponding
fields or metadata. The register array in programmable switch
ASICs can be used to implement the queue. Besides the regis-
ter array for the elements, the queue needs three more registers
to maintain the data structure, one for the head pointer, one for
the tail pointer, and one for the queue length. Compared with
the common queue data structure, the one in programmable
switch ASICs has two critical limitations.

First, the template packet cannot decide whether to de-
queue according to the head element. To dequeue according
to the head element, the tester must first check whether the
queue length is zero, then read the queue element via the
head pointer, and finally decide whether to decrease the queue
length. In this way, the queue length register is accessed twice
in one packet path, which is not allowed by programmable
switch ASICs. Since template packets will inevitably take out
information from the queue, the queue cannot be shared by
multiple types of template packets.

Second, there is no way to prevent the queue from over-
flowing. Since the packet paths of the stateful packet and the
template packet are parallel, to ensure parallel safety, the in-
structions for dequeuing and enqueuing must be executed in
the following order. For dequeuing, reading elements must oc-
cur after decreasing the queue length; and for enqueuing, writ-
ing elements must occur before increasing the queue length.
To ensure that the queue does not overflow, the queue length
is compared with its capacity to get the enqueuing permission
first. Then the stateful packet writes its information to the
queue. And finally, the queue length increases. In this way,
the tester accesses the queue length register twice. So there is
no method to check the queue length before enqueuing.

In Norma, the consumer of the queue is the template pack-
ets, and the producer of the queue is the stateful packets. Tem-
plate packets poll from the queue to generate replying packets.
For example, the PUSH template packets poll the queue for
ACK packets. Therefore we must ensure that the polling rate
is higher than the arrival rate of the stateful packets to avoid
queue overflowing.

Multi-queue for multiple template traffic types. Because
of the limitations of the queue, only the stateful packet can
choose what kind of template packets to reply to. It is straight-
forward to allocate a queue for each type of template packets.
As shown in Figure 3 Step II, the stateful packet enqueues
using queue ID which is obtained from the state table and then
triggers the corresponding type of template packet to dequeue.
Compared to the strawman solution, there are two changes to
the multi-queue data structure. The first change is that three
register arrays are used as head pointers, tail pointers, and
queue lengths. Each queue ID identifies an element in these
register arrays. The second change is that the index of the
queue elements needs to be re-planned. A typical method is
using some lower bits of the pointer to represent the queue
ID, and the remaining bits to represent the element offset in
the queue. For example, one register array with a capacity of
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256 is used as 16 queues. The lower four bits are the queue
ID and the higher four bits are the offset.

Modifying payload. For some test cases where the complete
or partial payload of the template packet is capable to be
parsed in the PHV, we can treat this payload as a normal
packet header. First, the parser needs to parse the payload as
a header according to the total length in the IP header. Before
entering the post-processing table, the previously added pay-
load header must be set to invalid to avoid adding payloads
repeatedly. Second, the payload header needs to participate in
the calculation of the TCP checksum, which should be imple-
mented in both the parser and the deparser. In this way, Norma
can add, delete, and modify the payload without queues.

4.4 Post-Processing
As shown in Figure 3 Step III, post-processing tables are
used to modify the template packet and finally generate the
replying packet. First, the stateful packet enqueues the flow
ID and action ID. Then, the template packet obtains the action
ID from the queue and executes state actions according to
this action ID in post-processing tables. State actions must
implement the following functions: (1) restoring the MAC
addresses, IP addresses, and TCP ports according to the flow
ID; and (2) setting the correct egress port to the replying
packet. Other instructions such as updating the TCP sequence
number depend on the user’s testing requirements.

5 Emulating Realistic Traffic
Now we introduce how Norma emulates realistic traffic. We
have two requirements for real traffic generation. First, the
types of outgoing traffic generated by Norma cover our test
scenarios (§5.1). The packet editor can modify the fields of
the outgoing packet fields according to the user’s test tasks
such as port scanning and host probing. Second, the rate of
outgoing traffic controlled by Norma covers our test scenar-
ios (§5.2). Norma leverages the packet header compression
technique to overcome the bandwidth bottleneck caused by
bridged metadata conveyance, thus achieves the line-rate traf-
fic generation (Appendix B). On this basis, the rate/burst
controller is able to control the outgoing traffic rate accurately
and the burst pattern can be customized by the controller to
emulate the network traffic in corner cases.

5.1 Two-Stage Packet Editor
If the resources of the external pipeline are sufficient, the
packet editor only needs to be implemented on the exter-
nal egress pipeline. However, most resources of the external
pipeline has been occupied by switching functions. There
are no more stages available to support register operations
like generating random numbers and execution of the packet
editor table actions like packet field assignment.

We propose a two-stage editing mechanism to overcome
this limitation. Instead of editing the outgoing packet on the
external egress pipeline only, Norma splits the packet editor

Register A 
(Rate  Control)

Bypass Multicast

Meter Register B 
(Burst Control) MulticastGreen Pass Pass

Red Skip Skip

Figure 4: The multi-stage rate control mechanism. Meters and
registers determine whether to multicast the template packets
or not to control the traffic rate and burst pattern.

into two parts. Because the internal egress pipeline is not
used by the switching function and measurement functions.
We implement a major packet editor that edits the template
packets on the internal pipeline first to complete most of the
work. However, modifying the template packet alone is not
enough. The outgoing traffic on multiple front-panel ports
is identical if these modified packets are replicated to these
ports through the PRE. So there is a minor one that edits the
outgoing traffic on the external pipeline to differentiate them
on each port. We leave implementation details in Appendix C.

5.2 Precise Rate & Burst Control
The traffic rate is an important feature in realistic traffic em-
ulation. Norma is required to send the traffic exactly at the
configured rate with diverse burst patterns. The meter [36]
(usually implemented by a token bucket) is a common rate
control component provided by the programmable switch
ASIC. In Norma, the meter first colors the template packets
that loop in the internal pipeline at line rate to red or green.
The multicast controller then marks the drop flag to the red
packets and writes the multicast metadata to the green packets
to generate outgoing traffic at the target rate. But the follow-
ing two limitations make the meter not quite practical. 1) The
meter colors the packets of the stable traffic with an equal
time interval. It is impossible to generate burst traffic where
packets are expected to be sent in batches. 2) The target rate
has a finite precision, i.e., not all target rates can be precisely
configured. The actual rate of the meter can be different from
what we set, and the error grows even larger if we choose a
shallower bucket depth to avoid unexpected bursts.

Norma proposes a multi-stage rate control mechanism in
the rate/burst controller to obtain the ability of accurate rate
control and bursts. As shown in Figure 4, the mechanism is
based on a meter, appended with multiple register units (e.g., 2
units in the figure). Each unit is implemented in the same way,
which skips the following m packets after passing n successive
packets. These units are connected in a cascaded way, and the
parameters m and n can be configured individually. Next, we
show how the design solves both two problems.

First, for the case of accurate rate control, the user wants to
generate 10 Gbps traffic. However, the two closest rates sup-
ported by the meter are 9.9 Gbps and 10.1 Gbps. In this case,
we can configure the meter to the larger rate. The parameters
m and n of register A in Figure 4 are set to 1 and 100, respec-
tively, which means skipping 1 packet after passing 100 pack-
ets. Therefore, the final rate becomes 10.1 Gbps×100

1+100 = 10 Gbps.
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Figure 5: Cross-interval packets make counters out of sync.
In time 2-3, the tester sends two packets and reports one is
lost, but it receives the lost one in time 3-4.

Second, for the case of burst pattern control, the user wants
to send burst traffic whose peak rate and average rate are
10 Gbps and 4 Gbps, respectively, which means there are
1,000 packets in a burst batch. To meet this goal, we only
need to configure the m and n of register B to 1,000 and 1,500,
respectively. These registers can be used flexibly. We can use
two or more registers together to get a more precise rate or to
construct complex burst patterns.

6 More Practical Considerations
To use Norma in practice, we also need to address some
engineering challenges. For a load tester, measurement is one
of the most important engineering challenges, since it is used
to estimate the performance of tested networks. We have two
requirements for the measurement. First, the measurement
must be accurate, which means that the measurement must
be done on the data plane as much as possible. Second, the
measurement should not affect the functionality of the DUT
and the pattern of the outgoing traffic. This means that the
outgoing packet should not carry additional headers to store
information such as timestamps.

This section first presents a measurement technique based
on a flapped version bit, which can obtain high-precision traf-
fic metrics in real time (§6.1). Then, we detail the blind mea-
surement technique used in the delay measurement that avoids
adding extra information to the outgoing packets (§6.2).

6.1 High-Precision Real-Time Measurement
A straightforward way is to let the programmable switch
ASIC periodically report the counter value to control plane
programs. Then, the metrics (e.g., throughput) can be cal-
culated as the quotient of the counter value difference and
the reporting period. However, this method is inaccurate for
complex metrics relying on bidirectional measurements. Con-
sider the measurement of packet drop rate in Figure 5, which
counts in both ingress and egress directions and reports the
difference. Note that there is a cross-interval packet that is
sent before the third report (at time 3) and received after it.
Thus the ASIC knows that there are two packets sent in total
and only one packet received during the reporting interval 2-3,
and reports “one packet is lost” to the control plane at time 3.
But in fact, there is no packet loss.

Norma synchronizes the counters in two directions by em-
bedding a version bit in packet headers (e.g., one bit in the

IPv4 identification field). The version bit flaps every time
a report happens. For example, in Figure 5, the version bit
values in three reporting intervals can be (1,0,1) or (0,1,0),
respectively. In the meanwhile, each original counter will be
replaced by a counter group composed of two counters, corre-
sponding to two versions. When receiving a packet, the ASIC
reads the version it belongs to from the packet header, and
updates the counter indexed by the version. Choosing the re-
porting period to a value larger than the maximum forwarding
time of the DUT, the cross-interval packets will disappear.

While Norma achieves high-precision real-time measure-
ment, it also adds a delay in reporting period to the data report.
In addition, the SRAM used by counters is doubled.

6.2 Blind Measurement of Forwarding Delay
Typically, the forwarding delay can be measured by embed-
ding a timestamp at the end of the packet. When Norma re-
ceives it, the timestamp will be parsed out and then compared
with the current timestamp. However, this method cannot be
applied to the programmable switch ASIC, whose pipelines
are unaware of the packet payload. An alternative way is to
embed to timestamp between the headers where the ASIC
can parse, but it does not work for stateful protocols. For ex-
ample, the HTTP header cannot be parsed by the ASIC due
to the variable header length, and such embedding inserts the
timestamp between the TCP header and the HTTP header.
When the DUT (e.g., an L7 gateway) receives the packet, it
incorrectly treats the timestamp as an HTTP header. Another
way is to embed the timestamp in packet headers, but there is
not enough room for a 32-bit nanosecond timestamp, which
is necessary for measurement precision.

Norma proposes the blind measurement technique, which
does not embed or add a timestamp into the packet but sends
blindly. Our approach is based on the synchronization frame-
work (§6.1). Within each reporting interval, the ASIC records
the timestamp of the first outgoing packet in a register and
regards the value as base timestamp Bo. For following out-
going packets in the interval, the ASIC calculates relevant
time as the difference between its timestamp and the base
timestamp and adds it to a time register. Here we use the
relevant time to avoid arithmetic overflow and denote To and
Po as the sum of relevant time and the outgoing packet num-
ber, respectively. The ASIC processes the incoming pack-
ets in the same way, and we denote corresponding values
as Bi, Ti, and Pi, respectively. When the interval passes, the
ASIC reports the all above values to the control plane, and
then the control plane calculates the average delay d as:
d = (Bi +Ti/Pi)− (Bo +To/Po) . It is noticeable that packet
loss can affect the precision of blind measurement. We leave
the analysis in Appendix D.

We use the example in Figure 6 to illustrate how it works.
Assume that the base timestamps of outgoing and incom-
ing packets are 1000 and 1005, respectively. Three outgoing
packets are sent at the time 1010, 1020, and 1030, so the time
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Figure 6: An example of blind measurement. The time offsets
are accumulated by Norma and not carried with packets.
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Figure 8: Packet drop on the
traffic manager.

register of outgoing packets is added by 10, 20, and 30, respec-
tively, which sum up to 60. Similarly, the time counter of in-
coming packets is 360. Therefore, the control plane calculates
the average delay as (1005+360/3)− (1000+60/3) = 105.

7 Implementation
Different from prior work, Norma depends on the pipeline-
folded programmable switch ASIC, and therefore, is built
from scratch. We write about 1,200 and 1,000 lines of P4 code
to implement HTTP and TCP traffic responding functions,
respectively. Except that, we write about 8,400 lines of P4
code to implement the rest of the data plane, as well as basic
switch functions such as routing and ACL.

The control plane of Norma is implemented with about
2,500 lines of Python code and runs in a SONiC-like operat-
ing system [12]. It uses internal gRPC to communicate with
the ASIC and provides HTTP APIs to users for job manage-
ment. With these APIs, users can create a traffic-sending job
with a desired packet header stack, traffic rate, burst pattern,
measurement, stateful responder, etc., and then submit it to
Norma. After that, the job manager automatically allocates
loopback ports (Appendix E) to these jobs and starts sending
packets, until the job is terminated by users.

8 Case Study
Norma has been used to test our pre-online devices for over
two years. We present three real usage experiences.

CDN load balancer stress test. In a CDN system, the load
balancer (LB) is responsible for distributing user requests to
backend servers and then returning the servers’ responses to
the user. The LB, therefore, needs to afford a large amount
of traffic. Its performance is critical to the CDN system. In
one of our production pre-deployment, the load balancer em-
ploys four 100 Gbps links to connect to the ISP network and
uses the other four 100 Gbps links to connect to the backend
servers. To test the LB, we used Norma to emulate the traf-
fic from both the ISP network and the backend servers. The

traffic of the emulated HTTP clients was sent to the ISP ports
of the LB, and the traffic of the emulated HTTP server was
sent to the backend server ports of the LB. Norma initiated
and maintained 4,000 HTTP connections. If one connection
ends normally, Norma re-initiates the connection; if one con-
nection ends abnormally, Norma shuts down the connection.
Therefore we changed the connection establishing frequency
by tuning the flow length to test whether there existed any
performance issue. As shown in Figure 7, we observed that
when the flow length was greater than 10 MB, the through-
put of each backend server was close to 100 Gbps; however,
when the flow length was less than 1 MB, the throughput
was lower than 80 Gbps due to the limitation of the HTTP
connection establishment capability of the LB. We therefore
successfully measured the performance specifications of the
LB under different types of loads.
Traffic manager burst traffic test. In another LB setup, our
switch should connect to the ISP network with two 100 Gbps
links and 32 backend servers with 25 Gbps links. Normally,
the throughput of the user requests from the ISP to the back-
end servers should be 50 Gbps. These requests trigger about
90 Gbps replying traffic, and 200 Mbps synchronization traf-
fic from each backend server to other servers. But long-term
operation in practice showed that there was packet loss on
the LB. In troubleshooting, we find that requests sometimes
generate bursts of 7 Gbps lasting 9-10 ms on one host, and
drive the burst of synchronization traffic. Even with the bursts,
this level of traffic should not cause a significant packet loss
on the DUT. However, the QAC (Queue Admission Control)
drop counters of backend servers increased irregularly.

The root cause is the improperly configured traffic manager.
The burst traffic can rapidly fill the queue up and then cause
packet loss. To tune the traffic manager configuration, we
set the burst mode to sending 3,000 packets at 2.5 times the
average throughput intermittently on the request traffic and
the synchronization traffic, which can reproduce the bursts
and packet loss. Figure 8 shows our result. There were about
197,000 packets dropped by the traffic manager every second.
And therefore, Norma assisted our operators to optimize the
traffic manager configuration.
ARP learning rate test. We have deployed many pro-
grammable switches in our network. We need to ensure the
correctness and speed of L2/L3 forwarding functions. To this
end, we used Norma to connect these DUTs (i.e., tested pro-
grammable switches) with two links. On one link, Norma
generated ARP-reply traffic at line rate. It announced the
MAC address of a segment of free IPs as the tester itself’s. On
another link, Norma generated UDP traffic at line rate, where
the destination IPs were the free IP addresses announced by
the ARP traffic. The DUTs must be able to learn ARP entries
correctly first. Second, the DUTs need to forward UDP traffic
according to the learned ARP entries. Finally, Norma judged
whether the DUTs had learned all ARP entries by measur-
ing the throughput of the forwarded UDP traffic, and then
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Figure 9: Maximum throughput of Norma.

calculated the ARP learning rate.
In our testing, Norma showed that when the number of

tested IP addresses was 213, the learning rate was about 462
ARP entries per second. However, when the number of IP
addresses reached 214, the DUTs failed to learn all ARP en-
tries. After our troubleshooting, we found that the control
plane used a hash value of the entry to locate the ARP en-
try. If a hash conflict of ARP entries occurred, the control
plane returned an exception. In addition, the control plane
only supported up to 214 entries, which made our test trigger
hash collisions. These bugs were hard to find in unit tests
because the number of ARP entries in unit tests is limited. No
assertion can be triggered without hash collision.

9 Evaluation
All of our experiments were conducted in two programmable
switches with Tofino programmable switch ASICs, where one
was the tester, and the other was the DUT. Two switches were
connected via 32 100 Gbps optical fibers, which provided
3.2 Tbps bidirectional bandwidth in total.

The traffic quality of Tofino ASICs and software testers
has been well-learned in HyperTester [55] (see Appendix F).
So we omit these experiments in the evaluation. Norma gener-
ates traffic only via dedicated hardware, rather than software.
Therefore, the traffic generated is quite stable and very easy
to reproduce. We got exactly the same results from multiple
runs in our experiments.

9.1 Traffic Throughput
In this part, we evaluated the maximum throughput of three
typical traffic, including UDP, TCP, and HTTP. Packets or
flows with different sizes were required to generate to test
the performance limit of Norma. And loopback ports were
allocated by the algorithms in Appendix E. Unless otherwise
specified, the Ethernet header and frame check sequence are
taken into account when we describe packet or flow sizes,
while the inter-packet gap and preambles are not.

UDP traffic. We first evaluated Norma’s throughput of
UDP traffic with different packet sizes, including small
packets ranging from 64 to 512 bytes, MTU-sized packets
(1518 bytes), and jumbo packets (9100 bytes). The allocation
of loopback ports was straightforward for UDP, whose out-
going packets were directly multicast from template packets,
and did not need other packets to trigger. Therefore, only one
loopback port was occupied by template packets.

Figure 9a shows our results. Norma can generate traffic at
the rate of at least 1.6 Tbps and reaches 3.2 Tbps for packets
longer than 256 bytes. Two bottlenecks limit the performance
of Norma. For small packets, the throughput was bounded by
the operating frequency of the ASIC because there were more
headers for the pipelines to process. And for large packets,
however, the throughput was bounded by the 100 Gbps port
rate. We used goodput to represent the transmission rate of
the payload. As the packet size increased, the proportion
of the packet header decreased, so the goodput increased.
These results indicated that Norma’s performance reached
the limit of ASIC’s capability. In the meanwhile, HyperTester
can generate UDP traffic at the rate of 1.6 Tbps [55] and can
be simply extended to 3.2 Tbps for large packets, similar to
Norma.
TCP traffic. Next, we evaluated Norma’s throughput of TCP
traffic with state machine bypass. The TCP packet received
was forwarded to the loopback pipeline where packet informa-
tion was enqueued directly. Then the template packets looped
in the pipeline read the information from the queue and gen-
erated a replying packet based on TCP flags. For example,
when receiving a pure ACK packet, Norma would send back
a PUSH packet with the payload of a specified size. Since the
size of ACK packets was much smaller than that of PUSH
packets, one loopback port was enough to process the ACK
traffic received from multiple front-panel ports. For example,
one loopback port processing ACK packets can support three
front-panel ports that sent out 256-byte PUSH packets. That
means, every four loopback ports can support up to 300 Gbps
TCP traffic.

Figure 9b shows our results. According to the loopback port
allocation algorithm in Appendix E, the expected throughput
of PUSH packets sized by 128, 256, 512, 1024, and 1518 bytes
was 1.6, 2.4, 2.6, 2.8, and 3.0 Tbps, respectively. However, the
throughput of 128- and 256-byte packets was slightly lower
than expected due to pipeline throughput limitations. For the
rest of the PUSH packet sizes, each front-panel port generated
near-line-rate TCP traffic.
HTTP traffic. Finally, we evaluated Norma’s throughput of
HTTP traffic by emulating HTTP sessions with different flow
sizes, ranging from 1 KB to 100 MB. There were two types
of packets in one HTTP session. One was the packets with
HTTP content, and the other was the TCP control packets.
Norma generated the packets with HTTP content by dupli-
cating the template packets with the 1024-byte payload. For
other packets, Norma used the template packet with no pay-
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Figure 10: Comparison of rate control accuracy.

load. To achieve the maximum throughput, in each 16-port
internal pipeline, five ports were used for reading state reg-
isters, five ports were used for writing state registers, five
ports were used for generating PUSH packets, and one port
was used for generating TCP control packets. Therefore, we
expected that Norma should generate 1 Tbps HTTP traffic.

Figure 9c shows our results. Norma generated HTTP traffic
with over 950 Gbps throughput, which was slightly lower than
expected. This was because of the gap between the looping
frequency of large template packets (e.g., 11 Mpps) and the
arrival frequency of small packets (e.g., 150 Mpps), which
made the enqueue time and dequeue time unaligned. For
example, a small HTTP control packet may wait in the queue
for triggering a large data packet. This phenomenon was
obvious when small packets dominate in short HTTP sessions
and led to lower throughput.
Stability. We evaluated the stability of Norma by sending
UDP, TCP, and HTTP traffic continuously over 24 hours, at
the rate of 3.2, 3.0 and, 1.0 Tbps, respectively. We recorded
the throughput of Norma periodically and found that it kept
stable during the long-term run.

9.2 Traffic Control
In this part, we evaluated the traffic control capabilities in
Norma in terms of rate control accuracy and traffic bursts.
Rate control. We evaluated rate control on two types of UDP
traffic generated by Norma. One was composed of 64-byte
packets and the other was MTU-sized packets. We measured
the actual throughput of generated traffic and compared it
with the expected rate. For clarity, the actual throughput was
normalized by the expected rate. As shown in Figure 10,
Norma achieved nearly 100% accuracy in all cases. However,

Table 3: The rate error of our multi-stage rate control and pure
meter when generating packets of different sizes.

Rate
(Gbps)

64 Bytes 1518 Bytes
Multi-Stage Pure Meter Multi-Stage Pure Meter

0.1 6×10−6 3×10−3 2×10−5 1×10−3

1 9×10−7 2×10−3 4×10−6 5×10−4

10 8×10−8 4×10−3 1×10−6 3×10−3

20 5×10−8 4×10−3 4×10−8 3×10−3

40 3×10−8 4×10−3 2×10−7 3×10−3

60 5×10−5 3×10−3 2×10−6 8×10−4

80 2×10−4 4×10−3 1×10−7 3×10−3
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Figure 11: The traffic generated by Norma’s burst control.

the actual throughput of HyperTester became inaccurate as the
expected rate grew larger. For example, the rate error reached
38% when the expected rate was 80 Gbps.

HyperTester controlled the rate of generated traffic by com-
paring the timestamp gap with a dropping threshold, which
was calculated based on the expected rate. For any two suc-
cessive packets, if the packet gap was less than the threshold,
the second packet would be dropped. However, considering
the scenario when the expected rate was more than half of
the full rate, the dropping threshold would always be larger
than the transmission time of a single packet. It meant there
was always one packet being dropped for any two successive
packets, and the actual rate cannot exceed 50% of the full rate.
When the expected rate reached 80 Gbps, the actual rate of
HyperTester was 80 Gbps×62%≈ 50 Gbps, which was the
same as what we measured above.

We further evaluated the accuracy of our multi-stage rate
control. We used the meter-based rate limiter provided by the
programmable switch ASIC as a baseline. The actual rate is
measured by a counter that counts how many packets pass
through the egress pipeline in a range of time. The error is
the ratio of the difference between the actual rate and the
target rate to the target rate. For Norma, the rate control accu-
racy can be further guaranteed by our multi-stage rate control
design. As shown in Table 3, the error of the meter-based
rate limiter ranged between 0.1% and 1%, because the rate
to limit supported by the hardware meter was not continuous.
After applying the multi-stage rate control, the accuracy was
promoted by at least 10×, and the rate error was less than
0.01% in the worst cases.

Burst control. To test the burst control, we made the Norma
to generate three kinds of traffic with different burst patterns.
For traffic A, B, and C, we set the expected average rate to
10 Gbps, 20 Gbps, and 20 Gbps, and the burst scale (i.e., the
number of packets in a burst batch) to 4, 4, and 8, respectively.
In addition, the burst rate (i.e., peak rate) of all the traffic was
required to be 2.5× the average rate. The performance of burst
control was evaluated on two scales. The micro time scale
showed the packet-level burst pattern, while the macro time
scale showed the traffic-level throughput. For the micro time
scale, we gave each packet an increasing sequence number
and recorded their transmission time. The result was shown in
Figure 11a. In the two burst patterns with an average rate of
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50 Gbps, there were 8 packets sent continuously in each batch
under the large burst setting, and there were 4 packets under
the small burst setting at the same rate with half the batch
size. For the burst pattern with an average rate of 25 Gbps,
there were 4 packets sent continuously at half rate in the same
batch size as the 50 Gbps large burst pattern. At the macro
time scale shown in Figure 11b, they all stayed at the target
average rate.

9.3 Measurement
In this part, we combined traffic generation and burst con-
trol to evaluate the measurement function of Norma. First,
Norma was connected to the switch under test and generated
100 Gbps line-rate UDP background traffic. The switch then
forwarded background traffic back to one specified port of the
tester. Second, Norma generated burst traffic at 100 Gbps with
different burst scales. And burst traffic was also forwarded by
the switch back to the same port of the tester. The packet size
of burst traffic and background traffic was both 1024 bytes.
Finally, Norma measured the average delay of packets in the
burst traffic and compared it with the expected queuing time
to judge the error of Norma’s measurement.

Note that in this case, both burst traffic and background
traffic were queued at the same egress port of the switch.
We denoted the burst scale as n packets, and then the theo-
retical average packet queuing time was (1024+20) Bytes

100 Gbps × n
2

5.
In addition, the delay measured by Norma included the link
propagation time, which is about 1454 ns.

Results are shown in Figure 12, where the link delay has
been removed. For all of the burst scales, the queuing delay
measured by Norma was very close to the theoretical value.
When the burst scale was greater than 10 packets, the error of
the average delay was less than 4%. The larger the burst size,
the more accurate the measurement of average delay was.

10 Limitation & Discussion
Can Norma emulate full functions of stateful protocols? It
depends on the complexity of the protocol. Besides the hard-
ware limitations we detail in §4.1, the hardware resources
also constrain the implementation of the stateful protocol. A
stateful protocol in Norma consists of its state transitions, the
replying traffic types, and the state actions. The capacity of the
state table determines how many state transitions Norma can
support. The loopback ports determine how many template
packet types Norma can support and the maximum throughput

5The inter-packet gap and preambles (20 bytes) should be considered.

of replying traffic Norma can generate. And most importantly,
the state action may be too complex to implement into the
programmable switch ASIC, because the switch resource al-
location algorithms and related optimizations in compilers
are unknown to developers. Without trying to implement the
protocol and compile it, it is hard to know whether a stateful
protocol can be fully emulated. Therefore, for complex pro-
tocols, we need to simplify them under the premise of being
able to complete the test task.

Can Norma support testing customized protocols? Users
can customize the packet structure and the processing logic
of the protocol in most cases. For example, if we want to
measure the forwarding performance of the GPRS tunneling
protocol [3], we can modify the parser and deparser to support
it. If we want to measure the RDMA write-only throughput
of a host, things become complex. The process of exchanging
information, congestion control algorithm and packet loss
recovery are difficult to express with the EFSM. Even if pos-
sible, it is difficult to implement within limited instructions.
Our approach is to retain only the process of transferring con-
tent in RDMA and remove other logic such as congestion
control. However, Norma cannot support protocols with en-
cryption due to the limitation of programmable switch ASICs,
unless the encrypted data can be regarded as a fixed payload,
or special acceleration cards such as IPU [4] are available.

Can Norma localize the root cause of performance issues?
Norma cannot localize the root cause of performance issues
because the DUT is typically a black or gray box that cannot
be simply modeled. For example, a performance problem can
come from misconfigurations, ASIC capabilities, bottleneck
of switch CPUs, and even signal strength when wireless links
involve. It might be possible to extend Norma to root cause
localization if sufficient information is provided.

11 Conclusion
We present Norma, the first practical network load tester used
in production. Norma employs the programmable switch
ASIC to support stateful protocol generation and customiza-
tion and realistic traffic emulation such as high precise rate
control. Norma has been used in our operation for over two
years and successfully detected many performance issues.

Acknowledgments
We thank our shepherd, Muhammad Shahbaz, and NSDI re-
viewers for their insightful comments. We also thank Xiao-
liang Wang for his valuable feedback on earlier drafts of this
paper. This work is supported by Alibaba Group through Al-
ibaba Research Intern Program. Yanqing Chen, Chen Tian,
and Guihai Chen are also supported in part by the National
Key R&D Program of China (2022YFB2702803), the Na-
tional Natural Science Foundation of China under Grant Num-
bers 62072228, and the Fundamental Research Funds for
the Central Universities. Chen Tian and Ennan Zhai are co-
corresponding authors.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1745



References

[1] Alveo U200 Data Center Accelerator Card. https://www.xi
linx.com/products/boards-and-kits/alveo/u200.h
tml#buy-from-xilinx.

[2] DPDK. https://www.dpdk.org.

[3] GPRS tunnelling protocol. https://www.3gpp.org/DynaR
eport/29274.htm.

[4] Intel IPU. https://www.intel.com/content/www/us/en/
products/network-io/smartnic.html.

[5] Intel Tofino 3.2 Tbps, 4 pipelines. https://www.intel.co
m/content/www/us/en/products/sku/218642/intel-to
fino-3-2-tbps-4-pipelines/specifications.html.

[6] iPerf. https://iperf.fr.

[7] Keysight. https://www.keysight.com/us/en/products/
network-test/network-test-hardware.html.

[8] PF_RING ZC. https://www.ntop.org/products/packet
-capture/pf_ring/pf_ring-zc-zero-copy/.

[9] Pktgen. https://github.com/pktgen/Pktgen-DPDK.

[10] Programmable data plane at terabit speeds. https://confer
ences.sigcomm.org/sigcomm/2018/files/slides/p4/P
4Barefoot.pdf.

[11] Scapy. https://scapy.net/.

[12] SONiC. https://sonic-net.github.io/SONiC.

[13] Spirent. https://www.spirent.com/products/testcen
ter-ethernet-ip-cloud-test.

[14] Tofino native architecture - public version. https://github
.com/barefootnetworks/Open-Tofino/blob/master/PU
BLIC_Tofino-Native-Arch.pdf.

[15] Tofino product family brochure. https://www.intel.com/
content/dam/www/central-libraries/us/en/document
s/tofino-product-family-brochure.pdf.

[16] Tofino programmable Ethernet switch ASIC. https://www.
intel.com/content/www/us/en/products/network-io/
programmable-ethernet-switch/tofino-series.html.

[17] Trafgen. http://netsniff-ng.org.

[18] TRex. https://trex-tgn.cisco.com.

[19] Gianni Antichi, Charalampos Rotsos, and Andrew W. Moore.
Enabling performance evaluation beyond 10 gbps. SIGCOMM
Comput. Commun. Rev., 45(4):369–370, aug 2015.

[20] Giuseppe Bianchi, Marco Bonola, Antonio Capone, and
Carmelo Cascone. Openstate: Programming platform-
independent stateful openflow applications inside the switch.
SIGCOMM Comput. Commun. Rev., 44(2):44–51, apr 2014.

[21] Pat Bosshart, Dan Daly, Glen Gibb, Martin Izzard, Nick McK-
eown, Jennifer Rexford, Cole Schlesinger, Dan Talayco, Amin
Vahdat, George Varghese, and David Walker. P4: Programming
protocol-independent packet processors. SIGCOMM Comput.
Commun. Rev., 44(3):87–95, jul 2014.

[22] Pat Bosshart, Glen Gibb, Hun-Seok Kim, George Varghese,
Nick McKeown, Martin Izzard, Fernando Mujica, and Mark
Horowitz. Forwarding metamorphosis: Fast programmable
match-action processing in hardware for sdn. ACM SIGCOMM
Computer Communication Review, 43(4):99–110, 2013.

[23] Alessio Botta, Alberto Dainotti, and Antonio Pescapè. A tool
for the generation of realistic network workload for emerging
networking scenarios. Computer Networks, 56(15):3531–3547,
2012.

[24] Neal Cardwell, Yuchung Cheng, Lawrence Brakmo, Matt
Mathis, Barath Raghavan, Nandita Dukkipati, Hsiao-keng Jerry
Chu, Andreas Terzis, and Tom Herbert. packetdrill: Script-
able network stack testing, from sockets to packets. In 2013
USENIX Annual Technical Conference (ATC), 2013.

[25] Kwang Ting Cheng and A. S. Krishnakumar. Automatic func-
tional test generation using the extended finite state machine
model. In Proceedings of the 30th International Design Au-
tomation Conference, 1993.

[26] Sharad Chole, Andy Fingerhut, Sha Ma, Anirudh Sivaraman,
Shay Vargaftik, Alon Berger, Gal Mendelson, Mohammad Al-
izadeh, Shang-Tse Chuang, Isaac Keslassy, Ariel Orda, and
Tom Edsall. Drmt: Disaggregated programmable switching.
In ACM SIGCOMM (SIGCOMM), 2017.

[27] G. Adam Covington, Glenn Gibb, John W. Lockwood, and
Nick Mckeown. A packet generator on the netfpga platform.
In 17th IEEE Symposium on Field Programmable Custom
Computing Machines (FCCM), 2009.

[28] Quentin De Coninck and Olivier Bonaventure. Multipath quic:
Design and evaluation. In Proceedings of the 13th interna-
tional conference on emerging networking experiments and
technologies (CoNEXT), 2017.

[29] Leonardo De Moura and Nikolaj Bjørner. Z3: An efficient smt
solver. In International conference on Tools and Algorithms
for the Construction and Analysis of Systems (TACAS), 2008.

[30] Andrea Di Domenico, Gianluca Perna, Martino Trevisan, Luca
Vassio, and Danilo Giordano. A network analysis on cloud
gaming: Stadia, geforce now and psnow. Network, 1(3):247–
260, 2021.

[31] Paul Emmerich, Sebastian Gallenmüller, Daniel Raumer, Flo-
rian Wohlfart, and Georg Carle. Moongen: A scriptable high-
speed packet generator. In Proceedings of the Internet Mea-
surement Conference (IMC), 2015.

[32] Paul Emmerich, Sebastian Gallenmüller, Gianni Antichi, An-
drew W. Moore, and Georg Carle. Mind the gap - a comparison
of software packet generators. In ACM/IEEE Symposium on
Architectures for Networking and Communications Systems
(ANCS), 2017.

[33] Xiangyu Gao, Taegyun Kim, Michael D. Wong, Divya Raghu-
nathan, Aatish Kishan Varma, Pravein Govindan Kannan,
Anirudh Sivaraman, Srinivas Narayana, and Aarti Gupta.
Switch code generation using program synthesis. In ACM
SIGCOMM (SIGCOMM), 2020.

[34] Nadeen Gebara, Alberto Lerner, Mingran Yang, Minlan Yu,
Paolo Costa, and Manya Ghobadi. Challenging the stateless
quo of programmable switches. In Proceedings of the 19th
ACM Workshop on Hot Topics in Networks (HotNets), 2020.

[35] Philippe Graff, Xavier Marchal, Thibault Cholez, Stéphane
Tuffin, Bertrand Mathieu, and Olivier Festor. An analysis
of cloud gaming platforms behavior under different network
constraints. In 17th International Conference on Network and
Service Management (CNSM). IEEE, 2021.

1746    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association

https://www.xilinx.com/products/boards-and-kits/alveo/u200.html#buy-from-xilinx
https://www.xilinx.com/products/boards-and-kits/alveo/u200.html#buy-from-xilinx
https://www.xilinx.com/products/boards-and-kits/alveo/u200.html#buy-from-xilinx
https://www.dpdk.org
https://www.3gpp.org/DynaReport/29274.htm
https://www.3gpp.org/DynaReport/29274.htm
https://www.intel.com/content/www/us/en/products/network-io/smartnic.html
https://www.intel.com/content/www/us/en/products/network-io/smartnic.html
https://www.intel.com/content/www/us/en/products/sku/218642/intel-tofino-3-2-tbps-4-pipelines/specifications.html
https://www.intel.com/content/www/us/en/products/sku/218642/intel-tofino-3-2-tbps-4-pipelines/specifications.html
https://www.intel.com/content/www/us/en/products/sku/218642/intel-tofino-3-2-tbps-4-pipelines/specifications.html
https://iperf.fr
https://www.keysight.com/us/en/products/network-test/network-test-hardware.html
https://www.keysight.com/us/en/products/network-test/network-test-hardware.html
https://www.ntop.org/products/packet-capture/pf_ring/pf_ring-zc-zero-copy/
https://www.ntop.org/products/packet-capture/pf_ring/pf_ring-zc-zero-copy/
https://github.com/pktgen/Pktgen-DPDK
https://conferences.sigcomm.org/sigcomm/2018/files/slides/p4/P4Barefoot.pdf
https://conferences.sigcomm.org/sigcomm/2018/files/slides/p4/P4Barefoot.pdf
https://conferences.sigcomm.org/sigcomm/2018/files/slides/p4/P4Barefoot.pdf
https://scapy.net/
https://sonic-net.github.io/SONiC
https://www.spirent.com/products/testcenter-ethernet-ip-cloud-test
https://www.spirent.com/products/testcenter-ethernet-ip-cloud-test
https://github.com/barefootnetworks/Open-Tofino/blob/master/PUBLIC_Tofino-Native-Arch.pdf
https://github.com/barefootnetworks/Open-Tofino/blob/master/PUBLIC_Tofino-Native-Arch.pdf
https://github.com/barefootnetworks/Open-Tofino/blob/master/PUBLIC_Tofino-Native-Arch.pdf
https://www.intel.com/content/dam/www/central-libraries/us/en/documents/tofino-product-family-brochure.pdf
https://www.intel.com/content/dam/www/central-libraries/us/en/documents/tofino-product-family-brochure.pdf
https://www.intel.com/content/dam/www/central-libraries/us/en/documents/tofino-product-family-brochure.pdf
https://www.intel.com/content/www/us/en/products/network-io/programmable-ethernet-switch/tofino-series.html
https://www.intel.com/content/www/us/en/products/network-io/programmable-ethernet-switch/tofino-series.html
https://www.intel.com/content/www/us/en/products/network-io/programmable-ethernet-switch/tofino-series.html
http://netsniff-ng.org
https://trex-tgn.cisco.com


[36] J. Heinanen and R. Guerin. Rfc2698: A two rate three color
marker. Technical report, RFC Editor, USA, 1999. https:
//www.rfc-editor.org/rfc/rfc2698.html.

[37] Stephen Ibanez, Gianni Antichi, Gordon Brebner, and Nick
McKeown. Event-driven packet processing. In Proceedings of
the 18th ACM Workshop on Hot Topics in Networks (HotNets),
2019.

[38] Xin Jin, Xiaozhou Li, Haoyu Zhang, Nate Foster, Jeongkeun
Lee, Robert Soulé, Changhoon Kim, and Ion Stoica. NetChain:
Scale-Free Sub-RTT coordination. In 15th USENIX Sym-
posium on Networked Systems Design and Implementation
(NSDI), 2018.

[39] Xin Jin, Xiaozhou Li, Haoyu Zhang, Robert Soulé, Jeongkeun
Lee, Nate Foster, Changhoon Kim, and Ion Stoica. Netcache:
Balancing key-value stores with fast in-network caching. In
Proceedings of the 26th Symposium on Operating Systems
Principles (SOSP), 2017.

[40] Lavanya Jose, Lisa Yan, George Varghese, and Nick McKeown.
Compiling packet programs to reconfigurable switches. In
12th USENIX Symposium on Networked Systems Design and
Implementation (NSDI), 2015.

[41] Daehyeok Kim, Zaoxing Liu, Yibo Zhu, Changhoon Kim,
Jeongkeun Lee, Vyas Sekar, and Srinivasan Seshan. Tea:
Enabling state-intensive network functions on programmable
switches. In ACM SIGCOMM (SIGCOMM), 2020.

[42] Adam Langley, Alistair Riddoch, Alyssa Wilk, Antonio Vi-
cente, Charles Krasic, Dan Zhang, Fan Yang, Fedor Kouranov,
Ian Swett, Janardhan Iyengar, et al. The quic transport protocol:
Design and internet-scale deployment. In ACM SIGCOMM
(SIGCOMM), 2017.

[43] Guanyu Li, Menghao Zhang, Cheng Guo, Han Bao, Mingwei
Xu, Hongxin Hu, and Fenghua Li. IMap: Fast and scalable
in-network scanning with programmable switches. In 19th
USENIX Symposium on Networked Systems Design and Imple-
mentation (NSDI), 2022.

[44] Masoud Moshref, Apoorv Bhargava, Adhip Gupta, Minlan Yu,
and Ramesh Govindan. Flow-level state transition as a new
switch primitive for sdn. In Proceedings of the Third Work-
shop on Hot Topics in Software Defined Networking (HotSDN),
2014.

[45] Tian Pan, Nianbing Yu, Chenhao Jia, Jianwen Pi, Liang Xu,
Yisong Qiao, Zhiguo Li, Kun Liu, Jie Lu, Jianyuan Lu, et al.
Sailfish: Accelerating cloud-scale multi-tenant multi-service
gateways with programmable switches. In ACM SIGCOMM
(SIGCOMM), 2021.

[46] Salvatore Pontarelli, Roberto Bifulco, Marco Bonola, Carmelo
Cascone, Marco Spaziani, Valerio Bruschi, Davide Sanvito,
Giuseppe Siracusano, Antonio Capone, Michio Honda, Felipe
Huici, and Giuseppe Siracusano. FlowBlaze: Stateful packet
processing in hardware. In 16th USENIX Symposium on Net-
worked Systems Design and Implementation (NSDI), 2019.

[47] Luigi Rizzo. netmap: A novel framework for fast packet I/O.
In USENIX Annual Technical Conference (ATC), 2012.

[48] Charalampos Rotsos, Nadi Sarrar, Steve Uhlig, Rob Sherwood,
and Andrew W. Moore. Oflops: An open framework for open-
flow switch evaluation. In Passive and Active Measurement
(PAM), 2012.

[49] Anirudh Sivaraman, Alvin Cheung, Mihai Budiu, Changhoon
Kim, Mohammad Alizadeh, Hari Balakrishnan, George Vargh-
ese, Nick McKeown, and Steve Licking. Packet transactions:
High-level programming for line-rate switches. In ACM SIG-
COMM (SIGCOMM), 2016.

[50] Junji Takemasa, Ryoma Yamada, Yuki Koizumi, and Toru
Hasegawa. Ccngen: A high-speed generator of bidirectional
ccn traffic using a programmable switch. In Proceedings of
the 8th ACM Conference on Information-Centric Networking
(ICN), 2021.

[51] Muhammad Tirmazi, Ran Ben Basat, Jiaqi Gao, and Minlan Yu.
Cheetah: Accelerating database queries with switch pruning.
In Proceedings of the ACM SIGMOD International Conference
on Management of Data (SIGMOD), 2020.

[52] Michael D. Wong, Aatish Kishan Varma, and Anirudh Sivara-
man. Testing Compilers for Programmable Switches through
Switch Hardware Simulation. 2020.

[53] Zhaowei Xi, Yu Zhou, Dai Zhang, Jinqiu Wang, Sun Chen,
Yangyang Wang, Xinrui Li, HaoMing Wang, and Jianping Wu.
Hypergen: High-performance flexible packet generator using
programmable switching asic. In ACM SIGCOMM Posters
and Demos, 2019.

[54] Yiling Xu, Qiu Shen, Xin Li, and Zhan Ma. A cost-efficient
cloud gaming system at scale. IEEE Network, 32(1):42–47,
2018.

[55] Dai Zhang, Yu Zhou, Zhaowei Xi, Yangyang Wang, Mingwei
Xu, and Jianping Wu. Hypertester: High-performance net-
work testing driven by programmable switches. IEEE/ACM
Transactions on Networking, 29(5):2005–2018, 2021.

[56] Kaiyuan Zhang, Danyang Zhuo, and Arvind Krishnamurthy.
Gallium: Automated software middlebox offloading to pro-
grammable switches. In Proceedings of the Annual Conference
of the ACM Special Interest Group on Data Communication on
the Applications, Technologies, Architectures, and Protocols
for Computer Communication, 2020.

[57] Xu Zhang, Hao Chen, Yangchao Zhao, Zhan Ma, Yiling Xu,
Haojun Huang, Hao Yin, and Dapeng Oliver Wu. Improv-
ing cloud gaming experience through mobile edge computing.
IEEE Wireless Communications, 26(4):178–183, 2019.

[58] Zhilong Zheng, Yunfei Ma, Yanmei Liu, Furong Yang, Zhenyu
Li, Yuanbo Zhang, Jiuhai Zhang, Wei Shi, Wentao Chen, Ding
Li, et al. Xlink: QoE-driven multi-path QUIC transport in
large-scale video services. In ACM SIGCOMM (SIGCOMM),
2021.

[59] Yu Zhou, Zhaowei Xi, Dai Zhang, Yangyang Wang, Jinqiu
Wang, Mingwei Xu, and Jianping Wu. HyperTester: high-
performance network testing driven by programmable switches.
In Proceedings of the 15th International Conference on Emerg-
ing Networking Experiments And Technologies (CoNEXT),
2019.

[60] Noa Zilberman, Yury Audzevich, Georgina Kalogeridou,
Neelakandan Manihatty-Bojan, Jingyun Zhang, and Andrew
Moore. NetFPGA: Rapid prototyping of networking devices
in open source. In ACM SIGCOMM (SIGCOMM), 2015.

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1747

https://www.rfc-editor.org/rfc/rfc2698.html
https://www.rfc-editor.org/rfc/rfc2698.html


APPENDIX
Appendices are supporting material that has not been peer-
reviewed.

A Non-Atomic State Updating
The state updating we detailed in §4.2 is non-atomic, which
brings two drawbacks. First, this inevitably consumes an ex-
tra loopback port and increases the packet processing delay.
Second, because the updating of the state registers is done in
two passes, if the new state ID is too late to be written to the
state register, the next stateful packet may read the old one. In
this situation, the state register can be mistakenly written with
the wrong value. Because the programmable switch ASIC
does not provide the ability to schedule packets, this error
can only be avoided by locking the state register and delaying
the processing of the following stateful packets. This will
bring more problems like keeping following stateful packets
looping in the internal pipeline buffer and then handling them
in order, which makes it impractical. Therefore, a more ac-
ceptable solution is to take the continuously incoming packets
into account when designing the EFSM.

B Full-Speed Traffic Generation
How to elimate bandwidth consumption of bridged meta-
data? Norma generates traffic by multicasting the template
packets that loop inside the internal pipeline. However, there
is no extra bandwidth reserved for the bridged metadata when
the loopback port conveys the packet from the egress back to
the ingress, so all metadata must be packed into the packet,
which increases the length of the packet and forms a band-
width bottleneck. For example, consider the scenario when
we want to send outgoing traffic composed of 64-byte small
packets at the rate of 100 Gbps from one front panel port.
Assume the egress of the loopback port adds 12-byte meta-
data to the template packet, so the packet loops at the rate
of 100 Gbps

(64+20+12)×8 = 130 Mpps. Although the ingress will parse
and remove the metadata header, the packet rate could not in-
crease anymore. As a result, the throughput of outgoing traffic
is only 130 Mpps×(64+20)×8 = 87 Gbps. This is a severe
problem for the network tester, which makes it impossible to
test the DUT under 100% workload.

The key idea of Norma is to compress the packet header.
We noticed that the bandwidth bottleneck only exists in the
internal pipeline, instead of the external pipeline, because only
the internal pipeline has egress-to-ingress forwarding. This
enables Norma to borrow some header bits to temporally store
the metadata in the internal pipeline, and pay them back at
the egress of the external pipeline. The key point is to find the
“traffic/port-invariant” fields, whose value is determined once
the flow ID and outgoing port are given. Practically, Norma
compresses the Ethernet header and borrows 12 bytes in total.

• The 2-byte Ethernet Type field can be compressed to one
byte. This field indicates the type of the next header in the

packet. For example, 0x0800 represents the IPv4 header. In
cloud scenarios, there are no more than 10 possible values
for this field, which can be encoded in one byte.
• The Src MAC and Dst MAC fields can be compressed to-

gether to one byte, which occupy 12 bytes in the original
Ethernet header. MAC addresses are usually fixed given
the traffic ID and the outgoing port, so storing the 1-byte
traffic ID is enough. When the traffic arrives at the egress
of the external pipeline, these fields can be recovered.

How many template packets are needed in one loopback
port? In the RMT-based programmable switch ASIC, one
template packet is not enough to make full use of the hardware
pipeline of a loopback port. Multiple template packets are
required to guarantee the line-rate looping. But unfortunately,
the exact number of template packets we need depends on
many factors, including the packet size, the packet header
depth, and how the compiler arranges P4 tables, which makes
it hard to predict. Based on our experience, the number of
template packets can be represented as a function like y =
Ax−B +C, where A, B, and C are unknown constants, and x
is the packet size. When the packet type and the P4 program
are fixed, the function can be determined via curve fitting. In
general, 10 and 120 packets are enough when packet sizes are
1500 and 64 bytes, respectively.

C Implementation Details of Packet Editors
The major editor can apply step-based or random-based field
editing. There are five modes Norma supports:

1) The direct step mode simply adds a constant to the initial
value. If the value exceeds the bound provided by the user,
it will be subtracted by the bound.

2) The indirect step mode is similar to the direct step mode.
Differently, the value is not directly outputted but used as
an index to access a register array, which saves the real
value to the output provided by the user.

3) The cascaded step mode can be regarded as a combina-
tion of two editors working in the direct step mode. The
first one works as normal, but the second one is triggered
only when the bound excess happens in the first one.

4) The direct random mode simply fills some bits of a field
with random bits. For example, filling the rightmost 8 bits
of the source IP field means randomly choosing an IP
address under a /24 prefix.

5) The ranged random mode also relies on random bits.
Differently, Norma is required to choose a number from a
given range. For example, choose a number for the source
port field uniformly from the range 2000-3000.

Among all these modes, the ranged random is the most
complex one. It is the random bit instead of the random num-
ber that is provided by the programmable switch ASIC, which
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means the length of the range must be a power of 2. For ex-
ample, with 8 random bits, we can only get a uniform random
number from 0 to 255, instead of any other range. A straight-
forward way is to keep trying until a number in the required
range is acquired. However, it is not suitable for the ASIC,
because there is no cheap way to emulate the while-loop. So
we need a concise method that does not rely on loops. Norma
solves this problem by using the equation n := (n′+ r) mod l,
where n′ is the random number generated in the last execution,
stored in the corresponding field of the template packet. Here,
r is a k-bit random number generated by the ASIC satisfying
2k ≤ l, where l is the length of the range. Note that the mod
operator is not supported by the ASIC, but the restriction to
k makes it representable with no more than one subtraction
and thus can be implemented in the ASIC. We evaluated the
quality of generated random numbers as follows.

We applied the packet editor to UDP packets, whose source
ports were randomly chosen from the range 0-999, so the
length of the range was 1000, and k (i.e., the number of ran-
dom bits) should be set to a number no more than 9 to satisfy
the constraint 2k ≤ 1000. From Figure 13a and Figure 13b, we
can observe that the quality of the generated random number
improved as k becomes larger, benefiting from more random
bits provided. Figure 13c shows the frequency of each number
generated from 100,000 packets. Each number occurred at a
frequency of around 0.1% as expected, which indicated the
uniformity of the generated numbers.

D Analysis of Blind Measurement
We use the sets S and R to represent the packets sent by the
egress pipelines, and received from the ingress pipelines, so
we have R⊆ S, and drops= |S|−|R| is the number of packets
dropped by the DUT. The real average delay can be repre-
sented as delay= 1

|R| ∑i∈R(ri−si), where the dropped packets
are excluded due to incomplete information. However, the
blind average delay becomes delay′ = 1

|R| ∑i∈R ri− 1
|S| ∑i∈S si.

Now, we define the absolute measurement error e as the dif-
ference between delay and delay′, and we have

e =|delay′−delay|

=
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which means, the more the packets are dropped, or the slower
the packets are sent, the larger the error could be.

E Loopback Port Allocation
As shown in Figure 1, Norma uses two internal pipelines and
each of which contains 16 loopback ports. Each loopback port
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Figure 13: Pseudo-random ports ranging in 0-999.

has a maximum BPS rate (e.g., 100 Gbps) while each pipeline
has a maximum PPS rate shared by all ports belonging to it.

Norma models the loopback port allocation as a satisfiabil-
ity problem, which can be solved efficiently by SMT solvers
such as Z3 [29]. Consider there are n flows using loopback
ports. We use zero-one variables xi, j,k to indicate whether flow
i should be placed to port k in pipeline j. The BPS rate and
PPS rate of flow i are represented as bi and pi, respectively.
The maximum BPS rate of a port and the maximum PPS rate
of a pipeline are represented as B and P, respectively. Then
loopback port allocation can be modeled as the following
integer linear satisfiability problem:

∑
i

∑
k

xi, j,k pi ≤ P for each j, (1)

∑
i

xi, j,kbi ≤ B for each pair of ( j,k), (2)

∑
k

xi, j,k = ∑
k

xi′, j,k if i shares data with i′, (3)

∑
j
∑
k

xi, j,k = 1 for each i. (4)

Equations (1) and (2) describe the constraints of the PPS rate
and BPS rate, respectively. Equation (3) enforces flow i and
flow i′ in the same pipeline if they share data via registers,
such as the enqueuing flow and dequeuing flow in §4.3. Equa-
tion (4) guarantees that each flow will be placed to a port and
a port is allowed to be shared by more than one flow.

For all of the cases we met, the satisfiability problems were
solved by Z3 in less than 1 second. Then Norma can allocate
loopback ports according to the solved variables xi, j,k.

F Performance of Software Testers
Zhang et al. [55] evaluated software testers such as Moon-
Gen [31] and TRex [18]. Results are summarized as follows.
First, software testers cannot generate traffic at more than
300 Gbps due to PCIe bandwidth limitations. For small pack-
ets, even with 12 CPU cores, software testers can only gen-
erate traffic at about 40 Gbps. Second, the rate control of
MoonGen relies on NIC meters, which means not all target
rates can be precisely configured. TRex uses software times-
tamps for rate control, which leads to unstable inter-packet
gaps. These results show that software testers cannot generate
precisely-controlled high-speed traffic.
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Abstract
The downlink range of backscatter devices is commonly con-
sidered to be very limited, compared to tremendous long-
range and low-power backscatter uplink designs that leverage
the chirp spread spectrum (CSS) principle. Recently, some
efforts are devoted to enhancing the downlink, but they are
unable to achieve long-range receiving and low power con-
sumption simultaneously. In this paper, we propose µMote, a
µW -level long-range receiver for backscatter devices. µMote
achieves the first passive chirp de-spreading scheme for nega-
tive SINR in long-range receiving scenarios. Further, without
consuming external energy, µMote magnifies the demodulated
signal by accumulating temporal energy of the signal itself in
a resonator container, and meanwhile it preserves signal infor-
mation during this signal accumulation. µMote then leverages
a µW -level sampling-less decoding scheme to discriminate
symbols, avoiding the high-power ADC-sampling. We proto-
type µMote with COTS components, and conduct extensive
experiments. The result shows that µMote spends an overall
power consumption of 62.07µW to achieve a 400m receiving
range at a 2kbps data rate with 1% BER, under −2dB SINR.

1 Introduction

Backscatter communication has significant advantages over
active radio in terms of power consumption. The recognized
drawback of conventional backscatter devices [10, 46] is their
insufficient communication range of only a few meters. In
the last decade, a number of long-range backscatter tech-
niques [23, 35, 37, 51, 54, 55] are proposed that can signif-
icantly increase the uplink backscatter range to hundreds of
meters or even more than 1km. Their main idea is to reflect
the Chirp Spread Spectrum (CSS) signal. When this chirp
signal is de-spread by the gateway receiver, it will incur a pro-
cessing gain for the receiver, and therefore more interference
immunity and longer communication range.

Nevertheless, the downlink range of this type of long-range
backscatter devices [18, 37] is limited to less than 20 me-
ters [17]. As they still use the conventional envelope detector

Figure 1: The high-level block diagram and basic principle
of µMote.

as a receiver [15,30], rather than de-spreading the chirp signal.
In the last two years, two efforts are devoted to extending the
downlink range. Saiyan [17] leverages an RF band-pass filter
(with 6dB signal strength loss) to assign an envelope to the
chirp signal, and subsequently uses an envelope detector to
detect the assigned envelope. This demodulation method does
not de-spread the chirp signal, so it cannot obtain processing
gain and extend the downlink range. Instead, to extend the
range, Saiyan uses an LNA (Low Noise Amplifier) and an OP
AMP (Operational Amplifier) to amplify the signal [16,21,40]
and gains a receiving range of 180m. However, these two am-
plifiers consume about 88mA, which is similar to the current
consumption of active radio, and 176 times that of the typical
backscatter device [46]. Passive-DSSS [31] employs two en-
velope detection channels to transmit DSSS (Direct Sequence
Spread Spectrum) spreading codes, enabling anti-interference
receiving. However, it strictly requires a positive SINR. Be-
sides, due to the performance limitation of the envelope de-
tector, its downlink range is limited to about 50 meters, far
less than the uplink range of existing long-range backscatter
devices. Therefore, to the best of our knowledge, none of exist-
ing envelope detector-based receivers can achieve long-range
receiving with low power consumption.

In an IoT network consisting of backscatter devices and a
gateway, insufficient downlink range will be the bottleneck
of network coverage. When a backscatter device is placed
far away from the gateway, the incapability of downlink com-
munication can lead to the failure of essential network func-
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tions, including ACK and re-transmission [13], multi-access
control [13], network association [27], over-the-air firmware
switching or updating [59,60], and device authentication [41].

Conventional methods to improve the downlink range can
be classified into two categories. The one is to employ spread
spectrum communication to suppress interference, so as to
demodulate the signal at low SINR (signal-to-interference-
plus-noise ratio) or even negative SINR. The other one is
to use amplifiers (i.e., LNAs) [58] to enhance the receiver
sensitivity and combat signal strength loss during propaga-
tion. De-spreading the spread spectrum signal, e.g., the CSS
signal, requires a local-generated carrier and correlated de-
spreading signals, which will incur very high power consump-
tion (e.g., more than 7mW [6]). As for LNAs, by their nature
(see Sec. 2.1), they commonly consume 10mW to more than
100mW [14, 47]. In summary, these two solutions are very
power-consuming, and therefore cannot realize on backscatter
devices whose overall power consumption is commonly less
than 1mW [46].

In this paper, we present µMote, a µW -level reMote receiver
with hundreds of meters of receiving range, which can effec-
tively work even under negative SINR. The high-level idea
incorporates three key designs, as shown in Fig. 1: a novel
Passive Chirp Spread Spectrum (Passive-CSS) de-spreading
design to combat interference, a magnification scheme to
magnify the demodulated signal with zero external power
consumption to combat signal strength loss, and an efficient
decoding design with only tens of µW .

More specifically, µMote addresses the following key chal-
lenges.

(1) How to address interference or even negative SINR with
extremely low power? We try to leverage Chirp Spread Spec-
trum (CSS) technique to resist interference, which has been
widely used in backscatter transmitters. Existing chirp de-
spreading techniques, however, consume very high power con-
sumption, as we describe above. To this end, we present the
first Passive Chirp Spread Spectrum (Passive-CSS) technique,
which removes the conventional power-consuming chirp de-
modulation and de-spreading processes. The basic idea is a
parallel chirp modulation scheme for the gateway and then
a passive chirp de-spreading circuit with zero power. Thus,
we can passively decode the chirp signal while retaining the
long-range and interference-resilient features.

(2) How to increase the signal amplitude without external
power, and meanwhile preserve signal information? Tradi-
tional amplification solutions, such as LNAs, commonly con-
sume more than ten mW of power. To solve this problem,
we leverage an LC resonator (also called LC tank) as a con-
tainer to accumulate the energy of demodulated signal so as
to magnify the signal amplitude. However, when the signal
energy is stored in such an LC tank, the corresponding signal
information that is supposed to be in chronological order can
be overlapped and distorted. To preserve the information, we
expect a new encoding method that can embed information

Figure 2: Amplification principle and current consumption
of an LNA.

into the accumulated signal. Inspired by PIE (Pulse Interval
Encoding), we propose a software/hardware co-designed en-
coding scheme that leverages the duration of the magnified
signal to represent symbols.

(3) How to efficiently decode symbols conveyed by the
magnified signal? Existing receivers usually employ ADC
for high-speed sampling and decoding. This accounts for the
vast majority of the power consumption of backscatter de-
vices. For example, a widely used low-power integrated ADC
IC [49] typically consumes hundreds of µW power. In this pa-
per, we present an analog RC integrator to decode without the
need for ADC. This significantly reduces the power consump-
tion to several µW . Specifically, we introduce a low-power
energy integrator to identify the symbols based on the level of
symbol energy. Moreover, the above circuit is designed to be
programmable to achieve ADC-free symbol synchronization
before decoding. Besides, we present a normalization scheme
to address the “dynamic symbol energy” problem caused by
the diversity of signal strength.

Summary of the contributions and results:

• We propose the design of µMote, a novel µW -level low-
power receiver with hundreds of meters of receiving
range which can effectively resist interference and work
even under negative SINR.

• We address the fundamental challenges for realizing the
receiver. We realize a passive-CSS communication tech-
nique on passive circuits, enabling zero-power chirp de-
spreading and demodulating. We present the zero power
magnification scheme by accumulating the energy of the
demodulated signal itself. And we propose the design of
a sampling-less analog energy integrator for µW symbol
decoding.

• We prototype µMote with COTS components and con-
duct extensive experiments. The results demonstrate that
µMote reaches a communication range of more than
400m at a 1% Bit Error Rate (BER) with an average
working power of 61.07µW . Compared to the literature
of existing works [17,31], µMote improves the downlink
range by 2.5× to 8.65×, with a power consumption re-
duction of at least 63.2%. Under the case of narrowband
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(a) Spectrum of chirp and interference before and after de-spreading

(b) Procedures of conventional chirp de-spreading.

Figure 3: Principle of conventional chirp de-spreading, in
which the power consumption of carrier generation is not
affordable for backscatter devices.

interference, µMote can work at −2dB SINR or above.
To the best of our knowledge, this is the first receiver that
can work under negative SINR with µW -level power.

2 Background and Motivation

Before presenting our design, it is worth investigating why
existing receivers cannot achieve long-range receiving with
low power consumption. We classify existing approaches
to long-range receiving into two categories: amplifying the
signal and spreading spectrum technique.

2.1 Amplifying the Signal
Receivers usually use LNAs to amplify the received signal
strength, as LNAs’ low noise figure can minimize the noise
caused by the amplification process. An LNA usually consists
of multiple triodes and peripheral analog circuits. Its function
of signal amplification is performed by the triodes. Fig. 2
depicts the principle of a triode. By leveraging the external
current injected to its collector (IC), it can amplify small base
current (IB) by β times, and the amplified current is output as
emitter current IE , i.e.,

IE = IC + IB = βIB + IB ≈ βIB(β ≫ 1)

where the β inherently depends on the transistor and can be
typically large up to 100.

However, the practical power efficiency of such triodes is
very low. As shown in Fig. 2, the IB contains not only the
signal current (ISignal), but also a bias current (IBias) that is
significantly larger than ISignal . The IBias contains no signal
information but can ensure that the triode works within the

linear active region (amplifying region). After amplification,
the amplified IBias will be removed. In the widely used com-
mercial LNA ICs [7,8], the IBias is commonly hundreds of µA
or even more than 1mA. Hence, amplifying the IBias makes
commercial LNA ICs consume several mA to even hundreds
of mA of external current. As a comparison, the total power
consumption of a typical backscatter device is 470µA [46].

2.2 Spread Spectrum Technique
Spread spectrum techniques, such as Chirp Spread Spectrum,
has been widely used in LPWAN (Low Power Wide-Area
Network) and backscatter transmitters due to their interfer-
ence immunity and long communication range. In brief, the
basic idea of CSS is “don’t put all the eggs into one basket”.
Specifically, by transmitting or reflecting the wide-band chirp
signal, the information (e.g., a symbol) is distributed to the
chirp’s band (the red shaded area in Fig. 3(a) and Fig. 3(b)).
Hence, the narrow-band interference is unable to cover the
entire band, even if it has a stronger signal strength, as shown
in Fig. 3(a).

The receiver needs to de-spread the chirp to gather the
distributed information. As shown in Fig. 3(b), the chirp is
down-converted to a relatively low frequency (e.g., 1–2MHz)
and then multiplied by a down-chirp signal, incurring a sin-
gle tone signal which sums the frequency of the down-chirp
and the down-converted chirp. Meanwhile, the narrow-band
interference is also multiplied by the down-chirp signal, but
then its energy is spread into the entire chirp’s band. This
means the single-tone signal gains high SINR and can be
easily recognized by FFT (Fast Fourier Transform) operation
(as shown in Fig. 3(a)). With the FFT results, the receiver
knows whether a chirp is transmitted or not, even if the chirp
has lower strength than that of the interference.

Nevertheless, the conventional chirp de-spreading process
is power-consuming, as it requires the receiver to generate the
high-frequency carrier for down-conversion and perform FFT
operation. Generating the carrier needs power-consuming
components, such as the VCO (Variable Crystal Oscillator)
and the PLL (Phase Locked Loop), and performing FFT re-
quires high-speed computing. These operations inevitably
incur high power consumption that is undesirable for backscat-
ter devices [29,34]. Hence, chirp de-spreading has never been
implemented on backscatter devices.

2.3 Motivation
After revisiting existing solutions and their power consump-
tion, we aim to design a receiver with interference resistance,
long-range receiving (high receiving sensitivity), and low-
power consumption. We are motivated to take the following
strategies to solve those problems, respectively.

Interference resilience: When the receiver is far away
from the gateway, the received signal becomes susceptible
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Figure 4: (a) Site survey for the strengths of ambient inter-
ference and downlink signal in the campus environment,
and (b)Then measured spectrum of interference signals.

to interference. This significantly decreases the receiving
performance in practice, especially for non-noise-resistant
envelope detectors. Hence, we are motivated to present a
passive chirp de-spreading design to combat interference.

Low-power Magnification: Amplification can combat sig-
nal strength loss and improve receiving range. However, us-
ing LNAs can cause enormous power consumption. Thus, we
present the LNA-free magnification scheme with zero power
consumption, which helps to extend the receiving range.

Low-power decoding: Conventional symbol decoding so-
lution is high-speed ADC sampling. However, it typically
consumes hundreds of microwatts, accounting for the major
part of the power consumption of a backscatter device [46].
Hence, we expect a power-efficient decoding mechanism with-
out high-speed ADC sampling.

3 Passive Chirp De-spreading

The envelope detector is widely used in low-power receivers
as it requires no high-power-consuming components and com-
puting tasks. However, the envelope detector is subject to
interference. When the interference is stronger than the down-
link signal, it will misidentify the envelope of interference as
the envelope of the downlink signal, thereby incurring com-
munication failure. To better understand this, we conduct a
preliminary site survey in a campus environment. As illus-
trated in Fig. 4(a), at the distance of 250m, 350m and above,
the interference strength is stronger than that of the signal. In
those environments, the envelope detector fails to work.

This motivated us to implement CSS downlink on backscat-
ter devices to combat interference and extend the receiving
range. However, as we have introduced in Sec 2.2, the power-
limited backscatter device is unable to afford the power con-
sumption of carrier generation and signal down-conversion.
Therefore, implementing chirp de-spreading seems to be in-
feasible on backscatter devices.

3.1 Passive Chirp De-spreading Design
With an understanding of the major cause of high power con-
sumption in conventional chirp de-spreading, preliminarily,

Figure 5: Transmitted two chirps and circuit for passive
chirp de-spreading.

we explore uploading the task of carrier generation and down-
chirp generation to the gateway. Specifically, we arrange the
gateway to transmit two wide-band chirp signals into the air.
By multiplying one chirp with another one, the receiver can
achieve down-converting and de-spreading without the re-
quirement of a locally generated carrier and the down-chirp
signal.

The transmitted chirp signals are shown in Fig. 5, which are
denoted by ‘chirp_0’ and ‘chirp_1’, respectively. They have
the same chirp rate (i.e., frequency increasing rate whose unit
is Hz/s), and hence there is a constant frequency difference
between them. Unlike narrow-band signals, such as ASK
signals or BFSK signals, these two wide-band chirp signals
will not be covered by narrow-band interference.

These two chirps transmitted to the receiver can be written
as:

chirp_0(t) = cos
[
2π

(
f0t +1/2ut2)] (1)

chirp_1(t) = cos
[
2π

(
f1t +1/2ut2)] (2)

where u is their chirp rate; f0 and f1 are their initial frequen-
cies, respectively.

The receiver de-spreads these two chirps by multiplying
them with each other using a passive, non-linear diode mixer.
In practice, we use two diodes so as to receive the signal from
the positive and negative terminals of the antenna. The result
of signal mixing is expressed as:

+∞

∑
m=−∞

+∞

∑
n=−∞

amncos{2π([m( f1 +ut)+n( f0 +ut)]t} (3)

According to the property of non-linear mixing, we ignore
the high-order harmonics as they have very low energy levels.
Thus, we only consider the low-order harmonics, e.g., the
first, second and third-order harmonics. More specifically,
we can obtain a high-frequency signal and a low-frequency
beat signal (denoted by Sbeat ) whose frequency is equal to the
frequency difference f1 − f0. Instead of using FFT to detect
the single tone, we use the LC resonator introduced in the
next section to filter out the high-frequency signal.

Therefore, the only signal that can remain is the Sbeat . If
the receiver detects the presence of the Sbeat , it can infer that
the gateway is transmitting that two chirps. Moreover, by
measuring the duration of the Sbeat , the receiver can know the
transmitting duration of the two chirps. This further allows
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us to encode different symbols by varying this transmitting
duration, as shown in Fig. 5.

3.2 Interference Resilience Analysis
From the measured spectrum shown in Fig. 4(b), it can be seen
that the interference can be classified into two categories, i.e.,
narrow-band interference, and the spread spectrum signals.
We consider signals using ASK, FSK and PSK modulation
to be narrow-band signals, because they are composed of
one or multiple narrow-band signal components with fixed
frequencies.

Narrow-band interference: As we have introduced,
narrow-band signals will be spread into the chirp’s band in de-
spreading process. More specifically, considering that there is
a narrow-band interference with a fixed frequency fn passes
through the mixer with the two chirp signals, the resulting
signals contain multiple components, including multiple high-
order harmonics, the spread interference, and the envelope
of all these signals. For example, if the interference signal is
mixed with chirp_0 (Eq. 1), the generated signals are

+∞

∑
m=−∞

+∞

∑
n=−∞

amncos{2π [m( f0 +ut)+n fn] t} . (4)

where the high order harmonics and the spread interference
with increasing frequency term (i.e., the ut in Eq. 4) cannot
pass the following filter (i.e., the LC resonator). As for the
envelope, it can hardly pass the filter unless it has the same
frequency of f1 − f0. We argue that this case can hardly occur
in practical scenarios.

Moreover, we should note that we also encountered strong
out-of-band interference in our experiment (whose strength is
about 12dB higher than that of chirp signals), and the passive
mixer can only output the interference envelope instead of
the desired beat frequency. This can be fixed with a SAW
(Surface Acoustic Wave) filter.

Spread spectrum interference: Theoretically, our design
can be interfered with by a specific type of chirp spread spec-
trum interference. This chirp signal should have the same
chirp rate as the chirp signals transmitted by the gateway. Be-
sides, the frequency difference between this interference chirp
and one of the chirp signals transmitted by the gateway should
be equal to ( f1 − f0)/2n (where n = 0,1,2,3...). Accord-
ing to our experiment, facing this type of interference, its
anti-interference performance is similar to that of an envelope
detector without an anti-interference design.

4 LNA-free Signal Magnification

Amplifying the received signals can enhance the receiving
sensitivity and improve the receiving range. Receivers typi-
cally employ the LNA to achieve this. As we have introduced
in Sec. 2.1, even the latest LNAs we can find, still consume

Figure 6: Block Diagram of LNA-free Magnification.

several mA to hundreds of mA of external current. Hence, we
are motivated to propose a signal magnification method with
ultra-low power to replace the amplifier.

To achieve this, we explore accumulating the energy of
the signal to implement magnification instead of consuming
external current. We leverage an LC resonator to realize a con-
tainer to accumulate energy. Conventionally, the LC resonator
is used as high-frequency RF elements, e.g., on RF receiving
antennas. It relies on tuning antenna impedance [3] to improve
signal receiving efficiency at a particular frequency [1, 50].
Differing from these conventional uses, µMote’s LC resonator
works at relatively low frequencies (tens of kHz) and is used
to accumulate the signal energy to magnify signal amplitude.
Besides, when the signal energy is being accumulated, the
signal’s physical characteristics (e.g., frequency, amplitude,
and phase which are used to carry data) will be destroyed.
Thus, we should address the issue of information preservation
during energy accumulation.

4.1 Magnifying by Accumulating Energy

In µMote, the LC resonator is placed after the passive-CSS
and consists of an inductor in series and a shunt capacitor, as
shown in Fig. 6. The energy in this circuit will be alternatively
transformed in the manner of magnetic and electric fields
between the capacitor and inductors. The principle behind is
the energy entered the magnetic field of the inductor can be
used to charge the electric field on the capacitor plates, and
vice versa. Similar to a pendulum or a swing, this “energy
reciprocating” has its natural resonance frequency, which can
be written as:

fres =
1

2π
√

L ·Cres

where Cres is the capacitance value of the capacitor in the
resonant circuit.

The input signal of LC circuit is Sbeat , the demodulated
beat signal output by the passive-CSS circuit. If Sbeat has the
same frequency as fresonant , its energy will be accumulated in
the form of resonance for magnification, as shown in Fig. 6.
Thus, the resonator acts as a magnifier and band-pass filter
which only magnifies the voltage of Sbeat whose frequency is
fres.
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Table 1: Candidate LC resonators for different symbol rates
Symbol

Rate
L Cres Rinner Q Tdis Vout/Vin

1 ∼ 2kbps
0.05H 270pF 273Ω 49 600µs 40×
0.05H 270pF 384Ω 35 250µs 23×
000...000555HHH 222777000pppFFF 777333444ΩΩΩ 111888 111000000µµµsss 111555×××

5kbps 0.05H 470pF 1.1kΩ 9 70µs 10×
000...000555HHH 444777000pppFFF 111...333kkkΩΩΩ 777...999 333000µµµsss 777×××

4.2 Preserve the Information

Unfortunately, this magnification scheme based on LC cir-
cuit can destroy the physical characteristics of the signal,
e.g., the phase, the frequency and the amplitude of the signal.
For instance, symbols in PSK (Phase-Shift-Keying) or ASK
(Amplitude-Shift-Keying) manner can be destroyed as the
phase and amplitude are instantaneous physical characteris-
tics that cannot be preserved in an energy container. Therefore,
we need to retain the encoding information in the energy ac-
cumulating.

Inspired by PIE (Pulse Interval Encoding), we leverage the
duration of the magnified Sbeat signal (i.e., Sbeat ’s energy) to
represent the binary value of a symbol. The symbols repre-
senting binary bit “1” and binary bit “0” are shown in the right
portion of Fig. 6. For simplicity, we refer to them as symbol
“1” and symbol “0” respectively. Besides, in each symbol,
there is an interval between two consecutive symbols. As the
duration of Sbeat in symbol “1” is longer than that in symbol
“0”, the symbol “1” contains more energy than symbol “0”.
The energy difference can further be distinguished by energy
integration schemes introduced in Sec. 5.

To separate symbols, each symbol’s energy should be re-
leased from LC circuit to avoid affecting the next symbol. In
our scheme, we can separate symbols by assigning an inter-
val between two symbols, as shown in the right portion of
Fig. 6. In detail, during the symbol, the LC circuit has energy
input and keeps resonating. During the interval, the energy
of the current symbol stored in the LC resonator should be
discharged by the circuit’s internal resistance, or controlled
discharging, see Sec.8.

4.3 Symbol Rate vs. Magnification Perfor-
mance

From the symbol definition, we can see that a higher symbol
rate requires a shorter interval, and fast discharging of LC. If
the LC is not discharged completely, the residual energy will
make the next symbol misidentified. Thus, we need a small Q
factor to ensure sufficient discharging. On the other hand, a
small Q means the weak magnification capability of the LC
circuit. There is a trade-off between the magnification times
and the symbol rate.

The Q factor is defined as

Q = 2π
Estore

PdissT

, where Pdiss is the average dissipation power during a reso-
nant period T , and Estore is the energy currently stored in LC.
Hence, a higher Q factor means more energy can be preserved
in LC, or more time to release the stored energy, i.e., discharge
the capacitor in LC. On the other hand, the Q factor of the LC
resonator can be calculated as:

Q =
1

Rinner
·
√

L
Cres

where Rinner is the inner resistance of the LC resonator. From
the two formulas, it can be seen that we can hardly calculate
or measure the time constant of an LC resonator [48] to deter-
mine the required time interval for discharging. Further, it is
also difficult to find COTS “L” and “C” components with the
exact optimal value in practice. Hence, we empirically study
LC resonators of different Q factors with available COTS
components, and practically measure their discharging time.

We present the parameters of candidate LC resonators for
different symbol rates in Table 1. In the table, “Vout/Vin”
means the magnification ratio that the resonator can mag-
nify the voltage of input Sbeat , and the “Tdis” is the measured
discharging time. For example, for a symbol rate of 2kbps, we
can choose parameters of the third resonator, whose discharg-
ing time is more than 100µs. It means that the time interval
of symbols should be more than 100µs also.

5 Low-power Decoding

With LNA-free magnification, we can get the magnified sig-
nals as well as symbols. The next step is to extract binary bits
from the symbols. Mostly, ADC (Analog-to-Digital Conver-
sion) is used for symbol decoding, but ADC will introduce
high power consumption due to two reasons.

First, to ensure decoding accuracy, the ADC has to perform
sampling tens of times when decoding each symbol. Based
on Nyquist’s theorem, the sampling rate should be twice the
frequency of Sbeat . Second, every single sampling operation
of ADC consists of several complicated steps, e.g., extracting
analog samples from a continuous signal, amplifying those
analog samples to improve converting accuracy, integrating
the amplified samples, and converting integration results to
digital values. All aforementioned steps are controlled by an
MCU or custom IC. As a result, even a well-known energy-
efficient ADC [49] will consume more than a couple of 100
µW , which is two to three times higher than the total power
consumption of our µMote including signal amplifying and
symbol decoding.

In µMote, we carefully make use of the signal duration of
Sbeat and interval to represent symbols, as shown in Fig. 6. For
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Figure 7: Procedures for energy integration-based decoding.

Figure 8: The practical decoding circuit for symbol syn-
chronization.

example, symbol “1” has a shorter interval and longer signal
duration than symbol “0”, thus the energy of symbol “1” is
higher than symbol “0”. Different symbols to an energy inte-
grator can result in different energy levels which can be used
to discriminate symbols. Thus, a simple energy integrator can
be employed to replace the ADC for decoding each symbol
with only a single integration operation and low power con-
sumption. RC (Resistance Capacitance) circuit is a typical
realization of energy integrator as illustrated in Fig. 7. In order
to save power, we can suppress the internal current to several
µA with high resistance, and reduce the power consumption
of integration to about 10µW . As shown in Fig. 7, the signal
Sbeat can charge the capacitor “C” through the resistor “R”
upon decoding. Because of the longer signal duration, symbol
“1” can charge the capacitor to a higher peak voltage, which
can be detected and converted to “1” by a threshold detector,
and vice versa.

Apart from the basic design, there are several practical
problems that need to be addressed.

Dynamic signal strength. In practice, the charged peak
voltage in capacitor “C” is not only determined by Sbeat’s
duration, but also affected by Sbeat ’s strength. For example, if
the receiver is placed close to the gateway, the incident signal
power is high and hence the time to charge the capacitor
would be short. In this case, a symbol “0” might be identified
as a symbol “1”. Conversely, if the receiver is placed far away,
a symbol “1” may also be incorrectly identified as a symbol
“0”. To address this problem, we normalize Sbeat ’s amplitude
after magnification. Specifically, we place a voltage level
converter after the LC circuit and before the RC integrator,

normalizing the amplitude of Sbeat to a predefined reference
voltage, as illustrated in the left part of Fig. 7. The detailed
implementation of this circuit is introduced in Sec. 6 and its
power consumption is discussed in Sec. 7.4.

Capacitor discharging. The binary value of each symbol
is determined by how much Sbeat charges the capacitor C.
So the capacitor should be discharged fast and completely
before the arrival of the next symbol to avoid inter-symbol in-
terference. Intuitively, we can leverage the self-discharging of
the capacitor. However, this is quite slow and thereby signifi-
cantly slowing down the symbol rate. To address this problem,
we add an NMOS switch to connect the positive plate of the
capacitor to Ground (GND). At the end of each symbol, we
make the capacitor directly connected to the Ground for fast
discharging.

Symbol synchronization. To decode the symbol, the MCU
should know exactly the end time of a symbol and read the
output of the threshold detector at the time. Otherwise, the
MCU may get the wrong integration results and misiden-
tify symbols. In other words, it should be synchronized with
the symbols sent by the gateway. Intuitively, we can make
the gateway transmit preamble symbols for synchronization.
However, if it is not synchronized, the decoding circuit and
MCU cannot decode any symbols.

To achieve synchronization, the decoding circuit is pro-
grammed to switch to another structure which can detect
preamble symbols. Specifically, two resistors and two NMOS
switches are added to the circuit, as shown in the left portion
of Fig. 8. Upon receiving the preamble, SW2 and SW3 are
closed by the MCU so that resistors R2 and R3 are connected
to the circuit. At this time, R and R2 form a smaller resistor,
accelerating the charging speed of the capacitor. With these
resistors, a symbol “0” can rapidly charge the capacitor to
the threshold of the detector, and the charged voltage can be
released via R3 and SW3 before the next symbol “0” arrives,
as illustrated in Fig. 8. Thus, we can use a series of symbol “0”
as the preamble, and the detector will output corresponding
high voltage levels (the green line shown in Fig. 8) to inform
the MCU that the preamble has arrived. The reason we do
not use symbol “1” is that the duration of its Sbeat signal is
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Figure 9: µMote prototype.

too long, so even with the presence of R3, the voltage in the
capacitor cannot be fully released before the next symbol “1”
arrives.

Clock drift canceling. The clock on the backscatter device
drifts over time, leading to synchronization and decoding
errors. To address this, we present a method to cancel the
clock drift. At the end of a symbol, we detect the first rising
edge of the following symbol, as shown in Fig. 7. This rising
edge represents the exact starting time of a symbol, which
can be used to calibrate the clock on the device.

Power consumption. The decoding process requires three
operations at the end of a symbol, i.e., reading the threshold
detector, discharging the capacitor, and canceling the clock
drift. These operations can be accomplished with less than
100 instructions, which incurs < 1% duty cycle and several
µW power consuming. The necessary timing circuit to wake
up the MCU and control the duty cycle is included in the MCU
hardware, and the MCU only consumes nW -level power in
low power mode [49].

Power optimization of RC circuit. We reduce the charging
current to save power. The charging current can be written as

Icharge =
Vre f · exp(−t/RC)

R

, where Vre f is the charging voltage on the capacitor and is
equal to the reference voltage in Sbeat normalization. To sup-
press Icharge, we increase R and reduce C, and keep the product
RC unchanged. For a symbol rate of 5kbps, the proper values
of R and C are 220kΩ and 330pF , and the power consumption
of the RC circuit is 12µW . The concrete evaluation results
can be found in Sec. 7.

6 Implementation

We prototype µMote with COTS components on a 2.4cm×
2.6cm PCB, as shown in Fig. 9. We introduce the hardware
implementation as follows.

Matching circuit and passive-CSS demodulation: The
matching circuit is composed of a series capacitor and a shunt
inductor, as RF signals can easily pass through the capacitor
but cannot go through the inductor to the Ground (GND). The
matching circuit achieves reflection loss lower than −20dB
in the 913−916MHz frequency band, which is wide enough

Figure 10: Indoor and outdoor experiment environment.
for receiving the two chirps. We use Skyworks SMS7630-
005LF RF diodes as the passive mixer for down-conversion
and de-spreading.

LNA-free Magnification: We implement µMote proto-
types of three symbol rates. For 1kbps and 2kbps, we choose
the third resonator shown in Table 1. For 5kbps, we choose
the fifth one. The corresponding resonant frequencies of these
two are 43kHz and 32.8kHz. Before the LC resonator, we
place a capacitor in series for DC-AC conversion, as the LC
resonator requires AC input.

Normalization circuit: We employ a voltage level con-
version circuit to normalize the magnified Sbeat . In practical
realization, we have two choices: (i) NCS2200, a comparator
which has a relatively low power consumption of 18µW and
can work on passive backscatter devices [64].(ii) MAX9914,
which is actually a power-efficient operational amplifier which
can also work as a voltage level converter. It can provide an
extra sensitivity gain of 8dB with a power consumption of
51.17µW , therefore further extending the receiving range. We
use MAX9914 to realize the µMote prototype to explore the
maximum range of our design. Besides, we use NCS2200
to realize a low power version of µMote, which is named
as “µMote−” (i.e., “µMote minus”). Compared with µMote,
µMote− loses 8dB sensitivity but gains 33.17µW power sav-
ing.

RC Decoding circuit: We employ different combinations
of R and C to build RC circuits for different symbol rates.
The detailed values are introduced in Sec. 7.4. After the RC
circuit, we use an S-1000C16 and an NLSV1T244 to build
the threshold detector with a total power consumption of 1µW .
And we use GPIO ports of STM32L476 MCU to record the
decoded data and control the circuit via three DMG2302UK
NMOS switches. The MCU runs at a 1% duty cycle as we
introduced in Sec. 5.

7 Evaluation

In this section, we first introduce the experiment setup in
Sec. 7.1. Then we introduce benchmarks for subsequent eval-
uation in Sec. 7.2. Further, we evaluate communication ranges
of µMote and benchmarks in Sec. 7.3. The power consump-
tion comparison among our design and benchmarks, as well as
µMote power breakdown, are illustrated in Sec. 7.4. Then we
introduce interference experiments using interference signals
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recorded in practice environments in Sec. 7.5.

7.1 Experiment Setup

We leverage a USRP-2922 to build the gateway’s transmitter
with an ADL5605-EVALZ [9] RF amplifier. Thus, the gate-
way can transmit up to 30dBm power, near the ImpinJ R420
RFID reader. The two downlink chirp signals are in 915MHz
ISM band and their bandwidths are 1MHz. The frequency
difference (i.e., the frequency of Sbeat ) between the two chirp
signals is set to the resonant frequencies of LC circuit, i.e.,
43.3kHz for 1kbps and 2kbps symbol rates, and 32.8kHz for
5kbps.

7.2 Benchmarks

• WISP5 [45]: a very widely known backscatter tag with
an envelope detector-based receiver and an ADC for
sampling. It has no amplification and anti-interference
design. To favor the communication range test for the
WISP5, we connect it with a 1.8V power supply module,
instead of using its RF energy harvester which has an
energy harvesting range of only several meters.

• Saiyan [17]: the very recent work that achieves LoRa
symbol receiving with an envelope detector. Saiyan con-
verts chirp symbols to amplitude-modulated signals via
a SAW (Surface Acoustic Wave) filter, and uses an
LNA for amplification. Following the literature [17]
and the BOM (Bill of Material) list of their project
document [16], we implement Saiyan hardware with a
TQP3M9008 LNA and an OPA810 operational amplifier
for signal amplification.

• Passive-DSSS [31]: an envelope detector-based design
which employs two envelope detection channels for
DSSS spreading codes to address interference. Besides,
passive-DSSS employs a TLV9001 operational amplifier
of 180µW to improve sensitivity and range.

Those benchmarks use their original encoding mechanisms,
respectively, i.e., PIE for WISP5, chirp symbols for Saiyan,
and DSSS spreading codes for passive-DSSS. For compari-
son, we manually set the symbol rate of those benchmarks to
1kbps.

7.3 Communication Range

In this section, we first evaluate the receiving sensitivity of
µMote and benchmarks using laboratory tests. Then we con-
duct outdoor experiments to evaluate their practical communi-
cation ranges in LOS (Line-of-Sight) scenario, i.e., a roughly
straight road on campus, as shown in Fig. 10. Finally, we
evaluate the communication range and packet throughput of
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Figure 11: Receiving sensitivity of µMote and benchmarks.
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Figure 12: Communication range in the outdoor LOS sce-
nario.

µMote in the NLOS (Non-Line-of-Sight) scenario. The NLOS
experiment field is illustrated in the left portion of Fig. 10.

Receiving Sensitivity: Without interference, the receiving
sensitivity theoretically determines the receiving range. In ex-
periments, we measure the receiving sensitivity as the lowest
received signal strength with a corresponding physical layer
Bit Error Rate (BER) lower than 1%. To precisely control the
signal strength, we connect the transmitter (i.e., USRP) and
receiver with an RF cable and employ one or two 30dB RF
attenuators in the cable. Thus, the receiving signal strength
can be precisely controlled by setting the transmitting signal
strength and the number of employed attenuators. Besides, to
ensure accuracy, we leverage a professional signal strength
meter [28] to calibrate the transmitting power of USRP. For
each round, we measure the BER by sending 1,280,000 bits.

The measured receiving sensitivities are shown in Fig. 11.
It can be seen that the µMote has the best receiving sensitivity
of −48dBm at 1kbps symbol rate. According to theoretical
estimation [10], its receiving range can reach 500 meters with
the maximum transmitting power of our transmitter (30dBm).
The receiving sensitivities of WISP5, replicated Saiyan, and
passive-DSSS are −28dBm, −43dBm, and −35dBm. Simi-
larly, we estimate their theoretical receiving ranges are 80m,
250m, and about 160m, respectively. The sensitivity of 5kbps
µMote prototype is −43dBm, due to the relatively low Q fac-
tor of LC circuit. The future solution to this is discussed in
Sec. 8. Besides, µMote− has a sensitivity of about −38dBm,
which is similar to Saiyan and better than passive-DSSS.
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Figure 13: Throughput of µMote for different bit rates
when twin-CSS signal penetrates one wall.

Figure 14: Throughput of µMote 1kbps and benchmarks
when the signal penetrates one wall.

LOS Experiments: To evaluate the practical communi-
cation ranges of µMote and three benchmarks, we conduct
outdoor experiments in LOS scenarios. The USRP transmits
30dBm RF signals through a 6dBi gain antenna, while each of
the receivers uses a receiving antenna with 3dBi gain. We test
µMote at different symbol rates of 1kbps, 2kbps, and 5kbps.
Each BER value is obtained by counting misidentified bits in
1,280,000 received bits.

The practical receiving ranges are shown in Fig. 12. At
symbol rates of 1kbps and 2kbps, µMote achieves a similar
receiving range of 400 meters, because at these symbol rates,
the LC circuit has the same high Q factor and similar magni-
fication performances. We do not reach the estimated 500m
range, because we encountered strong in-band interference
that came from unknown wireless devices and exceeded the
anti-interference capability of our prototype. The practical
ranges of WISP5, Saiyan and passive-DSSS are 70m, 250m,
and 140m, which are similar to our estimations. We think that
the reason is at these ranges, they do not face interference sig-
nals significantly stronger than signals transmitted by USRP.
And the range of µMote 5kbps is 260m which is an expected
result considering its sensitivity. Besides, µMote− achieves a
maximum range of about 200m.

NLOS Experiments: We also measure the practical receiv-
ing ranges of µMote and benchmarks in the indoor NLOS
scenarios, as a number of IoT devices are deployed in doors

Figure 15: Packet throughput of µMote and benchmarks
when the signal penetrates two walls.

Figure 16: The power consumption of µMote prototype
and benchmarks.

and signals have been attenuated by walls. The dots A and B
represent where the gateway’s USRP transmitter is located,
and the star indicates where the receiver is placed. When the
gateway is placed at the A, the transmitted signals have to
penetrate one wall. When the gateway is at the dot B, the sig-
nals penetrate two walls. The star can be moved far or close
to the transmitter to make different downlink ranges. We
test three symbol rates with µMote and one symbol rate with
benchmarks, and record each of the error bits in 1,280,000
received bits.

Leveraging the recorded error bits, we calculate the packet
throughput at different ranges, which can better represent
the communication performance in actual environments. For
example, even if there is only one error bit, the packet will be-
come unrecognizable and is therefore discarded. The packet
is defined as a 16-bit string, and thus the packet throughput
refers to the number of received packets being correctly rec-
ognized. The test data is a packet which is sent for 10,000
times in a loop.

When there is one wall, the measured packet throughput
of µMote at different symbol rates are shown in Fig. 13.
With 60m downlink range, the µMote receiver achieves 53
packets/s at 1kbps, and 101.5 packets/s at 2kbps. The maxi-
mum range for 5kbps is 30m and the corresponding through-
put is 286.5 packets/s. We can learn from this result that
for µMote, a LC resonator with high Q factor is crucial to
achieving long range.

We also measure the packet throughput of benchmarks
when their downlink signals penetrate one wall, and then
compare them with µMote at 1kbps. The results are plotted
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Table 2: Power breakdown of two prototypes

Modules Despreading Magnification Regulator RC Decoding (1kbps) MCU (1% duty cycle) Total
µMote 0µW 0µW 51.17µW 3.4µW 7.5µW 62.07µW
µMote− 0µW 0µW 18µW 3.4µW 7.5µW 28.9µW

Table 3: Parameters of RC decoding circuit for different sym-
bol rates

Bit rate R value C value E/symbol Power
1kbps 910kΩ 330pF 2.40nJ/bit 3.4µW
2kbps 470kΩ 330pF 2.36nJ/bit 3.72µW
5kbps 200kΩ 330pF 2.51nJ/bit 13.55µW

in Fig. 14. Among these benchmarks, Saiyan has the longest
range of 30m with a packet throughput of 37.6 packets/s, this
range is half the range of µMote (i.e., 60m at 1kbps).

When there are two walls between the gateway and re-
ceivers, the receiving ranges are further decreased, as shown
in Fig. 15. At the range of 30m, µMote has acceptable through-
put values of 52.8 packets/s at 1kbps and 89.8 packets/s at
5kbps. Saiyan and passive-DSSS can receive at the ranges of
25m and 6m, with packet throughput values of 61.6 packets/s
and 62.1 packets/s, respectively. WISP5 cannot receive its
downlink signal.

7.4 Power Consumption

µMote vs. Benchmarks: To demonstrate the power-efficiency
of our design, we measure the practical power consumption
of µMote prototypes and benchmarks using a sub-µA-level
power monitor [52]. The results are plotted in Fig. 16. We
can see that the total power consumption of µMote (1kbps)
is 61.07µW , which is the lowest. WISP5 and passive-DSSS
have a power consumption of several hundreds of µW , as
we take the power consumption of ADC sampling and the
MCU for ADC control into account. We replicated Saiyan
prototype according to the BOM extracted from their project
files [16, 17]. At its maximum receiving range, the power
consumption of the Saiyan prototype is 446mW . We believe
the cause of this high power consumption is their use of two
amplifiers [21, 40].

µMote power breakdown: Table 2 shows the power break-
down of the µMote prototype. The de-spreading circuit and
magnification circuit consume zero power as they are driven
by the received signal. For different symbol rates, the corre-
sponding power consumption of RC decoding circuit (includ-
ing the threshold detector) is illustrated in Table 3. It can be
observed that at different symbol rates, the energy budget for
decoding one bit remains roughly unchanged. The cause is
that the energy budget is related to capacitance. The MCU
average power consumption is about 7.5µW with 1% duty
cycle.
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Figure 17: Receiving BER of µMote and benchmarks under
LoRa interference.
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Figure 18: Receiving BER of µMote and benchmarks under
RFID interference.

7.5 Interference Resilience

We evaluate the interference resilience of µMote under inter-
ference in 900MHz ISM band, such as RFID and LoRa. We
use the interference-resilient receiver, i.e., passive-DSSS, as
benchmarks. We also evaluate WISP5 and Saiyan for com-
parison, which are not interference-resilient. We choose the
impinj R420 RFID reader and EBYTE E32-915T30S Lora
transceiver as the interference source. Then we use USRP
to record practical signals transmitted by these two devices,
so we can manually amplify or attenuate the recorded sig-
nals to make interference with different strengths. Finally, we
leverage RF cables to transmit twin-CSS signals as well as
those interference signals to µMote receiver to measure re-
ceiving BER values. Both µMote receiver and passive-DSSS
receiver are set to 1kbps symbol rate. The bandwidths of
RFID and LoRa interference are set to 100kHz and 500kHz,
respectively.

Fig. 17 and Fig. 18 show the BER measurement under
LoRa and RFID interference signals. The results demonstrate
that the µMote prototype can operate under negative SINR
caused by RFID or LoRa interference. In detail, at BER of
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1%, the corresponding SINRs caused by LoRa or RFID signal
are about −1dB and −2.7dB, whereas at BER of 0.1% the
SINRs caused by LoRa or RFID signal are about −1dB and
−2.2dB. We can learn µMote can operate under negative
SINR caused by LoRa and RFID interference. Passive-DSSS
has SINR improvement over classic WISP5 which has no
anti-interference design, but it cannot work under negative
SINR.

8 Discussion and Limitations

Accessing multiple devices or gateways: To date, µMote
cannot support concurrent transmissions from the gateway
to multiple backscatter devices, as µMote has no frequency
division or other multiple access designs. A feasible solution
is to employ time division on the MAC layer, similar to RFID
protocols. In addition, µMote fails to work in the face of the
hidden node problem, which occurs when multiple gateways
want to talk with a certain receiver, but they are unaware of
each other’s existence.

Strength loss: The gateway transmitter needs to split its
power across both chirps, and therefore it may require more
transmitting power than it would have been needed to transmit
to a device at the same distance using a conventional active
receiver. Although µMote mixes the two chirps, the generated
harmonics will also result in a loss of signal energy.

Spectrum efficiency: The bandwidth consumed in our de-
sign is about 1.04MHz (1MHz chirp and 43kHz Sbeat ). Most
spectrum bandwidth is spent on spectrum spread to resist inter-
ference. Compared with LoRa receivers, our µMote consumes
similar spectrum bandwidth but achieves power consumption
three orders of magnitude lower than LoRa.

Improving symbol rate: As the trade-off introduced in
Sec. 4, in this paper, we cannot achieve the highest symbol
rate and best magnification performance simultaneously. Im-
proving the magnification performance requires increasing
the interval time for discharging the LC resonator, while im-
proving the symbol rate requires decreasing the interval time.
Hence, we explore a discharging mechanism to the LC res-
onator. Specifically, when the symbol synchronization is com-
pleted, we can discharge the LC resonator at the middle (to
discharge the energy of symbol “0”) and the end of a symbol.
Thus, the energy in LC can be discharged more rapidly to
allow a higher symbol rate, even for LC of very high Q factor
to gain high magnification performance. Moreover, we also
plan to explore whether we can add more threshold detec-
tor modules (< 1µW per module) with different thresholds,
and then the symbols can be quantified into more characters,
thereby increasing the bit rate.

9 Related Work

Diode-based mixer. Similar to µMote, there are two existing
works [11, 42, 43] that use the diode mixer [4] to mix two RF
signals and achieve low-power subcarrier generation or very
high-speed receiving. The differences between our work and
them are three-fold. The first difference is waveform modu-
lation. In µMote design, we employ Chirp Spread Spectrum
(CSS) signals as downlink signals, and thus our work can
combat interference and even work under negative SINR. The
second difference lies in µMote’s system design. The passive
chirp de-spreading scheme should be used in conjunction
with the LC resonator which acts as a magnifier and filter,
otherwise the signal strength loss due to chirp mixing would
decrease the receiving range, and the receiver cannot filter or
detect the generated beat signal. The third difference is our
design has the benefit of a relatively long receiving distance.

Long-range backscatter communication. To resist inter-
ference and improve communication range in low-power IoT
systems, tremendous backscatter innovations [23,35,37,51,54,
55] leverage CSS modulation on LoRa, extending the uplink
range to more than one kilometer. Nevertheless, these de-
signs cannot receive spread spectrum signals on the downlink,
as spread spectrum signal demodulation and de-spreading
involve high-power local carrier generation and computing-
intensive correlation for synchronizing local de-spreading
codes or de-spreading signals. This fact causes unbalanced
communication ranges and robustness on uplink and down-
link. Moreover, tunnel diode can be employed in backscatter
transmitters, further increasing the communication range of
backscatter devices [56].

Saiyan [17] employs a SAW filter to re-shape the enve-
lope of chirp signals, enabling an envelope detector to re-
ceive LoRa signals on the downlink. But this method does
not de-spread chirps so it cannot gain the communication
range and robustness improvements of CSS, and instead, it
has to use LNA to boost range. Passive-DSSS [31] receives
both spreading codes and synchronized de-spreading codes
from the transmitter, first achieving the DSSS communica-
tion on envelope detector-based receivers. Compared with
µMote which employs a passive mixer to de-spread two par-
allel chirps, Passive-DSSS relies on envelope detectors to
receiver signal, and hence it cannot receive CSS signals and
work under negative SINR. Moreover, Passive-DSSS does not
contain any low-power signal magnifying scheme (e.g., the
LC resonator) and low-power ADC-free decoding scheme,
resulting in a relatively limited receiving range and relatively
high decoding power.

Signal magnification techniques. The most commonly
used signal amplification means is the LNA. As we introduce
in Sec. 2.1, even the latest commercial LNA ICs consume
more than several mW of power. To magnify signals with
low power, recent researches leverage the principle of Voltage
transforming or Impedance tuning to get signals with mag-
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nified voltages. For example, XSHIFT [43] leverage a coil
voltage transformer to magnify the voltage of demodulated
signals by 5 times. Besides, LC circuits are also used to boost
the voltage of received RF signal by adjusting the antenna
impedance [1, 50]. However, these two methods cannot mag-
nify the instantaneous power of RF signals or demodulated
signals, so their improvements in receiving sensitivities are
relatively limited, compared to our design.

Backscatter communication. Our work is also related
to backscatter communication techniques, as µMote char-
acteristics have potential benefits existing backscatter de-
vices. For LoRa backscatter devices [23, 35, 37, 51, 54, 55],
it can make up for their limited downlink performance in
terms of range and robustness against interference, with
only µW -level power. For other tremendous backscatter in-
novations features of high data rate [53], high-throughput
[24, 25, 42], robustness [57], large system scale [19], sim-
plified hardware [30, 43, 62], and ambient-signal-compatible
[2, 5, 12, 22, 26, 27, 32, 33, 35, 36, 38, 54, 61, 63], µMote can
provide downlink connection with benefits of interference-
resistant, low-power, and cost-efficiency, at the same time.

ADC-free decoding. Similar to µMote, RFID tags [10]
can decode PIE symbols without ADC. But differing from
µMote, the PIE decoder of RFID tags can extract the synchro-
nization clock from PIE symbols by simply inverting the PIE
waveform (which is illustrated in the citation [28]). However,
according to the symbol definition of our design, our ADC-
free decoding circuit cannot extract the synchronization clock
in the same way as RFID tags. Hence, we have to explore a
dedicated synchronization scheme for our decoding circuit.

Wake-up receiver. Due to the power benefit of integrated
circuits, envelope detector-based wake-up ICs achieve power
consumption of less than 100µW and good receiving sensi-
tivity of lower than −60dBm. These receivers typically has
a low power consumption of less than 100µW , and provide
sensitivities lower to −60dBm [20, 39, 44]. There are two
distinctions between our work and these ICs. First, our design
enables interference-resistant communication with µW -level
power. Second, employing the LC resonator and the dedicated
encoding mechanism can magnify the amplitude of demod-
ulated signals, which is a potential alternative technique for
receivers to enhance the receiving sensitivity.

10 Conclusion

In this paper, we systematically investigate the issue of low-
power and long-range receiving, the critical bottleneck of
communication of backscatter devices. We present µMote, an
µW -power receiver with 400 meters range. We design and
implement the first passive chirp de-spreading method with a
simple mixer by offloading high-power carrier de-chirp gen-
erating to the gateway. Then we present a novel zero-power
magnification method with a LC resonant circuit, effectively
improving the receiving sensitivity. We propose an energy

integration-based decoding mechanism instead of high-power
ADC sampling to reduce power consumption. We conduct
extensive experiments in different scenarios. The evaluation
shows that µMote can support up to 400m receiving range with
62.07µW power consumption at 2kbps symbol rate. Com-
pared to benchmarks, µMote improves the downlink range
by 2.5× to 8.65×, with a power consumption reduction of
63.2% to even three orders of magnitude.
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Abstract. This paper focuses on 5G RAN slicing, where the
5G radio resources must be divided across slices (or enter-
prises) so as to achieve high spectrum efficiency, fairness and
isolation across slices, and the ability for each slice to cus-
tomize how the radio resources are divided across its own
users. Realizing these goals requires accounting for the chan-
nel quality for each user (that varies over time and frequency
domain) at both levels – inter-slice scheduling (i.e. dividing
resources across slices) and enterprise scheduling (i.e. divid-
ing resources within a slice). However, a cyclic dependency
between the inter-slice and enterprise schedulers makes it
difficult to incorporate channel awareness at both levels. We
observe that the cyclic dependency can be broken if both
the inter-slice and enterprise schedulers are greedy. Armed
with this insight, we design RadioSaber, the first RAN slic-
ing mechanism to do channel-aware inter-slice and enterprise
scheduling. We implement RadioSaber on an open-source
RAN simulator, and our evaluation shows how RadioSaber
can achieve 17%-72% better throughput than the state-of-the-
art RAN slicing technique (that performs channel-agnostic
inter-slice scheduling), while meeting the primary goals of
fairness across slices and the ability to support a wide variety
of customizable enterprise scheduling policies.

1 Introduction

Network slicing is one of the key new features introduced in
the 5G standards [3, 9, 37]. It refers to dividing network re-
sources among different services or groups of users to create
virtual customizable networks. Such virtualization enables
cellular networks to expand beyond the classical “individual
mobile user” use-case to a more general “groups of users”
use-case which can support new applications with different
requirements. These groups of users (typically referred to as
enterprises in 5G) enter into service level agreements (SLA)
with the network operator, which provides two features: (1) It
governs the type of service and the total amount of resources
allocated to each slice. For example, it can provide an ultra-
reliable low-latency communication for first responders, con-
nected vehicles, or hospitals performing remote surgeries [20].
It can provide cheap and scalable IoT connectivity for farmers
using sensors to monitor crops and cities deploying sensors
for traffic or air quality monitoring [18]. It can also provide
high throughput connectivity for companies with multiple
users as well as educational and training institutions using
VR/AR [36]. (2) It allows each slice (or enterprise) to cus-
tomize their virtual networks and dynamically manage their
resources [22, 41]. For example, a farming enterprise might
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Figure 1: RAN Slicing of resources across 4 enterprises.

want to give higher bandwidth to drones collecting aerial im-
ages of crops as opposed to soil moisture sensors, or a hospital
might want to prioritize traffic for critical remote surgeries at
different times of the day.

Network slicing has two components: 5G RAN (Radio
Access Network) slicing and 5G core slicing [11, 29, 30, 44].
This paper focuses on RAN slicing as the RAN is typically
the bottleneck in cellular networks [11, 27]. The goal is to
divide physical layer resources at the base station (referred
to as gNB in 5G) among different enterprises with devices
connected to that gNB. These resources include time slots as
well as frequency sub-bands used for transmission as shown
in Fig. 1. Ideally, the RAN should schedule these resources
in a manner that:

(1) Achieves high spectrum efficiency.
(2) Ensures fairness among enterprises subject to their SLAs.
(3) Allows enterprises to customize their scheduling policies.

Realizing the above goals, however, can be challenging in
wireless networks because the throughput achieved by using a
certain resource block is highly dependent on which user gets
that block. In particular, the quality of the wireless channel
can change drastically between frequency bands, between
users, and over time. This well known phenomena is called
frequency selective fading and is shown in Fig. 2 where the
capacity can vary by up to 9× across 100 resource blocks
(frequency sub-bands) for two users in a 20 MHz LTE band-
width. Frequency selective fading is even more prominent in
5G where the total bandwidth is expanded to 100 MHz and up
to 400 MHz [6]. Allocating resources in a channel agnostic
manner can lead to inefficient spectrum usage and unfairness
among different slices (enterprises) [10, 22].

Past work has considered the problem of channel aware
spectrum allocation [2, 4, 38, 45], channel aware hierarchi-
cal resource scheduling in WiMax [21], and RAN virtual-
ization in the context of MVNOs (Mobile Virtual Network
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Figure 2: The channel quality across 100 RBs for two users
in a 20MHz LTE downlink.

Operators)1 [9, 22]. However, state-of-the-art techniques can
only account for the channel quality between users within
the same slice (as detailed in § 2). In other words, only after
the inter-slice scheduler allocates resources to different slices
irrespective of channel quality, each enterprise can run a chan-
nel aware scheduler. Hence, a slice can end up with resources
that have bad channel quality for its users which significantly
degrades the throughput as we demonstrate in §3.1.

Enabling channel aware scheduling at both the inter-slice
scheduler and enterprise scheduler leads to a chicken and
egg problem. The enterprise scheduler cannot allocate re-
sources in a channel aware manner before it knows all the
resources the inter-slice scheduler will give it, and the inter-
slice scheduler cannot allocate resources among slices in a
channel aware manner if it does not know to which user in
the slice the enterprise scheduler will give a certain resource.
One way to break this deadlock is to enumerate through all
possible resource allocations and run the enterprise scheduler
for each one. However, enumerating all possibilities leads to
exponential complexity and is intractable. As a result, state-
of-the-art work only uses a channel agnostic inter-slice sched-
uler [9, 21, 22].

In this paper, we present RadioSaber, a RAN slicing pol-
icy that enables channel aware resource allocation at both
the inter-slice scheduler and the enterprise scheduler while
allowing each enterprise to customize their scheduling policy.
RadioSaber’s design is based on a simple idea. Since both
the inter-slice scheduler and the enterprise scheduler must
run at the base station for real-time scheduling, the inter-slice
scheduler can use the enterprise scheduling algorithms as sub-
routines in its algorithm. Both the inter-slice and enterprise
scheduler can be channel aware if the inter-slice scheduler can
call the enterprise scheduling algorithm with the following
query: “If we give resource X to slice A, which user in slice
A will get resource X?” If the enterprise scheduler is able to
reply to this query independent of what other resources the
inter-slice scheduler will allocate to its slice, the inter-slice
scheduler can be channel aware. Specifically, the inter-slice
scheduler can query the enterprise scheduler of each slice,
find the user to which the resource X will be allocated and

1Examples of MVNOs include Straight Talk, Virgin Mobile, & Xfinity
mobile, which do not operate their own networks but rather run their traffic
through Verizon, AT&T, & T-mobile networks.

determine the slice in which X will deliver the best channel
quality.

Being able to answer this query, however, limits the space
of scheduling policies that an enterprise can run. In partic-
ular, the enterprise scheduler must decide how to allocate a
resource X independent of the remaining resources that have
not yet been allocated to it as we show in § 4.1. Hence, its
algorithm must greedily allocate one resource at a time. Most
common practical policies, however, like Max. throughput [4],
proportional fairness [45], QoS-aware scheduling [2,4,38,39]
etc., tend to use greedy algorithms that satisfy the above re-
quirement. It is worth noting here that when allocating a
resource X, the algorithms can still account for resources that
have already been allocated to the slice in the past (e.g. in or-
der to provide some notion of fairness or demand-awareness),
but not account for resources that are yet to be allocated in
the future. Hence, RadioSaber is able to accommodate poli-
cies that are both channel aware and flexible to the needs of
different slices.

Realizing RadioSaber in practice, however, requires ad-
dressing algorithmic questions like how do we incorporate
the SLA between the operator and the enterprise into the
inter-slice scheduler? In what order does the inter-slice sched-
uler query the resource blocks to decide which slice gets the
block? How do we support customizable enterprise schedul-
ing, while restricting the schedulers to be greedy? How does
the enterprise scheduler balance between channel quality and
other metrics such as flow priorities? We also have to address
several system level questions like what is a good and simple
interface that we can provide to the enterprises to set their
scheduling policies? How do we incorporate RadioSaber into
the current 5G standards? We address the above questions in
detail in §4.2 and § 4.3.

We have implemented RadioSaber and evaluated it using
trace driven simulations. We used an open-source 5G core
network [1] and a popular RAN simulator [34] that is capa-
ble of simulating both the physical layer and higher layers
at the RAN. We evaluate our system using traces of cellu-
lar signals [46], that were collected using software defined
radios. We compare with:(1) NVS [9, 21, 22], a popular algo-
rithm which enables RAN slicing with channel aware enter-
prise scheduler and (2) a global channel aware scheduler that
schedules all users without slicing.

Our results reveal that RadioSaber is able to outperform
NVS, achieving 17%-72% better throughput for backlogged
flows, 2× to 4× lower FCT (flow completion time) for non-
backlogged flows, and 24× lower packet delays for real-time
flows with constant bitrates. Unlike the global channel aware
(but slicing unaware) scheduler that fails to provide any isola-
tion across slices, RadioSaber is able to achieve desired isola-
tion and fairness. Finally, RadioSaber is able to accommodate
enterprise schedulers with various policies and number of
users. Hence, RadioSaber is able to achieve the three goals of
spectrum efficiency, fairness, and customizability.
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The paper makes the following contributions:

• We present the first RAN slicing that is channel-aware
both at the inter-slice scheduler and enterprise scheduler.

• We present a new framework for RAN virtualization that
abstracts physical layer scheduling and provides an inter-
face for enterprises to set their own schedulers.

• We implement our techniques and demonstrate significant
improvement in efficiency and fairness.

2 Background & Related Work

In this section, we provide a brief background on the radio
access network (RAN) in cellular networks as well as the
related work for channel aware scheduling and RAN slicing.

1. Resource Blocks: In 5G RANs, the user or device is re-
ferred to as UE (User Equipment) and the base station is
referred to as gNB (next generation Node B). The gNB uses
OFDMA (Orthogonal Frequency Division Multiple Access)
at its PHY and MAC layers in order to divide radio resources
across UEs. In OFDMA, the frequency bandwidth is divided
into sub-carrier frequencies that are orthogonal (i.e. do not in-
terfere) and time is divided into equal slots called TTIs (Trans-
mission Time Interval). A resource block (RB), which is the
smallest resource unit that can be allocated to a UE, is formed
of 12 frequency sub-carriers and 1 TTI slot. Hence, the RBs
are organized into a 2D grid as shown in Fig. 1. In practice,
however, network operators typically schedule resources in
the granularity of resource block groups (RBGs) to minimize
control overhead. Each RBG contains a fixed number of con-
secutive RBs ranging from 1 to 4 [8, 42]. In 4G, each TTI has
a fixed length of 1ms and each sub-carrier has a fixed width of
15 kHz. Thus, the RB spans 12×15 = 180 kHz. 5G, on the
other hand, supports 5 configurable TTI and sub-carrier inter-
vals such that the TTI is 2−µ ms and the sub-carrier interval
is 2µ×15 kHz. µ is commonly referred to as the numerology
and chosen from the values 0,1,2,3,4 depending on the band
of operation [7, 35]. For example, the 5G sub-6GHz band,
supports sub-carrier width of 60 KHz with a TTI of 0.25 ms
for µ = 2 [33, 43]. In this case, the RB spans 720 kHz.

2. Data Rate: The data rate at which a UE can transmit in a
given RB depends on the channel quality which is typically
defined by the SNR (signal-to-noise-ratio). The SNR deter-
mines the capacity of the wireless link and varies across time,
RBs, and users as shown in Fig. 2. The SNR can be computed
at the UE for each OFDM sub-carrier. For a RB or RBG made
of many sub-carriers, the “effective SNR” is typically com-
puted2 as described in [16, 25, 31]. The effective SNR is then
mapped to a discrete value called channel quality indicator

2The effective SNR is not the average across sub-carriers but rather a
weighted exponential average that typically gives a value close to the mini-
mum SNR across sub-carriers. This ensures that the chosen data transmission
rate does not exceed the capacity of the wireless link at any sub-carrier which
would otherwise result in a very high packet loss rate.

UE User Equipment RAN Radio Access Network
gNB 5G Base station TTI Transmission Time Interval
RB Resource Block RBG Resource Block Group
SNR Signal-to-Noise Ratio SLA Service Level Agreement
PF Proportional Fair CQI Channel Quality Indicator
MT Max. Throughput MCS Modulation & Coding Scheme

Table 1: Terms used in 5G networks

(CQI) and periodically reported to the gNB [8]. The CQI is
then used to determine the modulation and coding scheme
(MCS) for the UE which in turn determines the data rate of
the UE. The higher the SNR and channel quality, the higher
order MCS can be used to increase the data rate.

3. Channel Aware Scheduling: The need for channel-aware
scheduling in wireless networks has led to a number of tech-
niques that propose allocating resources across individual
users in a channel-aware manner (e.g. [2,4,13,14,38,39,45]).
In most cases, the scheduling problem is NP-Hard and a
greedy heuristic is adopted whereby RBs are allocated one at
a time to the UE that scores highest on some given metric [4].
These strategies ensure low scheduling overhead and enabling
fast decisions at timescales of a single TTI. Some of the most
common techniques include:
•Maximum Throughput (MT): Assigns the RB to the UE with
the largest CQI to maximize data rate irrespective of fairness.
• Proportional Fair (PF): Extends MT to incorporate fairness
across users by weighing the CQI with the UE’s historical
allocation. This is a very popular strategy in cellular networks
that aims to optimize the sum of the log of throughput of
UEs [17, 24, 45]. The PF metric can also be parameterized to
vary the relative weights of the CQI versus historical alloca-
tion [45].
• Incorporating QoS and delay: The PF metric can be fur-
ther extended to incorporate (i) QoS values that increase the
weights of higher priority UEs [4, 13, 14, 39], or (ii) packet
delays that increase weights of UEs that have been waiting
longer [2, 38, 39].

Non-greedy heuristics have also been proposed for optimiz-
ing proportional fairness [17, 24]. The scheduling problem is
abstracted as an NP-hard integer linear program and solved
using a sub-optimal non-greedy algorithm. Such algorithms,
however, are computationally very expensive and must use
GPUs to compute their solutions [17].

4. RAN Slicing: The inter-slice scheduler provides each en-
terprise with a slice of the RAN by allocating a set of virtual
RBs which it maps to physical RBs. In order to support chan-
nel aware scheduling, it also provides the enterprise scheduler
with the CQIs of the UEs of this enterprise for each virtual
RB. Each enterprise is then able to customize how it allocates
the virtual RBs to its UEs by using virtual control functions at
the gNB to specify its own scheduling policy [9,10]. Note that
both the inter-slice scheduler and enterprise scheduler run on
the gNB which enables RadioSaber to expose the enterprise
scheduling algorithms to the inter-slice scheduler as described
in more details in §4.1.
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Figure 3: (a) Illustrative example showing the importance of a channel aware inter-slice scheduler. (b) Distribution of the capacity
of RBs from real traces. (c) Example showing the challenge in enabling a channel aware inter-slice scheduler.

The closest to our work is NVS (Network Virtualization
Substrate) [21], a popular inter-slice scheduler that is used
by multiple RAN slicing schemes [9, 21–23, 26]. NVS allo-
cates all RBs in a given TTI to a single slice independent of
channel quality. It then rotates between slices in a weighted
round-robin manner to satisfy the target throughput of each
slice as specified by SLA. While NVS does allow the enter-
prise scheduler to run a channel aware policy, the inter-slice
scheduler remains agnostic to channel quality which changes
over time and resource blocks. We compare with NVS in §6
and show that our channel aware inter-slice scheduler can
significantly improve performance.

Past work on slicing radio resources also explores support-
ing dynamic demands across slices [40, 47] and deadlines
across slices [12, 15]. All past work, however, constraints the
inter-slice scheduler to allocate virtual RBs to each slice in a
channel-unaware manner. Our goal, in contrast, is to enable
channel-aware scheduling at both inter-slice and enterprise
levels, while still giving each enterprise enough flexibility to
allocate RBs across its users.

3 Motivation and Challenges

In this section, we will explain, using illustrative examples,
the importance of channel aware resource allocation at both
the inter-slice scheduler and enterprise scheduler as well as the
challenge in making the inter-slice scheduler channel aware.

3.1 Need for Channel-Aware Slicing
To best illustrate the need for channel-aware slicing at both
the inter-slice scheduler and enterprise scheduler, consider
the toy example in Fig. 3(a). In this example, there are 4
RBs {R1,R2,R3,R4}, 2 slices {S1,S2}, and each slice has 2
UEs: {u1,u2} ∈ S1 and {u3,u4} ∈ S2. The channel quality is
shown in the left 2D grid in terms of the data rate each UE
can achieve on each RB in kb/s. The enterprise scheduler of
both slices are channel-aware and run a proportional fairness
(PF) policy in order to maximize throughput while ensuring
fairness between UEs.

Consider a channel unaware inter-slice scheduler. The
scheduler could allocate all RBs in the first TTI to S1 and

all RBs in the second TTI to S2 similar to NVS [21]. In this
case, the enterprise scheduler of S1 would allocate {R1,R3}
to u1 and {R2,R4} to u2. Similarly, the enterprise scheduler
of S2 would allocate {R1,R3} to u3 and {R2,R4} to u4. This
allows each UE to achieve 10 kb/s over the two TTIs for a
total of 40 kb/s. An alternative channel unaware inter-slice
scheduler could have also divided the RBs between the two
slices by allocating {R1,R2} to S1 and {R3,R4} to S2 for all
TTIs. In this case, the enterprise scheduler of S1 would allo-
cate {R1} to u1 and {R2} to u2 and that of S2 would allocate
{R3} to u3 and {R4} to u4. This allows each UE to achieve a
data rate of 5 kb/s for a total of 20 kb/s. Since the inter-slice
scheduler is channel-unaware, it has no way of figuring out
that such an allocation is very inefficient.

Consider, on the other hand, a channel-aware inter-slice
scheduler. This scheduler would allocate {R3,R4} to S1 and
{R1,R2} to S2 for all TTIs. In this case, the enterprise sched-
uler of S1 would allocate {R3} to u1 and {R4} to u2 and that
of S2 would allocate {R1} to u3 and {R2} to u4. This allows
each UE to achieve a data rate of 15 kb/s for a total of 60 kb/s.
Hence, the channel-aware inter-slice scheduler enables 1.5×
to 3× higher throughput.

There are two factors in this example that enable a channel-
aware scheduler to achieve better performance than a channel-
agnostic scheduler: (i) The channel quality differs across RBs
for a given slice, and (ii) The two slices have complementary
channel quality distribution across RBs (i.e. slice 1 has a better
channel quality for the first two RBs, and slice 2 has better
channel quality for the last two RBs). It is the combination of
these factors that enables a smarter (channel-aware) resource
allocation policy to achieve better performance. Moreover,
such factors are quite common in practice as can be seen from
the real traces shown in Fig. 2.

While this toy example illustrates the insight behind Ra-
dioSaber, the variation in channel quality in real systems can
be quite significant as was shown in Fig. 2. Fig. 3(b) plots
the cumulative distribution function (CDF) of capacity of all
the RBs in a real trace collected from 4G measurements (ob-
tained from [46]). The figure shows that the channel in real
traces can vary significantly leading to a capacity that can be
as high as 2.2× the median value and as low as 1/20 of the
median value. This diversity which is a result of frequency
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selective fading in the wireless channel is expected to further
increase in 5G as the bandwidth increases from 10-20 MHz
to 100-400 MHz [6].

Our evaluation in §6 shows that due to this diversity, our
simple insight from the toy example generalizes to more
complex scenarios.

3.2 Challenge in Channel-Aware Slicing

In order to allocate RBs across slices in a channel-aware
manner, we first need to know what channel quality each slice
would achieve for each RB. While in the above toy example
it is easy to see what the best channel aware allocation is, the
problem is challenging in more general settings. In particular,
if the inter-slice scheduler gives RB Ri to slice S j, then the
channel quality of Ri will depend on which UE belonging to S j
will use Ri which in turn depends on the enterprise scheduling
policy. However, the enterprise scheduling policy itself could
be channel-aware, in which case, the allocation of Ri to a
given UE will depend on which RBs the inter-slice scheduler
has allocated to S j. This creates a deadlock as the inter-slice
scheduler needs to know how the enterprise scheduler will
allocate Ri to determine its channel quality and whether to
give Ri to this slice. At the same time, the enterprise scheduler
needs to know what RBs the inter-slice scheduler will give it
so it can allocate them in a channel-aware manner.

Fig. 3(c) illustrates this through a toy example. Consider
a slice with three UEs {u1,u2,u3}. Suppose the inter-slice
scheduler must allocate two RBs to this slice (as per its
weighted share) and suppose the enterprise scheduling pol-
icy assigns a RB to the user which has maximum data rate
for the RB, while limiting each user’s allocation to a single
RB. If the inter-slice scheduler allocates {R1,R2} to the slice,
then the enterprise scheduler would first allocate R2 to u2 and
then allocate R1 to u3. However, if the inter-slice scheduler
allocates {R1,R3} to the slice, the enterprise scheduler would
allocate R1 to u2 and R3 to u1. The data rate associated with
R1 for this slice is 10 kbps in the first case and 15 kbps in the
second case. Hence, while determining whether to allocate
R1 to this slice or not, the inter-slice scheduler does not know
the data rate that R1 will deliver as it depend on whether the
other RB allocated to the slice is R2 or R3.

One way out is to enumerate through all possible combina-
tions of inter-slice allocations, and run the enterprise sched-
uler for each slice for each allocation. However, this is clearly
intractable with the number of possible allocations increasing
exponentially with the number of slices and resource blocks.

3.3 RadioSaber’s Approach

In order to break the deadlock challenge outlined in §3.2, we
leverage the following insights. First, both the inter-slice and
enterprise scheduler must run on the base station (gNB) to

guarantee real-time scheduling. Hence, the inter-slice schedul-
ing algorithm can use the enterprise scheduling algorithm as
a subroutine and query it to figure out how it will allocate a
certain RB. Second, we can break the deadlock if the enter-
prise scheduler is able to reply to the following query from
the inter-slice scheduler: “If I give resource Ri to slice S j,
which UE in slice S j will get resource Ri?”.

For the enterprise scheduler to be able to reply to this query,
its algorithm should determine how to allocate a RB indepen-
dent of other RBs that the inter-slice scheduler might allocate
to it. Restricting the enterprise scheduling algorithm to greed-
ily allocate one RB at a time makes it independent of the
remaining RBs that will be allocated to it. It may still need to
account for the historical allocation of RBs (i.e. RBs already
assigned to the slice) to correctly estimate the remaining de-
mand of a user or to account for fairness. A greedy inter-slice
scheduler, that assigns RBs to slices one at a time, enables the
enterprise scheduler to update its scheduling state based on
its allocation so far. Restricting both scheduler to be greedy
thus enables the enterprise scheduler to effectively answer
the query while still accounting for historical allocation, and
for the inter-slice scheduler to use the result of the query to
assign the RB to the slice with the best channel quality.

4 RadioSaber’s Design

Objectives. RadioSaber tackles the problem of dividing N
RBs (over one or more TTIs) across K slices, and then divid-
ing the RBs allocated to each slice across the UEs within that
slice, such that the following objectives are met:
(i) Weighted fairness across slices. Each slice must get its
weighted fair share of resource blocks. We assume that the
weights are known and are proportional to each slice’s demand
(based on the SLA between the slice owner and the cellular
network operator). Prior work on RAN slicing [22] shows how
SLAs can be specified either in terms of number of RBs or
overall throughput, and how both can be translated to dynamic
per-slice weights. We use these weights to compute a quota
of RBs for each slice, as detailed in §4.1.
(ii) High spectrum efficiency. The system must allocate RBs
across slices so as to use the spectrum efficiently and achieve
high overall throughput. For this, RadioSaber uses the ap-
proach outlined in §3.3 to greedily determine which RBs are
allocated to a slice to fulfill its quota in a channel-aware man-
ner. We detail RadioSaber’s greedy channel-aware inter-slice
scheduling algorithm in §4.1.
(iii) Customizable enterprise scheduler. Each slice can have
a different policy for dividing the RBs allocated to it across
its UEs and flows. The system should provide an expressive
interface for slice operators to specify their desired policies,
and should be able to enforce them. §4.2 describes RadioS-
aber’s framework for supporting a variety of greedy enterprise
schedulers.
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After describing individual components of RadioSaber’s
design, we end this section with describing our overall work-
flow for RAN slicing in §4.3.

4.1 Inter-slice Scheduler

We divide inter-slice scheduling logic into two steps: (i) com-
puting the quota of RBs for each slice in a TTI, and (ii) greed-
ily allocating RBs to slices as per their quota in a channel-
aware manner. 3 We detail these steps below.
Computing Per-slice Quotas. In each TTI, RadioSaber first
computes the quota of RBGs (the granularity at which RBs
are allocated) for each slice, based on per-slice weights. Let
the number of RBs and the number of RBGs in each TTI be
|R B| and |R BG | respectively. A naive strategy is to simply
compute the quota of slice s as ws|R BG |, where ws is the
normalized weight of the slice. However,there are a few prac-
tical considerations: (i) The quota for a slice computed in
this manner could be non-integral (and possibly less than 1,
depending on the number of other slices and their weights).
We cannot have non-integral allocation of RBGs. (ii) If |R B|
is not a perfect multiple of the default number of RBs in each
group (say k), then the last RBG will have fewer RBs.

RadioSaber accounts for these aspects by maintaining an
offset from the (ideal) target share of RBs for each slice, that
rolls over to the next TTI. Algorithm1 presents the pseudo-
code. We first compute the target share of each slice (in num-
ber of RBs) as its absolute weighted share in a TTI (given
by ws|R B|) subtracted by its rolling offset from the previous
TTIs (initialized to zero for a new slice). We then set the quota
for the slice (in number of RBGs) as its target share divided
by k, and round down the result. Because of the rounding
down, the sum of quota across all slices would be less than
the available number of RBGs. We then increment the quota
of a random set of slices by one, so as to account for all of
the extra RBGs. This can result in a few slices getting less
than their fair share of RBs, and a few slices getting more. We
capture this by updating the offset for each slice. This offset
is then taken into account when computing the quotas in the
next TTI – the slices that get more than their fair share of RBs
in the current TTI will have a positive offset and a lower share
in the next TTI, while the slices that get less than their fair
share of RBs in the current TTI will have a negative offset
and a higher share in the next TTI.

As mentioned above, one of the RBGs allocated to a slice
may have fewer than k RBs. We account for this by adjusting
the offset of the slice that is allocated the aberrant RBG when
assigning RBGs to slices (we skip mentioning this step when
discussing our assignment algorithm below).
Assigning RBGs to Slices. Given per-slice quotas, we next

3RadioSaber follows the standard practice of making radio resource al-
location decisions at timescales of a TTI (§2). Consequently, any temporal
variations in a UEs CQI is naturally accounted for when recomputing the
schedule over each subsequent TTIs.

Algorithm 1 Calculating RBGs quota for slices
1: variable rbs_offset_
2: procedure SLICEQUOTA
3: rbs_share = []
4: rbgs_quota = []
5: k← rbs_per_rbg()
6: for s in S do
7: rbs_share[s]← |R B|×ws - rbs_offset_[s]
8: rbgs_quota[s]← ⌊ rbs_share[s] / k ⌋
9: end for

10: extra_rbgs = |R BG | - sum(rbgs_quota)
11: while extra_rbgs > 0 do
12: rbgs_quota[S .rand()] += 1
13: extra_rbgs -= 1
14: end while
15: for s in S do
16: rbs_offset_[s] = rbgs_quota[s] × k - rbs_share[s]
17: end for
18: return rbgs_quota
19: end procedure
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Figure 4: Allocating three RBs to three slices with same
weights using different strategies.

need to assign RBGs to slices in a channel-aware manner, so
as to maximize spectrum efficiency. Even if we assume that
the channel-quality (or the data-rate) associated with each
slice for each RBG is known in advance (which, as illustrated
in §3, is not the case), computing the optimal assignment of
RBGs that maximizes the total data-rate, while adhering to
the quota on RBGs for each slice is an NP-hard problem. 4

A greedy heuristic is therefore a natural choice for finding (a
potentially sub-optimal) solution to this problem. But more
importantly, as discussed in §3.3, a greedy approach allows
the inter-slice scheduler to effectively query the enterprise
scheduler and determine the channel quality for each RBG.

The basic allocation logic then becomes relative straight-
forward: In each TTI, RadioSaber greedily picks a RBG and
assigns it to the slice that achieves the maximum channel
quality for that RBG. Once a slice has been allocated its quota
of RBGs, it is no longer considered for subsequent RBGs
allocation in that TTI.

The order in which the inter-slice scheduler allocates

4It reduces to an Integer Linear Programming problem [45].

1772    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



Algorithm 2 Assigning RBGs to slices
1: procedure RBALLOCATION
2: rbgs_quota← sliceQuota()
3: rbgs_assignment = []
4: slice_user = [] ▷ Users that each slice decides to

schedule for all RBs
5: slice_cqi = [] ▷ Channel qualities of each slice(based

on scheduled users) for all RBs
6: slice_rbgs = []
7: for i in range(|R BG |) do
8: for s in S do
9: u∗ ← s.enterpriseScheduler(i)

10: slice_user[i][s]← u∗

11: slice_cqi[i][s]← u∗.channelQuality(i)
12: end for
13: end for
14: while rbs_assignment.size() < |R BG | do
15: i∗,s∗ ← argmaxi,s slice_cqi and i not in

rbgs_assignment and slice_rbgs[s] < rbgs_quota[s]
16: u∗ ← slice_user[s∗]
17: u∗.allocRB(i∗)
18: rbgs_assignment[i∗] = u∗

19: slice_rbgs[s∗] += 1
20: if slice_rbgs[s∗] >= rbgs_quota[s∗] then
21: Continue
22: end if
23: for i in range(|R BG |) do
24: u

′ ← s∗.enterpriseScheduler(i)
25: slice_user[i][s∗]← u

′

26: slice_cqi[i][s∗]← u
′
.channelQuality(i)

27: end for
28: end while
29: end procedure

the RBGs can impact spectrum efficiency. Fig. 4 illus-
trates this with an example. It shows the channel quality
(datarate) associated with three slices {s1,s2,s3} for three
RBGs {R1,R2,R3}. Each slice has a quota of 1 RBG. As-
signing RBGs sequentially in the order {R1,R2,R3} to the
slice that has maximum datarate (until it exhausts its quota)
results in a total datarate of 50Kb/s. In comparison, allocating
RBGs in decreasing order of channel quality achieves a higher
datarate of 60Kb/s as it greedily selects the best RBG-slice
mapping (in terms of datarate) in each iteration. RadioSaber
adopts this strategy for inter-slice scheduling.

While this greedy strategy results in a better outcome than
the sequential allocation, it does not produce the optimal re-
sult. In fact, the optimal allocation for the example in Fig. 4
would have resulted in a higher datarate of 65kb/s. This sub-
optimality is expected from any polynomial time algorithm,
given the NP-hardness of our resource allocation problem.

Algorithm2 presents the pseudo-code for RadioSaber’s
inter-slice scheduler. It computes maximum channel quality

across slices for each unallocated RBG (lines 7-13). It allo-
cates the RBG with the highest channel quality (say i∗) to the
corresponding slice (s∗) that has the highest channel quality
for it (line 15). If the quota for slice s∗ is not exhausted, it re-
computes the channel quality for the remaining RBGs for that
s∗ (lines 20-24). This recomputation is needed because the
previous allocation may influence how the enterprise sched-
uler in s∗ schedules UEs for subsequent RBGs allocated to it
(e.g. if a UE has met its demand or to ensure fairness across
UEs). The above steps are then repeated to proceed with the
allocation of the next RBG.

This algorithm has a polynomial time complexity of
O(|R BG |2(|S |+T )+ |R BG ||S |T ) in the worst case, where
T is the time complexity of the enterprise scheduler for assign-
ing an RBG to a UE (this is typically O(|U|) for |U| UEs in
a slice for the greedy enterprise scheduler described in §4.2).

4.2 Customizable Enterprise Scheduling
We now describe RadioSaber’s framework for supporting dif-
ferent enterprise scheduling policies. Restricted by the need
for the enterprise scheduler to be greedy (§3), and inspired by
existing channel-aware wireless schedulers (described in §2),
we adopt a metric-based allocation strategy. The enterprise
scheduler computes a metric for each UE for the RBG it is
assigned (or queried about by the inter-slice scheduler) and se-
lects the UE that scores highest on that metric. These metrics
are parameterized – RadioSaber exposes these parameters to
the slice operators, allowing them to tune the parameters in
order to express different scheduling policies. 5

At a high-level RadioSaber allows the slice operator to
specify a variety of policies based on flow priorities, fairness
across UEs, channel-quality, and packet delays. It supports
two scheduling paradigms:
Paradigm 1: Select User First. This paradigm assigns a
given RBG i to a UE that scores the highest on the follow-
ing metric (corresponding to the generalized PF [45]), and
schedules the highest priority flow belonging to that UE.

metric(u, i) = dε
u,i/Rψ

u

Here, du,i is the instantaneous data rate of UE u for RBG i, and
Ru captures the historical RBG allocation for the UE u as an
exponential weighted moving average of the user’s through-
put, based on its datarate for the RBGs it has been assigned
so far. The parameters, ε and ψ, are integers that determine
the relative weightage of channel quality and historical allo-
cation. For example, setting ε = ψ = 1 instantiates the default

5RadioSaber makes an implicit assumption that each slice operator wishes
to implement a customized scheduler, and accordingly specifies the schedul-
ing parameters that allow RadioSaber’s enterprise scheduling framework to
answer the inter-slice scheduler’s query and to allocate resources. For slices
that do not wish to implement a customized policy, RadioSaber can initialize
the scheduling parameters to reflect the default scheduling policy decided by
the network operator.
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PF(proportional fairness) scheduler, or setting ε= 1 and ψ= 0
instantiates the MT(maximum throughput) scheduler.
Paradigm 2: Select Highest Priority First. This paradigm
always assigns a given RBG i to the flow with highest priority.
When the highest priority level (p) has multiple flows (across
multiple UEs), it selects a flow (or a UE) 6 based on the
following metric (from [2, 4]):

metric(u, p, i) = (βDu,p +(1−β))(dε
u,i/Rψ

u )

Here, Du,p is the queuing delay experienced by the packet at
the head of the queue corresponding to UE u and priority p. β

is a binary parameter that determines whether the head packet
delay (Du,p) influences the choice of UE. du,i, Ru, ε and ψ are
as described above. Setting β = ε = ψ = 1 instantiates the
M-LWDF(Modified-Largest Weighted Delay First) Scheduler
[2].

A binary parameter α allows a slice operator to pick be-
tween the two paradigms (α = 0 picks the first paradigm and
α = 1 picks the second paradigm).

In summary, there are four parameters that RadioSaber
exposes for tuning the enterprise schedulers:
(1) α that determines whether a UE is selected first or the
priority level.
(2) ε that determines the weightage of channel quality.
(3) ψ that determines the weightage of historical allocation.
(4) β that determines whether the head packet delay is a factor.
A slice operator can tune these parameters differently to ex-
press different policies, as per their requirements and work-
load. These parameters are initialized when the slice operator
creates the slice, and are stored in the data repository in the
5G core (as detailed in §4.3). 7

While our enterprise scheduling approach is heavily in-
spired from existing wireless scheduling techniques, we in-
troduce some new aspects. In particular, cellular schedulers
typically do not consider different priority levels for a given
UE. Instead, they map all flows belonging to a UE to a single
queue (the default radio bearer). We introduce the notion of
different priority levels for each UE, as we believe that is an
important requirement for emerging applications where each
UE may have different types of flows.

4.3 RAN Slicing Workflow

We now explain the RAN slicing workflow for RadioSaber.

6We assume each UE has a single flow at each priority level. Even if a
UE has multiple flows for a given priority level, they are served in a FIFO
order with respect to one another, and we can logically treat them as a single
flow.

7We assume that the slice operators are fine with sharing their coarse-
grained scheduling policies with the network operators (in the form of these
parameters). Extending our system to provide a secure environment for the
slice operators to schedule their UEs and to answer the inter-slice scheduler’s
query in manner that does not reveal the scheduling policies is an interesting
future direction, that is beyond the scope of this paper.
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Figure 5: 5G Core network architecture, and the workflow for
relaying slice context from 5G core to gNB.

4.3.1 Relaying Slice Context to gNB

The relevant slice context for RadioSaber includes the slice ID,
a list of its users, the slice SLA (or weight), and the enterprise
scheduling parameters. When the slice operator registers a
new slice, this context is initialized and stored in the 5G core.
When a user belonging to this slice attaches to a gNB, the
relevant context must be relayed from the 5G core to the gNB
for RAN slicing. We now describe the workflow for it.

Fig. 5 shows different modules of 5G core. The modules
relevant for RadioSaber’s workflow are shaded in blue. UDM
& UDR (Universal Data Management & Repository) manages
and stores all user-related data including slice contexts. AMF
(Access and Mobility Function) manages different aspects of
a UE (other than data forwarding) – these include connection,
reachability, mobility, authentication, authorization, and lo-
cation services. NSSF (Network Slicing Selector Function)
handles slice selection request and manages the life cycle of
a network slice instance.

Standard implementations for 5G core provide a framework
to support core slicing. We extend it for RAN slicing with
RadioSaber by adding the following workflow:
(1) When a UE tries to connect, it issues a registration request
to the gNB, which then forwards the request to the AMF.
(2) The AMF in turn issues a request to the NSSF to fetch the
slice context associated with the UE.
(3) If the corresponding slice instance is not available at the
NSSF, it means that the UE is the first to register for the slice.
The NSSF then constructs the slice instance based on the slice
context stored in the UDM, and passes the context to the AMF
in response. If an instance for the slice is already available at
the NSSF, it directly responds to AMF.
(4) The AMF then relays the slice context obtained from
NSSF to gNB through the NGAP(NG Application Protocol).
(5) The gNB uses the information received from the AMF
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to create a RAN slice runtime instance if that UE is the first
to register for that slice at the gNB. Otherwise, it uses the
information to determine the slice ID for the UE, and map the
UE to the corresponding RAN slice instance.

4.3.2 Scheduling at gNB

The gNB stores the slice context obtained from the 5G core
at the RRC (Radio Resource Control). The IP packets arrive
at the gNB from the UPF (User Plane Function), and are in-
tercepted by the PDCP (Packet Data Convergence Protocol).
PDCP is responsible for compressing IP headers and cipher-
ing data for integrity protection. For RadioSaber, it parses the
packet priority from the DSCP field in the IP header.

Typically, a gNB maintains a single queue for each UE
associated with a single QoS level (radio bearer) [32]. To
support multiple priority levels within a UE, we simply allow
multiple discrete priority queues (radio bearers) for each UE. 8

Upon parsing the priority level from the packet header, the
PDCP can then forward the packets to the radio bearer with
the corresponding UE and priority level.

The packet scheduler in the gNB uses the slice context
stored in the RRC (that includes slice weights and enterprise
scheduling parameters) and the per-UE context (including its
periodically updated CQI and historical allocations) to run
both the inter-slice and the enterprise schedulers.

5 Implementation

5G Core Support. We extend Open5GS (an open-source
5G core) [1] to add support for the RadioSaber workflow de-
scribed in §4.3.1. Open5GS already provides a framework
for core slicing. We add the serialization and deserialization

8We expect a typical deployment to support 4-8 priority levels.

procedure of our RAN slice context, and the communication
between the AMF and gNB for the construction and destruc-
tion of RAN slice runtime. This implementation comprises
530 lines of code in total.

RAN Slicing and Scheduling Logic. Due to high overhead
and massive cost of deploying a base station and scaling to
large number of users, we evaluate our system using trace-
driven simulations. We implement RadioSaber’s RAN slicing
and scheduling logic in an open-source RAN simulator [34].
By default, the simulator was configured to use LTE settings.
We extend it to support 5G configuration. In particular, we
configure the downlink bandwidth to 100MHz and the TTI
to 250µs. We set the guard band to 3920KHz so there are
128 RBs and 32 RBGs in total. We also add support for some
practical considerations (e.g. CQI reporting intervals). We
ensure that UEs report subband CQI every 40ms, at a granu-
larity that covers 4 RBs. We extend the simulator to support
multiple priority levels for each UE. Moreover, we imple-
ment multiple scheduling policies in the simulator, including
RadioSaber’s inter-slice scheduler, the inter-slice scheduling
logic in NVS [22], and the enterprise scheduling policies.

As detailed in §6, we use this simulator to do trace
driven simulations to evaluate RadioSaber, using traces from
LTScope [46]. These traces measure LTE signal strength
(SNR over time and sub-carriers) for major US mobile carri-
ers. We extend those measurements to 5G by concatenating
five randomly selected distinct measurements of the 20 MHz
LTE bandwidth to generate measurements over a 100 MHz
5G bandwidth.

6 Evaluation

We use the simulator described in §5 to evaluate RadioSaber.
Our evaluation results in the following key takeaways:
• RadioSaber achieves higher overall throughput than
the state-of-the-art (channel-unaware) inter-slice scheduler,
NVS [9, 21, 22] (§6.1).
• RadioSaber can correctly enforce isolation and weighted
fairness across slices (§6.1).
• RadioSaber is able to support diverse and customizable
enterprise scheduling policies. The throughput wins with Ra-
dioSaber over NVS translate to better performance on the
corresponding slice-specific metrics (§6.2).
• Complementary CQI distribution across slices is required
for channel awareness to produce throughput gains (§6.3).
• RadioSaber’s performance benefits hold as we vary the
number of slices and UEs/slice (§6.4).
• RadioSaber performs better than NVS with non-greedy PF
enterprise schedulers(§6.5).
• RadioSaber performance is very close to our (contrived)
upperbound (§6.6).
• The scheduling latency of RadioSaber is within a TTI and
the runtime overhead is low (§6.7).
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Figure 7: Comparing RadioSaber with NVS and no slicing. Number of slices is fixed to 20, with 5-15 UEs in each slice. The first
10 slices use MT and the next 10 use PF enterprise schedulers (except for no slicing, which uses a global PF scheduler).

6.1 Spectrum Efficiency and Fairness

We first evaluate how RadioSaber can achieve both high spec-
trum efficiency and fairness between slices. We configure our
experiment to use 20 slices, and randomly assign between 5 to
15 UEs to each slice. While we expect there to be hundreds of
slices, and hundreds of UEs associated with each slice, only a
few of them will be active (and in the geographical vicinity)
of a given gNB.

We configure all slices to have the same weight. To evaluate
total spectrum efficiency of RadioSaber, we instantiate each
UE with a single backlogged flow. The enterprise scheduler-
ing policy is configured to follow MT scheduling for the first
10 slices (with β = 0, ε = 1, and ψ = 0), and PF scheduling
for the last 10 slices (with β = 0, ε = 1, and ψ = 1).

We compare RadioSaber with two baselines in this exper-
iment: (i) NVS, with a channel-agnostic inter-slice sched-
uler described in §2, and the same (channel-aware) enterprise
schedulering policy for each slice as described above; (ii) No-
Slicing, which uses a global PF scheduler to schedule UEs
without any notion of slicing.

Fig. 7(a) shows the number of resource blocks allocated
to each slice over intervals of 1 second. Both RadioSaber
and NVS allocate same shares of radio resources to slices
since each slice is configured to have the same weight. In con-
trast, No-Slicing cannot guarantee the same level of fairness
across slices. With No-Slicing, the allocated RBs for a slice
is roughly proportional to the number of UEs in the slice.

Fig. 7(b) shows the aggregate average throughput achieved
by each slice. We see that, even though NVS and RadioSaber
allocate the same number of RBs to each slice, RadioSaber
achieves better throughput than NVS for each slice by en-
abling a better (channel-aware) assignment of RBs to slices.
As expected, for both RadioSaber and NVS, the first 10 slices
(that use MT schedulers) achieve higher average throughput
than the last 10.

Fig. 7(c) shows the overall throughput computed as the
total number of bytes transmitted across all UEs and over all
TTIs and divided by the total number of TTIs in the experi-
ment run. RadioSaber achieves 51% higher throughput than

Slices Scheduler
(α,β,ε,ψ) Traffic generation Metrics

1-5 PF(0,0,1,1) a backlogged flow average throughput

6-10 PF(1,0,1,1) heavy-tail distributed
flows

FCT(Flow Com-
pletion Time)

11-15 PF(1,0,1,1) heavy-tail distributed
flows(25% prioritized)

FCT of prioritized
flows

16-20 M-LWDF
(1,1,1,1)

a 1280kbps real-time
video flow

average queueing
delay

Table 2: Scheduling configuration, workloads per user, and
metrics to evaluate in different slices.

NVS and 11% higher throughput than No-Slicing. The higher
throughput compared to NVS comes from channel-aware
inter-slice scheduling with RadioSaber. The higher through-
put compared with No-Slicing stems from the first 10 slices
applying MT enterprise schedulers as compared to all UEs be-
ing scheduled as per the PF policy with No-Slicing (that does
not have any notion of customizable per-slice scheduling).

We also evaluated a setting where slices differ in their
weights. Both NVS and RadioSaber adhered to the speci-
fied per-slice weights when allocating RBs, while No-Slicing
could not, and RadioSaber achieved better throughput than
NVS. We present these results in Appendix§A.1.

If No-Slicing used MT instead of PF, it would have neces-
sarily achieved a better overall throughput than RadioSaber,
but would have failed to provide weighted fairness across
users. In contrast, RadioSaber strives to maximize throughput
while meeting this basic objective of isolation and fairness
across RAN slices.

6.2 Diverse Enterprise Schedulers

We now evaluate how RadioSaber supports diverse and cus-
tomizable enterprise schedulers, and maintains isolation be-
tween slices. We compare against the same baselines: NVS
and No-Slicing. We consider a total of 20 slices, and ran-
domly assign between 5-15 users to each slice. We group the
slices into 4 categories, with 5 slices in each category. Table
2 summarizes the configuration for slices in each category,
including the enterprise scheduler, workloads per user, and
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Slices Metrics RadioSaber NVS No-
Slicing

1-5 throughput (Mbps) 13.02 8.45 17.41
6-10 average FCT(s) 2.606 5.708 5.714
11-15 average FCT(s) 0.489 1.686 2.988

16-20 average queueing
delay(s) 0.061 1.493 0.696

Table 3: Experiment results w.r.t different metrics in all slices
of RadioSaber and baselines.

metrics: (i) Slices 1-5 use PF based enterprise scheduling
policy. Every user in a slice instantiates a backlogged flow,
and we measure the average aggregate throughput as the met-
ric. (ii) Slices 6-10 also use PF based enterprise scheduling
policy. Each slice in this category generates flows with Pois-
son inter-arrival time, arriving at an average rate of 12Mbps,
following a heavy-tailed Internet flow distribution [28]. It ran-
domly and evenly assign these flows to its UEs. We measure
the FCT(Flow Completion Time) of flows as the evaluation
metric. (iii) Slices 11-15 use the same workload generator as
the previous category, but assigns a higher priority to 25%
of the flows (that are randomly selected). We measure the
FCT of prioritized flows as the key metric. (iv) For slices 16-
20, each user streams a real-time video flow with 1280kbps
average bitrate. Each slice applies the M-LWDF policy for
enterprise scheduling, to ensure low packet delays for the real-
time streaming. We compute per-packet queuing delays as
the key evaluation metric. We configure the weights of slices
16-20 to be 2× higher than the weights of the other slices.

Table 3 summarizes the results (aggregating the slice-
specific metrics across all slices in each category). We
also present the CDF of different metrics, to highlight the
performance differences at different percentiles in the Ap-
pendix§A.2.

We find that RadioSaber consistently outperforms NVS
across all slice-specific metrics, with 1.5× higher throughput
for slices 1-5, 2-4× lower FCT for slices 6-15 and 24× lower
packet delays for slices 16-20. This shows that the throughput
wins of RadioSaber directly translate to other relevant metrics
such as flow completion time and packet delays. No-Slicing
achieves higher throughput than RadioSaber for slices 1-5
which have backlogged flows, but fares significantly worse
in the performance metrics for other slices (with 2-7× higher
FCT in slices 6-15 and 10× higher packet delays in slices 16-
20). This is because: (i) No-Slicing cannot provide isolation
across slices and correctly enforce weighted fairness. Instead,
it ends up allocating a larger share of RBs to the first category
of slices (1-5) which have more number of active users at any
given time (as they are all backlogged). (ii) No-Slicing’s PF
policy is not compliant with the requirements of other slices
(i.e. prioritization for slices 11-15 and low packet delays for
slices 16-20)
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Figure 8: Experiments with different types of CQI traces

6.3 What Makes RadioSaber Win Over NVS?

We now validate the intuition discussed in §3, that the through-
put gain from channel-aware inter-slice scheduling originates
from the complementary channel quality distribution between
slices. We use the same setting as that in §6.1, except that we
generate synthetic CQI reports using the default channel prop-
agation module in our RAN simulator that models losses due
to multipath [19], path loss, penetration and shadowing [34].
Fig. 8(a) shows experiment results from real traces for com-
parison (these results are the same as those presented in §6.1).

In the first experiment, we exclude the multipath loss to
make the channel quality same across all RBs (although the
channel quality still varies across different UEs). Channel
quality variations over time happen at granularity of 40ms
(the CQI reporting interval), which translates to 160 TTIs.
Fig. 8(b) shows that NVS and RadioSaber both achieve the
same throughput. If we consider a 2D grid spanning 20 TTIs
(number of slices in our setup), the channel quality for a UE
neither varies in the frequency domain, nor in the time domain
– so, as long as all slices are assigned RBs as per their quotas,
it does not matter which RBs they get assigned.

In the second experiment, we synthetically make the sub-
band channel distribution non-complementary. For this, we
exclude the multipath loss, and manually decrease SNR of
the first 50MHz channel by 10dB and increase SNR of the
lower 50MHz channel by 10dB. What this implies is that all
UEs have equally high channel quality for the first half of
the RBs in the frequency domain, and equally low channel
quality for the second half. Fig. 8(c) shows that NVS and
RadioSaber again achieve similar throughput with this “non-
complementary” CQI distribution. This is because, with both
NVS and RadioSaber, each RB will produce the same datarate
(that is either high or low), no matter which slice/UE it gets
assigned to.

These results highlight that RadioSaber wins over NVS
when (i) the CQIs differ across UEs in the frequency domain,
and (ii) the CQIs for a RB across different UEs complement
one another (i.e. if some UEs have low CQIs for a given
RB, there are other UEs having high CQIs for it). We found
this to be the case for the LTE cellular traces used in our
experiments, and expect these trends to be stronger for 5G
with larger bandwidths.
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Figure 9: Varying the number of slices (5-15 UEs per slice).

6.4 Varying Number of Slices and UEs per
Slice

We next evaluate the robustness RadioSaber’s throughput
wins over NVS, as we vary the number of slices and the num-
ber of users in each slice. For simplicity of analyzing the
results, we configure each slice to apply the PF enterprise
scheduling policy. We experiment with two types of work-
loads: (i) each user maintains a backlogged flow; (ii) the
heavy-tail distribution of flows across UEs (as described in
§6.2), and an average load of 24Mbps per slice.
Varying number of slices. We increase the number of slices
from 5 to 20 and randomly assign between 5-15 users in each
slice. In Fig. 9(a), we find that with backlogged flows, the
aggregate throughput remains almost unchanged in RadioS-
aber as we increase the number of slices, but the aggregate
throughput keeps dropping in NVS. It shows that the spectrum
efficiency of RadioSaber remains unaffected and scales well
with the number of slices. RadioSaber achieves 17.2%-40.5%
higher throughput than NVS.

We find some interesting trends in Fig. 9(b), with non-
backlogged flows. RadioSaber is able to make better use of
the spectrum as the number of slices increase, which increases
the number of active users (with diverse and complementary
subband CQI distributions) that can be scheduled per TTI.
NVS does not experience a similar trend, and in fact, has
a significantly lower aggregate throughput compared to the
backlogged flows scenario in Fig. 9(a). This is because NVS
allocates all RBs in a TTI to the same slice, and since there
are fewer active users in a slice in this scenario, the multi-
user diversity gain reduces, which reduces the throughput
achieved with the PF scheduler. RadioSaber achieves 37.3%-
50% higher throughput than NVS in this context for 10-20
slices. Note that when there are 5 slices, the throughput is
limited by the total incoming network traffic.
Varying number of UEs. In the second experiment, we fix
the number of slices to 20, and increase the number of UEs
per slice. In Fig. 10(a), the aggregate throughput of NVS in-
creases a little when the number of users per slice increases.
This is reasonable since more users bring more diverse sub-
band channel quality distributions for the PF enterprise sched-
uler in NVS to allocate RBs smartly. However, RadioSaber
still outperforms NVS by 35.2%-56.8%. From Fig. 10(b), Ra-
dioSaber outperforms NVS by 49.7%-72.2% when the flows
are heavy-tail distributed.
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Figure 10: Varying the number of UEs per slice for 20 slices.

6.5 Non-greedy Enterprise Schedulers
Our evaluation so far only considered greedy enterprise sched-
ulers. Indeed, most proposed (and potentially deployed) radio
resource schedulers employ a greedy heuristic to achieve low
runtime overheads [4]. We now compare how RadioSaber
(using a greedy enterprise scheduler for PF) compares against
NVS using a non-greedy heuristic for PF [17]. We briefly ex-
plain the non-greedy heuristic before presenting our results.

A UE can only use a single MCS(Modulation and Coding
Scheme) across all RBs that are allocated to it. The typical
practice is to first assign RBs to users, and then compute the
MCS based on effective SNR across these RBs. The final data-
rate so achieved is less than the sum of the data-rates achieved
if one could use the optimal MCS value for each RB (our
experimental results take this effect into account). Given this
effect, GPF [17] uses a non-greedy heuristic to co-optimize
the MCS assignment and the RB allocation – it samples 300
plausible mappings between each user and a corresponding
MCS value (assuming that all RBs are available for a given
user), and computes the best RB allocation for each of these
MCS mappings. It then selects the MCS mapping and RB
allocation that achieves the highest PF metric.

We evaluate how NVS using the above non-greedy PF
scheduler for each slice compares against NVS and RadioS-
aber using greedy PF enterprise schedulers. We fix the num-
ber of slices to 20 and vary the number of UEs in each
slice. Fig. 11 reports the overall throughput across the three
schemes. We find that NVS with non-greedy PF achieves
13%-19% higher aggregate throughput than NVS with greedy
PF. This better spectrum efficiency results from the tactical
assignment of RBGs and MCS to users. However, the aggre-
gate throughput of NVS (non-greedy PF) is still 14%-18%
lower than RadioSaber since NVS is channel-unaware.

6.6 Is There a Better Inter-Slice Scheduler?
We now evaluate two questions:
(i) What is the impact of assigning RBGs in the order of
decreasing channel quality? For this, we modify RadioS-
aber’s inter-slice scheduler to greedily assign RBGs to the
slices with maximum channel quality in a sequential order
(from top to bottom). We term this strategy as "Sequential".
With this approach, the inter-slice scheduler can query en-
terprise schedulers to determine the channel quality when it
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Figure 11: Comparing RadioSaber (using a greedy PF sched-
uler) with NVS (using a non-greedy PF scheduler). We fix
number of slices to 20, and vary the number of UEs per slice.

5 10 15 20
Num of Slices

100
150
200
250
300
350
400

Th
ro

ug
hp

ut
(M

bp
s) NVS Sequential RadioSaber Upperbound

Figure 12: Comparing RadioSaber with a simple greedy inter-
slice scheduler, and with a contrived upperbound. We vary
the number of slices, with 5-15 random users in each slice,
and use MT scheduling policy in each slice.

assigns RBGs, which avoids the need for recomputing chan-
nel quality after each allocation (as in the original inter-slice
scheduling algorithm), resulting in a lower time complexity
of O(|R BG ||S|T ).
(ii) Could we have achieved a better allocation? For this we
compare RadioSaber with an impractical scheme that gives us
an upper-bound on the spectrum efficiency that any inter-slice
scheduler can achieve. In this scheme, we greedily allocate
the RBG with the best channel quality to each slice until the
slice’s quota is exhausted. However, in doing so we allow a
given RBG to be repeatedly allocated to multiple slices. As
a result, each slice gets its best set of RBGs, independent of
the allocation for other slices. Note that this upperbound still
enforces fairness between slices, and allows customizable
enterprise scheduling within each slice.

To make it easier to analyze the inter-slice schedulers we
configure the enterprise scheduler in each slice to use the
MT policy. We evaluate the overall throughput as we vary
the number of slices, with 5-15 users in each slice. Fig. 12
shows that RadioSaber performs only 4%-6% worse than
Upperbound and 6%-10% better than Sequential. We see
similar trends across other settings (e.g. using PF policy in
each slice, varying the number of users, etc).

The key takeaways are: (a) RadioSaber’s inter-slice
scheduling policy is close to optimal, and (b) Even the simple
channel-aware greedy inter-slice scheduler achieves 25%-
36% better throughput than channel-agnostic NVS, and is a
good option if lower time complexity is required, at a cost of
some throughput penalty compared to our current algorithm.
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Figure 13: RadioSaber’s scheduling latency

6.7 Scheduling Latency and Overhead

To evaluate RadioSaber’s scheduling latency and runtime
overhead, we implement its MAC scheduling logic on a sys-
tem using a single Intel Xeon core. For simplicity of analysis,
we configure each slice to apply the PF scheduling policy
with backlogged users. Fig. 13(a) shows how the scheduling
latency increases linearly with the number of slices when the
number of UEs per slice is fixed to 20. Similarly, Fig. 13(b)
shows how the scheduling latency increases linearly with the
number of UEs per slice when the number of slices is fixed
to 20. In both cases, the scheduling system can support as
many as 600 users and make the scheduling decision within
the stringent TTI constraint (250us).

7 Limitations and Future Work

• So far, we have only considered scheduling for downlink
radio resources and not for uplink. The uplink channel ap-
plies SC-FDMA [5], which is similar to OFDMA and allows
radio resources allocation in both time and frequency domain.
This indicates that RadioSaber can be extended to uplink
scheduling. However, it requires more complicated control
information exchange between UEs and the base station. We
leave a detailed exploration of this to future work.
•We only consider scheduling radio resources in a channel-
aware manner for a single gNB. An interesting future direc-
tion is to extend our work in the context of multiple gNBs
with small cells. The problem expands to a 3D allocation
of frequency, time, and space resources in a channel aware
manner.
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throughput of three systems
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Figure 15: CDFs of (a) completion time of flows in slices 6-10, (b) completion time for the higher prioritized flows in slices
11-15, and (c) queuing delay of packets in slices 16-20. We cut the graphs at 5s to better highlight the trends.

A Supplemental Evaluation

A.1 Slices with Different Weights
§6.1 evaluated the scenario where every slice has the same
weight. Here we do the same experiment but slightly modify
SLAs of slices: slices with PF schedulers have 3X higher
weights than slices with MT schedulers. Fig. 14 shows the
experiment results. From Fig. 14(a) and Fig. 14(b), it’s obvi-
ous that the last 10 slices get 3X more RBs than the first 10
slices, and approximately 3X higher throughput. Meanwhile,
it’s impossible for No-Slicing to meet the SLAs of slices since
it doesn’t support network slicing between groups of users at
all.

A.2 CDF Graphs of FCT and Queueing Delay
We provide more evaluation results in §6.2. Fig. 15(a) shows
the CDF of flow completion time in the slice 6-10, and
Fig. 15(b) shows the CDF of flow completion time for the
higher priority flows in slices 11-15, and Fig. 15(c) shows the
CDF of queuing delay for slices 16-20. We cut the graphs
at 5s to better highlight the trends. For flows in slices 6-15,
the FCT in No-Slicing is the longest since No-Slicing cannot
enforce fairness for slices in which flows arrive intermittently.
NVS suffers from the longest queuing delay in slices 16-20
due to low spectrum efficiency.
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Abstract – RFID localization is considered the key en-
abler of automating the process of inventory tracking and
management for the high-performance logistic network. A
practical and deployable RFID localization system needs to
meet reliability, throughput, and range requirements. This pa-
per presents RF-CHORD, the first RFID localization system
that simultaneously meets all three requirements. RF-CHORD
features a multisine-constructed wideband design that can
process RF signals with a 200 MHz bandwidth in real-time
to facilitate one-shot localization at scale. In addition, mul-
tiple SINR enhancement techniques are designed for range
extension. On top of that, a kernel-layer near-field localiza-
tion framework and a multipath-suppression algorithm are
proposed to reduce the 99th long-tail errors. Our empirical
results show that RF-CHORD can localize up to 180 tags 6
m away from a reader within 1 second and with 99th long-
tail error of 0.786 m, achieving a 0% miss reading rate and
~0.01% cross-reading rate in the warehouse and fresh food
delivery store deployment.

1 Introduction
Today’s major e-commerce companies like Alibaba and Ama-
zon need to handle a package volume that is tens of billions
per year [1], calling for increasingly high-performance au-
tomated logistics operations in their network. Considering a
typical warehouse in which tens or even hundreds of packages
pass through each checkpoint – the packages need to be veri-
fied, recorded, sorted, and tracked when checking in/out. In
widely adopted barcode-based logistic networks, the worker
spends 1~3 seconds on scanning one package. Although this
operation can be automated by robots [2], the line-of-sight and
field of view requirements of vision-based approaches limits
work range and scalability fundamentally. RFID technology,
since its invention, has been carrying the vision of replacing
inefficient labor and automating inventory management with
zero power, near-zero cost, and high throughput.

Towards a highly practical and deployable RFID empow-
ered automated logistic network shown in Fig. 1, there are
three key considerations: i) Reliability. The classic ROI (range
of interest) reading task requires the reader to scan all the
RFID tags within the ROI (i.e., near-zero miss-reading rate)

∗Bo Liang and Purui Wang are the co-primary student authors. Purui
Wang was affiliated to Peking University and Alibaba Group during which
he contributed to this work.
B: chenren@pku.edu.cn

ROI
Zero Miss-reading

Out of ROI
Zero Cross-reading

100 – 200 packages 
near the gate

3 – 5 m

Figure 1: In a typical logistic scenario, the packages are dis-
charged from the truck, scanned at an inventory gate and
sorted for warehouse check in. The RFID-based inventory
gate should meet reliability, throughput, and range require-
ments at the same time.

while excluding any tag out of the ROI (i.e., near-zero cross-
reading rate); ii) Throughput. The packages come to the check-
point in a burst (i.e., 100~200 per pallet) 1 while all the logis-
tic operations, including verification and recording need to be
finished within 2~3 seconds before check-in/out; iii) Range.
A single reader should cover tags within 3~5 m, which is the
typical width of the check-in/out aisle.

Unfortunately, today’s read-or-not inventory systems, both
industrial products and research prototypes, all have limi-
tations in meeting these three requirements simultaneously.
Industry-grade RFID systems (e.g., Impinj) suffer from miss-
reading and cross-reading when deployed in the logistic ware-
houses. RFGo [3] reports 99.8% recall with 10 carrier-level
synchronized antennas and neural network based classifier
but limits its operating range to sub-meter. NFC+ [4] achieves
a sharp inventory boundary with magnetic resonance engi-
neering that meets the reliability (i.e., miss-reading rate of
0.03% and cross-reading rate of 0%) and range (~3 m) re-
quirements but cannot achieve the desired throughput. No
current inventory-based solutions can support automatic pack-
age management in a practical logistics network.

RFID localization technique offers an alternative approach
toward the same goal by filtering out the reading outside the
ROI. Compared with the inventory-based system, the tag loca-
tion brings a new dimension of information, which can realize
a more flexible and accurate ROI reading. The reliability of

1Even though one trailer can carry up to 50 packages, the reader should
be able to cover all the tags (100~200 tags) near the gate (including passed
trailer and undischarged packages) to ensure to read all the passing packages.
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ROI reading depends on localization accuracy. However, the
legitimate narrow frequency band (i.e., 26 MHz ISM band
within 902~928 MHz) of RFID fundamentally limits its ca-
pacity of combating multipath and ambiguity [5]. To improve
the localization accuracy, approaches like fingerprinting [6]
and synthetic aperture radar (SAR) based hologram [7, 8]
have been proposed. However, they suffer from prolonged
latency due to lots of tag inventory, especially at scale. Cross-
frequency based approaches utilize higher frequency band to
overcome the bandwidth limitation (e.g., 2.4 GHz [9,10], mil-
limeter wave [11], UWB [12,13]) but introduce extra tag man-
ufacturing cost due to wider frequency response and higher
power attenuation. More recently, sniffer-based RFID archi-
tecture [14, 15] has been proposed to leverage the advantage
of wideband (e.g., 100~200 MHz) near 915 MHz to boost lo-
cation accuracy without violating FCC regulation. Despite the
potential, these systems either suffer from latency issues due
to the lack of hardware support on multi-band parallel infor-
mation capture [14], or report limited sub-meter range [15].

This paper introduces the design and implementation of
RF-CHORD, an active sniffer-based wideband RFID localiza-
tion system that tackles the above challenges. RF-CHORD
exploits wideband signal and a hologram-based localization
algorithm to realize high reliability. It employs lossless data
stream compression and a GPU-based decoder to guarantee
real-time decoding and channel estimation for high through-
put. It utilizes a customized wideband waveform, full packet
matching integration, fine-grained clock offset mitigation, and
channel diversity decoding to improve SINR for long range.

RF-CHORD ensures high reliability (i.e., near zero miss
reading and cross reading) by high-accuracy localization. Our
study (§5.1) shows that the multipath profile causes long-
tail localization errors. Therefore, we design the fine-grained
distance resolution hardware and multipath-suppression al-
gorithm to handle these long-tail errors. Considering that the
distance resolution is inversely proportional to bandwidth (i.e.,
c

2B ), the distance resolution of a conventional UHF RFID
reader, which works on a 26 MHz wide ISM band, is only 5.78
m. RF-CHORD introduces an extra active sniffer-based reader
to help UHF RFID reader realize 200 MHz parallel wideband
localization (§3.2). However, the distance resolution of 200
MHz (0.75 m) is still not enough in all situations. RF-CHORD
exploits a kernel-layer-based near-field localization algorithm
framework to handle corner cases. The kernel function char-
acterizes the location estimation from a single channel, and
layer functions coherently combine multiple channels into
a final location estimation. This framework supports choos-
ing different kernel and layer functions suitable for various
deployment scenarios to achieve multipath suppression and
ambiguity reduction (§5.3). For example, in RF-CHORD’s
deployment in the warehouse, the work range is fixed so it
can be taken as prior information for direct path enhancement
to effectively suppress the multipath effect (§5.4).

RF-CHORD ensures high throughput by one-shot channel

measurement and one-shot location estimation. The hardware
supports concurrent phase and amplitude capture across mul-
tiple antennas and wide bandwidth. Therefore, RF-CHORD
can obtain the necessary information (i.e., wideband channel
estimation across multiple antennas) for localization within
only one shot measurement. It is challenging because: i) di-
rectly capturing the wideband signal from a large array will
result in a huge amount of real-time data (~64 Gbps); ii) the
commercial reader does not support real time synchroniza-
tion (i.e., synchronizing with our sniffer-based reader at each
slot [18]). Utilizing the essence that the wideband backscat-
tered signal is a combination of scattered narrowband signals,
RF-CHORD distills 4 MHz valid bandwidth from 200 MHz
bandwidth to reduce the data rate by 50x without information
loss (§3.4). Meanwhile, we develop a GPU-based wideband
decoder to ensure real time decoding and channel estimation.
In other words, the sniffer-based reader has an independent de-
coder and does not depend on any specific commercial reader
interface. It makes our design adaptive to any ISM band com-
mercial reader, which primarily serves as a power activator
and multiple access handler (§4). Finally, RF-CHORD sup-
ports one-shot localization with 8 antennas and 16 frequencies
across 200 MHz in ~5 ms.

RF-CHORD ensures long range (up to 6 m) with multi-
sine waveform sniffer and sophisticated wideband channel
information estimation. To follow the FCC regulation, the
strength of the sniffer excitation signal needs to be smaller
than -13.3 dBm (see §A for the calculation), which is 50 dB
weaker than that of commercial readers. RF-CHORD features
the following designs for signal-to-interference-plus-noise
ratio (SINR) enhancement without modifying the tag chip: i)
It exploits a multisine waveform, which constructs a whole
200 MHz band by taking samples with multiple narrow bands,
to significantly reduce the noise bandwidth (§4.1); ii) It han-
dles the high dynamic range requirements introduced by self-
interference through high-resolution digital channelization
and a low crest factor waveform design (§4.2); iii) It further
exploits the integration gain of full packet matching (§4.3)
and performs accurate tag clock offset mitigation (§4.4) and
decoding with channel diversity (§4.5).

We deploy RF-CHORD and our results show that RF-
CHORD presents the first RFID (localization) system meeting
all the requirements (i.e., reliability, throughput, and range)
in the logistic network (Tab. 1). The key results are:
• Reliability. We evaluate RF-CHORD’s performance at 384
locations and collect over 20k tag responses in the lab envi-
ronments. Its 99% localization error is 0.786 m. We deploy
RF-CHORD in the dock door of a warehouse and the scanning
gate of a fresh food delivery store. We find that it could read
100% of the tags passing the checkpoint (0% miss-reading
rate). Its cross-reading rate is only 0.0025%~0.0154%, which
is up to 12x improvement compared to state-of-the-art [3, 4].
• Throughput. RF-CHORD can localize up to 180 tags per
second, which is very close to pure inventory devices [16] and
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Solutions
Requirements Throughput (> 100 tags/s) Range (> 3 m) Reliability (Near Zero Miss-reading & Cross-reading) Commercial Tag

Barcode (widely deployed) No (~1 tag per second) No (~1 m) High (depend on the human labor) Yes
xSpan [16] (Inventory based) Yes (~185 tags/s with 142 mode) Yes (~10 m) Low (~6% miss reading and ~2% cross reading) Yes
RFgo [3] No (TDMA-based) No (sub-meter) High (99.8% recall) Yes
NFC+ [4] No data reported Yes (~3 m) High (0% miss reading and ~0.03% cross reading) No
PinIt [6] No data reported Yes (> 5 m) Median (a few decimeters) Yes
RF-IDraw [17] No data reported Yes (> 5 m) Low (sub-meter) Yes
Tagoram [7] No (0.2 second for one tag) No (~2 m) Median (a few decimeters) Yes
MobiTagbot [8] No data reported No (~1.5 m) High (a few centimeters) Yes
NLTL tags [9] No (depend on switching) No (~1 m) High (a few millimeters) No
mmwave RFID [11] No data reported No data reported Median (a few decimeters) No
RFind [14] No (6.4 second for one tag) Yes (> 5 m) High (a few centimeters) Yes
TurboTrack [15] No data reported No (sub-meter) High (a few centimeters) Yes
RF-CHORD (Our system) Yes (180 tags/s) Yes (6 m) High (0% miss reading and ~0.01% cross reading) Yes

Table 1: Comparing RF-CHORD with state-of-the-art wireless systems for logistic network requirements.
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Figure 2: RF-CHORD system overview.

two to three orders of magnitude faster than state-of-the-art
localization systems [7, 14].
• Range. RF-CHORD can localize tags 6 m away from the
reader with transmit power below -15 dBm. There is no obvi-
ous throughput and reliability loss with distance increasing.

We open sourced the RF-CHORD’s hardware and software
as well as the evaluation dataset in https://soar.group/p
rojects/rfid/rfchord.

2 RF-CHORD’s System Overview
A high level operational flow of RF-CHORD is shown in
Fig. 2. RF-CHORD embraces any ISM-band reader 1 as
the tag activator that is capable of charging, coordinating
multiple access over EPC Gen II tags. Active sniffer reader
observes tags by emitting a low power (-15 dBm) wideband
multi-sine waveform to pick up tag responses over a wide
frequency band. Specifically, we build the RF frontend and
FPGA hardware 2 as a scalable platform that can receive the
tag response from 8 antennas and 16 frequencies of carriers
simultaneously. Furthermore, despite the strict legal emission
power limit, we still achieve a long range in sniffing the tag
response in the wideband without exchanging any informa-
tion (e.g., EPC ID) with the ISM-band reader. RF-CHORD
achieve independent decoding and channel estimation by us-
ing dynamic range optimization 3 , digital channelization 4
in hardware, and a real-time full packet matching 5 in soft-

ware. After one-shot tag inventory, RF-CHORD obtains ade-
quate information from both frequency and spatial domains,
which are important for robust localization in a multipath-
rich environment. RF-CHORD also uses a kernel-layer-based
near-field localization algorithm to suppress the multipath
effect. This algorithm identifies the direct path with the time
of flight profile and prior knowledge (region of interest or ROI
information in our paper) 6 . Then it enhances the direct path
and estimates the location with a summation layer (a form of
near-field AoA+ToF localization) 7 .

3 One-shot Wideband with Multisine Wave

This section explains why we select multisine wave as the
wideband signal and how RF-CHORD acquires fine-grained
tag responses in one shot. We review the primer of the
backscatter signal model and its fundamental narrowband
constraint. Then we present our design of constructing a wide-
band backscatter signal with the multisine waveform on Tx
and slicing it for real-time parallel processing on Rx.

3.1 Backscatter Signal Model Primer

The basic backscatter operation in RFID systems is shown in
Fig. 3a. A device emits a high-power single-tone excitation
signal s(t) to power the tag and act as a carrier. This carrier
will be modulated by the baseband signal Btag(t) of the tag.
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Figure 3: Model of Multisine Backscatter.

The resulting (mixed) backscattered signal is:

r(t) = s(t) ·Btag(t)

Note that the bandwidth of r(t) is the summation of that
of s(t) and Btag(t), and Btag(t) is typically a narrowband
signal2 for low power purpose according to the EPC Gen II
standard. Therefore, the backscattered signal r(t) will also be
narrowband given that s(t) is a single tone.

3.2 Backscattering with Wideband Multisine Wave
When applying a wideband signal s(t), one can retrieve a
wideband backscatter signal r(t). Following this idea, RF-
CHORD adopts a multisine signal as s(t). The multisine sig-
nal is a combination of multiple single tones across wide
band with the same amplitude s(t) =

∑
i sin(fit+ϕi). The

backscattered signal will be r(t) =
∑
iBtag(t) ·sin(fit+ϕi).

RF-CHORD adopts 16 carriers with different frequencies
across a 200 MHz band in the practical implementation.
Fig. 3b shows the spectrum of multisine signal s(t) with
backscatter signal r(t). Since the difference between each car-
rier frequency is much larger than the bandwidth of Btag(t),
the received signal can be treated as multiple copies ofBtag(t)
modulated on different carrier fi. Therefore, on Rx, r(t) can
be sliced to 16 individual narrowband channels without infor-
mation loss, and then the channel information at each carrier
frequency fi can be extracted by using a well-explored RFID
processing mechanism (e.g., mixing and demodulating) in
parallel. In a nutshell, we sample the wideband with multiple
narrowband signals, enabling RF-CHORD to construct the
wideband channel information within one shot.

3.3 Why Multisine Wave
The multisine waveform has two advantages. First, the multi-
sine waveform is adaptive to conventional narrowband decod-
ing and channel estimation because the signal in each chan-
nel is still narrowband. Extracting these narrowband signals
can achieve excellent data rate compression (§3.4). Second,
the multisine waveform is amenable to noise and interfer-
ence reduction because of the low noise bandwidth and low
chances of being interfered with, resulting in SINR enhance-
ment, which improves the work range (§4.1). Compared with
the two alternative well-known wideband waveform choices,
frequency hopping [14] and OFDM signal [15], the multi-
sine waveform is more efficient because it avoids the time

2We take 250 kHz as the bandwidth Btag(t) for the whole paper accord-
ing to the standard [18].
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overhead in switching between carriers introduced by the
former one, and uses the same bandwidth as the (tag) modu-
lation bandwidth, which is 250 kHz out of the full 200MHz
bandwidth used by the latter one. In fact, this wideband but
narrow sample signal can introduce 29 dB gain on the SINR
compared to the full wideband signal (see §4.1), which means
around 5× range under the same transmit power. Furthermore,
since the multisine wave captures all the backscatter signals
in the time domain, the whole packet of tags can be fully
utilized for integration gain to improve the SINR (see §4.4).

3.4 Digital Wideband Channelization
RF-CHORD utilizes channelization, which enables one-shot
capturing of wideband signals across multiple antennas and
reduces the amount of data to be processed during real-time
operation. Channelization is a process of extracting effective
narrowband signals from a received signal. When a wideband
tag signal is received, the aggregated bandwidth of 8 antennas
will be 1.6 GHz, resulting in a total of 64 Gbps data (16-
bit IQ sample, 1.25× Nyquist). It is challenging to process
such massive data in real time. However, recall that with a
multisine excitation signal, the effective tag signal is only
located around the carrier frequencies, as shown in Fig. 3b.
Therefore, the effective bandwidth of the system should be
8 × 16 × 250 kHz = 32 MHz, only 1/50 of the full 200
MHz bandwidth, so that channelization can compress the data
validly without information loss.

There are two channelization schemes to extract these nar-
rowband signals: analog channelization and digital channel-
ization. As shown in Fig. 4a, the sniffer with analog channel-
ization has multiple RF chains for the corresponding channels.
Each RF chain uses one carrier frequency fi as its local oscil-
lator (LO) for down-conversion and a filter at the baseband to
filter the signal from other channels out. Alternatively, digital
channelization finishes all the aforementioned functions in
the digital domain as shown in Fig. 4b.

RF-CHORD adopts digital channelization – the sniffer will
generate and capture the whole multisine wave with one RF
chain. On the Rx side, an ADC/DAC with a 245.76 MHz
sampling rate captures all tag signals simultaneously. Fur-
ther channel extraction can be achieved by digital down-
conversion and digital filtering. Digital channelization offers
two significant benefits over analog channelization: First, it
has better scalability because it only needs one RF chain for
each antenna, regardless of the number of channels (and sine

1786    20th USENIX Symposium on Networked Systems Design and Implementation USENIX Association



Self-interference

𝑓!

Noise 
floor

Tag double 
sideband signal

Insufficient
dynamic 

range

(a) Dynamic Range.

Self-interference

𝑓!

Noise 
floor

Phase 
noise

Quantization 
noise

(b) Unpredictable Noise.

Figure 5: Two issues caused by self-interference.

tones) are required, while in analog channelization, each chan-
nel needs an exclusive RF chain with bulk components (e.g.,
mixer, PLL, and VCO). Second, it is precisely synchronized
among different tones in the multisine wave, while analog
channelization needs extensive engineering efforts to syn-
chronize among a large amount of ADCs/DACs and LOs.
Nevertheless, analog channelization still has it own advan-
tages, including the convenience of extending or switching
bandwidth by changing the carrier frequency and the lower
requirements of ADC bandwidth. RF-CHORD also embraces
these advantages through the high-speed ADC and low crest
factor multisine waveform, which will be introduced in §4.

4 SINR Improvement for Long Range
This section first presents how RF-CHORD improves SINR
under long work range by reducing the external noise and
canceling self-interference. It next explains how RF-CHORD
exploits the full tag packet to incorporate the integration gain,
which is based on the multiple channel decoder with clock
offset mitigation.

4.1 External Noise Suppression
To follow the FCC regulation, the signal strength of each
frequency component in the multisine is -15 dBm, which is 51
dB lower than the 36 dBm excitation signal in the ISM band
(see details in §A). With the low signal strength limitation but
the long range requirement, we need to reduce the external
noise and interference as much as possible.

RF-CHORD adopts the tag signal with reduced band-
width for lower chances of in-band interference and lower
noise. The relationship between thermal noise Pnoise and sig-
nal bandwidth B at room temperature can be expressed as
Pnoise =−174+10log10(B) [19]. As described in §3.4, the
digital channelization at the receiver separates a combined
200 MHz wideband signal into multiple 250 kHz narrowband
signals. This means that the thermal noise can be reduced
from -91 dBm to -120 dBm (29 dB gain). Furthermore, the
reduced bandwidth also reduces the probability of being in-
terfered with by other devices working in the same band.

4.2 Self-interference Canceling
Besides the external interference from other devices, the self-
interference caused by the natural full-duplex operation of our
active sniffer will also limit the SINR. RF-CHORD’s multisine
waveform and low power transmission reduce the complexity
of self-interference cancellation. As shown in Fig. 5a, the

self-interference in one channel is just a single tone after
channelization. A commercial tag uses double-sideband mod-
ulation with a subcarrier to differentiate the tag signal from
the single-tone excitation signal. Therefore, RF-CHORD uses
filters to cancel the self-interference caused by the single tone.

However, given the wideband signals are too weak (i.e.,
-15 dBm ), there remain two practical challenges. First, the
dynamic range of the receiver may not be large enough to
detect the tag signal. Second, any unpredictable noise, such
as phase noise and circuit noise from Tx, will be transmitted
along with the s(t) and may bury the wideband signal. Then
we’ll go over how to deal with these issues.

Dynamic Range. Dynamic range is the ratio between the
largest and smallest values that the received signal can assume.
Specifically, the largest value is the self-interference, and the
smallest signal is the targeted wideband tag signal. As shown
in the Fig. 5a, even though the tag signal strength is higher
than the noise floor and interference, it can still be buried if
the dynamic range is not large enough. RF-CHORD meets
the requirement of dynamic range by adopting the following
strategies: First, it adopts a high-resolution ADC because the
dynamic range of the receiver will be bottlenecked by the
dynamic range of the ADC. The theoretical dynamic range of
the receiver is 6.02 N + 1.76 dB [20], where N is the resolution
of the ADC. Therefore, a fundamental way to solve the issue
is to increase the resolution of the ADC. RF-CHORD adopts
16-bit ADC, which has the largest resolution in 2022 when
satisfying the 200 MHz bandwidth requirement. Secondly, it
adopts a carefully designed low crest factor multisine wave on
the transmission side to relax the dynamic range requirement
of the Rx. The intuition behind this is that since the dynamic
range requirement on the ADC is more related to the peak
amplitude of the self-interference signal instead of the average
signal power, it can be relaxed by using a lower peak signal
while remaining the average power. The crest factor is the
peak amplitude divided by the RMS value of the waveform,
and for a multisine signal, it has been well studied that the
crest factor can be reduced by tuning the phases ϕi in the
multisine signal. Following the methods mentioned in [21],
the crest factor of the multisine waveform adopted by RF-
CHORD can be reduced from 4 to 1.24 (or peak-to-average
power ratio from 12 dB to 1.87 dB).

Unpredictable Noise. The unpredictable noise is caused by
the response of self-interference in the circuit. As illustrated in
Fig. 5b, the noise floor may be dominated by the phase noise,
DAC quantization noise, etc. along with the self-interference.
Fortunately, RF-CHORD does not require a dedicated cancel-
lation circuit like [22] because the power of RF-CHORD’s
self-interference is much lower than that of a commercial
RFID reader. Moreover, RF-CHORD utilizes Analog Devices
ADRV9009 transceiver of 16-bit ADC [23] and HMC7044
VCXO-based clock tree [24], ensuring an optimal quantiza-
tion and clock phase noise below the noise floor. Therefore,
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the RF frontend of RF-CHORD’s receiver is not saturated, and
the noise will only go through the air instead of the feedback
path of the receiver. The noise experienced by RF-CHORD is
not dominated by unpredictable noise.

4.3 Full Packet Matching
RF-CHORD estimates each channel in parallel and then com-
bines them into a wideband channel estimation. The standard
channel estimation techniques for one channel can be ex-
pressed as follows:

hi =
∑
t

r(t)Î∗(t)

where r(t) is received tag response and Î(t) is a template. In
most RFID systems, only the pilot signal part (RN16) is used
for clock and phase estimation, and the main part of the tag
signal (EPC ID) is left unused. RF-CHORD utilizes the full
packet signal, including RN16 and EPC ID. The length of
the signal will be extended from 0.31 ms to 2.31 ms when
assuming the backscatter link frequency (BLE) of the tag is
250 kHz and the EPC ID length is 96 bits [25]. By doing the
full packet matching, RF-CHORD can achieve 10log10

2.31
0.31 =

8.7 dB integration gain.
We need to generate a noiseless template of the full packet

for full packet channel estimation. However, unlike the prede-
fined pilot signal, the template of the packet changes depend-
ing on the tag’s EPC ID. Collecting EPC ID and timestamp
from a commercial reader device in real-time is unsupported
due to the interface limitation: i) the available interface from
a commercial reader is usually done by using asynchronous
communication, which hinders real-time processing; ii) the
timing information is usually not reported by commercial
readers. Therefore, RF-CHORD needs to decode the wide-
band signal into EPC ID independently.

4.4 Clock Offset Mitigation
Accurate decoding needs to mitigate the clock offset of the
RFID tag signal. Specifically, the protocol tolerates up to
± 10% frequency offset and ± 2.5% frequency fluctuation
during backscattering (refer to Tab. 6.9 of [18]). For example,
say we read a tag that is 2.5% faster than nominal BLF. For a
typical randomized uplink packet of 128 bits with a perfect
match at the start of the frame, the received signal will be
ahead of the template by one bit at the 32nd bit, and the
remaining 96 bits thereafter contribute useless fluctuations
to channel estimation, as figured out in Fig. 6. RF-CHORD
needs to analyze the clock and estimate the offset parameters
for mitigation, which can be described by:

τ(t) = Square((fBLF−α0−α(t))(t− t0))

Where t0 is the actual start of frame (SOF), α0 is the ini-
tial clock frequency offset (CFO) from prescribed BLF, and
α(t) is the fluctuation of the clock. Next, we introduce RF-
CHORD’s components which estimate these parameters.

Raw samples Packet template Offset compensated

Drift by one bit

Figure 6: The waveforms of the tag signal with clock offset,
the reference, and recovery signal from the offset.

Preamble Matching for t0 and α0. RF-CHORD first esti-
mates the t0 and α0 by adopting a standard sliding window
correlator with a known preamble p(t). Specifically, we derive
the initial estimation of t̂0 and α̂0 by this correlation calcu-
lation, where the x(t) is the received samples, pα(t) is the
reference template tuned to a clock frequency of fBLF−α0:

{t̂0, α̂0}= argmax
t0,α0

∣∣∣∣∣
∫ Tp

0
p∗
α0(t)x(t+ t0)dt

∣∣∣∣∣
PLL to Trackα(t) Variation. After eliminating α0, the clock
still has residual offset α(t), which comes from the tag clock
fluctuation during the communication and may be significant
in the long packet. Because the Miller code of RFID [18] is
a self-clocked and modulated bandpass signal, RF-CHORD
can extract the subcarrier of the line code to track the clock
frequency offset accurately. RF-CHORD adopts a feedback-
based digital Costas PLL [26] to track the clock continuously.

After compensating estimated clock τ(t), the clock offset
is mitigated (the last waveform shown in Fig. 6). We can see
that the signal is well synchronized with the template.

4.5 Decoding with Channel Diversity

After clock offset mitigation, we can decode the full packet,
extract the correct template Î(t), and assemble the decoder.
Because the tag baseband signals on all channels are the same,
RF-CHORD can apply nulling and beamforming algorithms to
utilize the diversity across frequencies and antennas to make a
joint decoder. RF-CHORD combines the signals from all chan-
nels into one steered single-channel signal – it first performs
an adaptive maximum signal-to-noise ratio (MSNR) beam-
forming over the array of each frequency to null the major
jammer in the spatial domain and then performs maximum-
ratio combining (MRC) beamforming across the frequency
domain to improve the SINR further. With this cleaned steered
single channel, RF-CHORD exploits a Viterbi decoder to de-
code the EPC ID. It then applies the EPC ID to make accurate
channel estimations on all the channels. A series of efforts in-
troduced in this section, including suppressing external noise,
canceling self-interference, matching full packet, mitigating
clock offset, and decoding with diverse channels, guarantees
RF-CHORD to extract wideband channel estimations at a long
distance even with the ultra-low power emission signal.
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5 Localization with Kernel-Layer Framework
In this section, we first conduct empirical experiments which
show: i) multipath is the primary factor that confines the long-
tail performance of the RFID localization system once the
tag is successfully inventoried; ii) 200 MHz bandwidth is
not sufficient to eliminate all the long-tail errors caused by
multipath. To address these problems, we propose a kernel-
layer framework for localizing RFID tags in the near field. It
can suppress long tail errors from multipath by enhancing the
direct path and incorporating prior knowledge from logistics.
5.1 Long-tail Errors Source Demystification
We conduct a validation experiment to confirm that multipath
is the primary source of long-tail localization errors. In this ex-
periment, we put five tags at a distance of 4 m from the reader.
We use 16 carriers evenly spaced across 200 MHz bandwidth,
8 antennas, and a hologram-based localization algorithm (see
details in §5.2). There is a metallic heater 1.5 m from the tag
as the multipath source. Fig. 7 shows that the 99th localiza-
tion error (red line) is 1.798 m, too large to ensure reliable
usage in industry settings. The theoretical analysis explains
this observation – the 200 MHz bandwidth is only able to
differentiate paths that have a propagation distance difference
larger than c/(2B) ≈ (3×108 m/s)/(2×200 MHz) = 0.75
m. Once the propagation distance of two paths is smaller than
0.75 m, which is common for many indoor deployments, 200
MHz is insufficient for differentiating one from the other.

Then we evaluate the performance without the multipath
effect to check our results double. We keep the experiment
setup, conduct RF measurement of a reference tag close to
target tags and extract its phase offset from the groundtruth.
Considering that the multipath profiles of nearby tags are
similar, we subtract each tag’s channel estimation with the
offset from the reference tag. The 99th localization error of
the same set of tags decreases to 0.400 m (green line in Fig. 7).
It proves that multipath is the primary factor determining the
long-tail performance of the RFID localization system, even
with 200 MHz bandwidth.
5.2 Near-field Localization with Hologram Algorithm
Like most recent RFID localization systems, RF-CHORD
locates a tag under the near-field condition, which differs
from locating a distant target. Considering the Fraunhofer
distance [27], a target is at near-field when its distance d from
the antenna array meets:

d <
2D2

λ

where D is the aperture of the antenna array, and λ is the
signal’s wavelength. The wavelength of the 915 MHz signal
is around 30 cm. When using an antenna array or SAR, the
aperture can easily span to 1 m for adequate spatial resolution.
(2D2)/(λ) = (2× 1 m2)/(0.3 m) = 6.7 m and d < 6.7 m
under most circumstances. Therefore, the response from a tag
does not form a plane wave when reaching different elements
in the antenna array.

We propose to develop our localization algorithm on top
of hologram-based localization framework, which essentially
identifies the most likely location as the location estimation,
independent of plane wave incidence conditions. In the basic
hologram algorithm, the theoretical phase θ(g(i,j),Ak,fl) of
a tag at location g(i,j) received by an antennaAk at frequency
fl can be written as:

θ(g(i,j),k, l) = 2πfl
c

(dTx−Tag +dTag−Rx) (mod 2π)

where dTx−Tag and dTag−Rx are the distance between the
tag and the transmitter and receiver, respectively. For location
g(i,j), its likelihood P (g(i,j)) of being the tag’s true loca-
tion can be measured by the similarity between empirically
received phase ϕk,l from lth carrier at kth antenna and the
theoretically modeled phase θ(g(i,j),k, l). The hologram al-
gorithm makes the similarity comparison across multiple an-
tennas and frequencies. P (g(i,j)) can be written using the
following equation:

P (g(i,j)) =

∣∣∣∣∣
L∑
l=1

K∑
k=1

e−j(ϕk,l−θ(gi,j ,k,l))

∣∣∣∣∣ (1)

Then we can estimation the location of the tag by choosing
(i, j) with maximum P .

5.3 Kernel-layer Framework
Beyond the basic hologram algorithm [28], there are many
hologram variants [7, 8, 29, 30]. We find that two key factors
determine the performance of hologram-based localization
algorithms, namely, kernel and layer:
Definition 1. Kernel is the function that measures the simi-
larity between the received signal and the theoretical signal
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from one channel (i.e., single carrier from a single antenna).
For example, the ej(ϕ−θ) in Eqn. 1 is a kernel function that
measures the phase similarity with an exponential function.

Definition 2. Layer is a function that determines how to com-
bine kernels from multiple channels (i.e., multiple carriers
from multiple antennas) and obtain the location estimation.
For example, the

∑L
l=1

∑K
k=1 in Eqn. 1 is a layer function.

We introduce a kernel-layer framework that tells us how
kernel and layer affect the localization performance. Fig. 8
summarizes our kernel-layer framework, which describes the
fundamentals of hologram-based algorithms. This framework
can be used following these steps:

• Model calculates the theoretical channel information (e.g.,
propagation phase) for each location.

• Measurement obtains the empirical channel information
(e.g., propagation phase and RSSI) by interrogating the tags.

• Kernel function profiles the similarity between the theoreti-
cal and empirical channel information.

• Layer function combines kernel function output from dif-
ferent antennas and frequencies.

• Output picks the location with the maximum likelihood as
the estimated location.

Different kernels and layers can be combined into various
near-field localization algorithms. See more examples in §B.

5.4 RF-CHORD’s Kernel and Layer
We design our localization algorithm based the kernel-layer
framework. When designing RF-CHORD’s kernel and layer,
we want to reduce the impact of multipath for low long-tail
error, which can be achieved with the carefully designed ker-
nel, layer, and prior information from the logistic scenario.
RF-CHORD’s kernel is similar to basic hologram algorithms:

RF-CHORD’s kernel: e−j(ϕ−θ)

RF-CHORD has 4 layer functions: ToF estimation layer,
direct path identification layer, direct path enhancement layer,
and summation layer. These layers work together to suppress
the multipath and combat long-tail localization errors.

ToF Profile Layer. By using the wideband bandwidth cap-
tured, this layer computes the time-of-flight profile of the
received signal. The computation follows Eqn. 2 where ϕ is

the empirically measured phase value, fl is the frequency, and
τ is the propagation delay of each path.

ToF estimation layer: S(τ) =
L∑
l=0

e−j(ϕl−2πflτ) (2)

Direct Path Identification Layer. It is still challenging to
identify the direct path in the ToF profile layer in Fig. 9 be-
cause there are three interfering factors: 1 If the difference
is smaller than 0.75 m, we can only observe one mixed peak
in the time-of-flight profile of the received signal. 2 If the
difference is larger than 0.75 m, there will be ambiguity from
multipath at the locations farther from the groundtruth. 3 The
sample on the frequency domain, which is a sinc function on
the time domain, may leak its side lobe and form fake peaks
at a nearer location than the groundtruth. To address these
problems, RF-CHORD leverages a key observation: prior in-
formation. In practical logistic deployment, we can employ
the size of the scanning area, the track of tags, etc. to help
localization. RF-CHORD constructs a layer that leverages
this prior information for direct path identification. Fig. 9
shows an example of this layer with scanning range [a,b]
in meters as prior information, which is common in ware-
house deployment. The corresponding algorithm is shown in
Alg. 1. In this example, we first compute the bound of the
theoretical propagation time in this range τa = a/(3×108)
and τb = b/(3×108). The prior information, τa and τb, acts
as a filter that eliminates any multipath with a propagation
time smaller than τa or larger than τb, which helps us identify
the right direct path (right peak) rather than nearer one from
sinc leakage or farther one from multipath.

Algorithm 1 Direct path identification layer

Input: 1. ToF profile: [S(τ1),S(τ2), ...,S(τs)]1×s
2. Prior info: scanning area in meters [a,b]
3. Peak threshold: p

Output: Direct path distance rough estimation d̃0
1. d̃0 = 0, τa = a

3×108 , τb = b
3×108 ;

2. L = find τi closest to τa in [τ1, τ2, ..., τs], return index;
3. R = find τi closest to τb in [τ1, τ2, ..., τs] , return index;
4. S(τ)← S(τ)[L : R];
5. path← S(τ)[0 : end−1]−S(τ)[1 : end]
for i← 1 to s−1 do

if path[i]> 0 & path[i−1]< 0 & S(i)> p then
d̃0 = τi×3×108;
break;

end if
end for

Direct Path Enhancement Layer. RF-CHORD uses a across-
frequency phase redress algorithm to further enhance the sig-
nal quality of the direct path signal. RF-CHORD first identifies
potential multipath – if there are multiple peaks (identified by
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Figure 10: RF-CHORD can suppress sinc leakage, multipath
ambiguity, and enhance direct path for finer resolution com-
pared to basic hologram algorithms in Eqn. 1.

2D peak find algorithm [31]) in the basic hologram results,
the location estimation is likely affected by the multipath
effect. Instead of using the empirically measured phase ϕ,
RF-CHORD combines the direct path signal from all frequen-
cies and constructs an enhanced phase ϕ̃l. This process is
done by the layer function of Eqn. 3. See §C for detailed
mathematical derivation.

Direct path enhancement layer: ϕ̃l = ∠
L∑
i=1

ejϕiej
2π
c (fi−fl)d̃0

(3)
Summation Layer. The last layer in RF-CHORD is the sum-
mation layer, which combines information from all L frequen-
cies and K antennas and computes the likelihood of the tag
position. For every location g(i,j), RF-CHORD computes the
likelihood P (g(i,j)) and choose the position with the highest
likelihood as the estimated result.

Summation layer: P (g(i,j)) =

∣∣∣∣∣
L∑
l=0

K∑
k=0

e−j( ˜ϕl,k−θ(g(i,j),l,k))

∣∣∣∣∣
(4)

Putting Everything Together. All above layers and kernel
work together as our multipath suppression algorithm. Fig. 10
shows an visual example. The heatmaps are the location like-
lihood with the basic summation layer in Eqn. 1 (Fig. 10a)
and with our direct path enhancement algorithm (Fig. 10b).
The green cross is groundtruth and the red cross is location es-
timation. If we only use the simple summation layer, there are
three factors disturbing the localization accuracy. RF-CHORD
handles them with customized kernel-layer algorithm design.
The peak of location estimation 1 is the superimposed re-
sponses from all the paths within distance resolution nearer
the direct path. RF-CHORD utilizes coherent summation layer
with full 200 MHz bandwidth to increase distance resolution
to 0.75 m. The paths with large distance differences from
the direct path will generate ambiguity at farther arrival dis-
tances as multipath ambiguities 2 or even at nearer distance
as sinc leakage 3 . By using prior information of work range
(tags are in different check-in passage with different ranges)
to clarify the direct path identification and using direct path
enhancement to suppress multipath, we obtain the accurate
location estimation 4 .

6 Implementation
6.1 Active Sniffer
Antenna. We chose a recent variant [32] of the Foursquare
patch antenna [33], which is metal-backed and of concentric
dual-polarization, as our wideband Tx and Rx antennas for
its advantages of small-size, low-cost, and high adaptability
to surroundings. The original antenna design is for 1.7~2.7
GHz LTE and we scaled it with HFSS [34] to fit the UHF
band 700~1100 MHz. We also attached each Rx antenna to
a 915 MHz bandstop filter [35] to suppress the high-power
ISM-band leakage from the commercial reader.
Array. We built the Rx array through a laser-cutting sheet of
aluminum. The mounting holes and SMA clearances on the
sheet define a 1×8 linear array with element spacing of 21 cm.
We set a notable 31.5 cm gap in the middle for a 2:3 co-prime
array configuration [36] to suppress the grating lobe. We hang
two Txs 0.4 m lower than the receiver’s horizontal array along
its geometric bisection. The right one was wideband Tx and
the left one was ISM-band Tx.
Baseband Processor. One of the key implementation chal-
lenges towards one-shot inventory is to convert the 31 Gbps
I/Q samples from the A/D to the application processor. We de-
veloped high throughput baseband with 2 ADRV9009 [23,37]
RF chips and an XCKU060 FPGA SoM [38, 39] in charge of
4 receivers over 200 MHz bandwidth for PCIe streaming.
Application Processor. The host is equipped with a Core-i9
9900 CPU and an RTX 3090 GPU for real-time decoding
and CSI acquisition. GPU was used to handle the template
matching during the decoding with FFT convolution accel-
eration and parallelism. We used Process Explorer [40] to
measure resource utilization and report the results in Tab. 2.
The decoder is developed with C++/Eigen except that the
most compute-intensive part, i.e., the full packet matching
algorithm, is implemented on GPU with CUFFT [41].

CPU (Utilization) GPU (Utilization) I/O Bandwidth Memory

Core-i9 9900 (16.1%) RTX 3090 (38.0%) 520.1 MBps 4.1 GB

Table 2: Hardware Resource Utilization.

6.2 RFID Tags
In order to ensure compatibility and low-cost, we used a com-
mercial RFID IC Impinj Monza-M4A [42] and implemented
a bandwidth extension technique [43] to redesign the metal
inlay (antenna) on 80 × 80 mm single-sided PCB. The CAD
of the RFID antenna is shown at the top left of Fig. 11 and its
direction gain (similar to dipole antenna) is shown in Fig. 15a.
It works on 700~1000 MHz, whose copper geometry can be
transferred to flexible inlay for massive production.

7 Evaluation
7.1 Experimental Setup
Testing Environment. We evaluate RF-CHORD in an office
with multiple reflectors (e.g., metal furniture, low ceilings,
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Figure 11: Experimental setup for evaluating performance.
Five tags are mounted on the rail and ~20k tag responses are
collected in 384 locations.

and walls). The evaluation range is the area of 6 × 3.2 m
ahead of the antenna. We divide the evaluation space into 20
cm grids and use guide rails to move the tags. All the tags are
facing the array. The dataset containing about 20k wideband
RFID channel information measurements at 384 locations is
open-sourced at [44]. The setup is shown in Fig. 11.

Location Groundtruth. Groundtruth is measured from a
total station theodolite (TST) [45] with a 2 mm/2′′ accuracy.

Frequency Band Configuration of Active Sniffer. We use
the band of 787~987 MHz and avoid selecting carriers in ISM
band 902~928 MHz. The carriers are almost evenly selected
with spacing of 11.1 MHz3. The spectrum analyzer shows the
inter-modulation distortion of carriers is very little.

ISM-band Reader. We use an Impinj R700 [46] as the
ISM-band reader, which is configured on “Radio Mode 142”
(Miller-4 coding and BLF of 256 kHz) and a single linear-
polarized antenna aligned with the wideband Tx. We empiri-
cally pick this mode since it balances throughput and range.
Other coding methods and BLF can also be adopted with few
modifications to our system.

7.2 Throughput in One-shot Localization
Fig. 12 shows RF-CHORD’s throughput at different distance.
RF-CHORD can read and localize ~180 tags per second (97%
of the tags read by an Impinj reader) at up to 6 m. RF-CHORD
is 1000× faster compared to previous sniffer-based wideband
systems with frequency-hopping. For instance, RFind [14]
needs 6.4 seconds to localize one tag. We also evaluate RF-
CHORD’s throughput across emission power. Fig. 13 shows
that RF-CHORD’s throughput decreases when we reduce its
emission peak power from -15 dBm to -35 dBm. It works fine
with an emission power above -25 dBm.

3The frequency set of carriers is {787.1, 798.2, 809.3, 820.4, 831.5, 842.6,
853.7, 864.8, 875.9, 887.0, 898.1, 942.5, 953.6, 964.7, 975.8, 986.9 MHz}.
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Figure 12: Throughput across distances. RF-CHORD can
localize around 180 tags/s with -15 dBm emission power.
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Figure 13: Throughput across distances with different emis-
sion power. The performance of RF-CHORD is stable with
above -25 dBm emission power.

7.3 Localization Performance
RF-CHORD utilizes large bandwidth, multiple antennas, and
the multipath-suppression algorithm to realize one-shot and
high-reliability localization. We conduct microbenchmarks
to evaluate how physical resources (frequency and spatial do-
main), algorithms, and orientation influence the localization.
Bandwidth. We evaluate the localization performance with
8 antennas and different bandwidths. Fig. 14a shows 99th
localization errors are 2.398 m, 1.646 m, 1.203 m and 0.786
m with 50 MHz, 100 MHz, 150 MHz and 200 MHz band-
widths. The median errors are 0.325 m, 0.227 m, 0.155 m, and
0.144 m, separately. The results show increasing bandwidth,
thus increasing the time resolution, can not only improve the
median performance but also reduce the long-tail error. Even
when the median performance is close to the upper limit (150
MHz v.s. 200 MHz), the long-tail errors can still be reduced
by increasing bandwidth.
Number of Antennas. We evaluate RF-CHORD’s localiza-
tion performance with 200 MHz bandwidth and different
numbers of antennas (thus different array apertures). Fig. 14b
shows RF-CHORD’s 99th localization errors are 4.513 m,
1.467 m, 1.081 m and 0.786 m when 2, 4, 6 and 8 anten-
nas are used. The performance of the 4, 6, and 8 antennas
is very similar on median errors (about 0.14 m). However,
their long-tail errors are significantly different. The results
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Figure 14: RF-CHORD’s localization errors with different bandwidths, antenna numbers, and algorithms.
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Figure 15: Microbenchmarks with different tag orientations and heights related to the antennas.

show increasing the number of antennas (from 2 to 8) can
always improve long-tail performance. Increasing the number
of antennas/apertures strengthens the system’s immunity to
interference in specific directions and improves the angular
resolution for localization.

Algorithms. We take basic hologram (Eqn. 1) as the baseline
algorithm and evaluate our multipath-suppression algorithm
with 8 antennas and 200 MHz bandwidth. Fig. 14c shows that
99th localization errors of baseline and RF-CHORD are 1.018
m and 0.786 m respectively. The median errors of baseline and
RF-CHORD are 0.143 m and 0.144 m, respectively. The algo-
rithm effort can improve long-tail performance by handling
more corner cases, but hard to improve median performance.
Physical resources (i.e., the bandwidth and the antenna array
aperture) fundamentally limit the algorithm’s performance,
and the long-tail improvement from the algorithm is primarily
attributed to the introduction of prior information – it provides
an appropriate carrier for making use of prior information.

Orientation. In practice, the orientation of tags will influence
the link angle and polarization, thus introducing SINR and
phase changes. We evaluate how orientation influences the
localization error. We set the target tag at a 1-m fixed distance
to the antenna array to eliminate the influence of the multipath
effect. Then, we change the pitch angle θ (as same as the roll
angle due to the symmetry), yaw angle ϕ, and height of the
tags as shown in Fig. 15a for orientation microbenchmark:

• Pitch/Roll Angle. In Fig. 15b, we keep ϕ= 0◦ and h= 111
cm (at the center between Tx and Rx). The worst performance
occurs when the pole of the antenna points to the rx, which
rarely happens in practical deployments (to be discussed in
§8.1). It is difficult to read tags due to the low SINR, and even
if successful, the long-tail error will be more than 1 m.

• Yaw Angle. In Fig. 15c, we keep θ = 0◦, h = 111 cm and

change ϕ from 0◦ to 300◦. The errors at different yaw angles
are similar because the directional gain across ϕ is symmet-
rical. The results show that the yaw angle does not affect
long-tail localization error (bounded within 30 cm).
• Height. In Fig. 15d, we keep θ = 0◦,ϕ= 0◦ and move the
tag from 75 cm to 147 cm. The long-tail errors do not change
much across different heights, which shows that height is not
the key factor affecting long-tail errors.

8 Practical Deployment
8.1 Deployment Constraints
We summarize the practical factors that influence SINR in
Fig. 16 and introduce the constraints in real-world logistic
scenarios. We also explain how we avoid or utilize them for
high-reliability localization.
Orientation. The localization error may be significant if the
pitch angle of the tag is closed to 90◦ according to §7.3.
In the deployment shown as Fig. 17, the orientation of tags
may not be uniform but unlikely to be completely disordered.
All the tags are attached to the sides of boxes or crates and
then stacked on the pallet. The chaos of stacking and the
movement of the pallet may cause yaw angle (ϕ) change
but not cause much pitch/roll angle (θ) change, which only
introduces negligible localization errors according to Fig. 15c.
Polarization. We set the tags and sniffer antennas all verti-
cally polarized, so horizontal tags can not be read. Similar to
orientation, no tag will be misplaced in our scene because the
pallet stack constraints the crate direction.
NLOS and Tag Coupling. We also stipulate that all the tags
should be in the line of sight from one side dock door, which
means stacking at most two-column crates on the pallet. It is
because the performance of UHF RFID will decrease rapidly
with nearby water [47]. This rule excludes severe NLOS oc-
clusion/reflection and severe tag coupling. Most of the pallets
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Figure 16: The Factors Affecting Signal Quality.

Scanning
Area

8 Antennas

Figure 17: Warehouse Dock Door.

4 Antennas

Figure 18: Food Delivery Store.

Miss Reading Rate Cross Reading Rate

Warehouse 0 0.0025%
Food delivery 0 0.0154%

Table 3: Reliability performance in practical deployments.

in our scenes naturally meet this requirement, and in rare
cases, we need to waste some space.

8.2 Real World Deployment
We deployed the full-fledged RF-CHORD (i.e., 200 MHz
bandwidth and 8 antennas) in the warehouse dock door and
lightweight RF-CHORD (i.e., 200 MHz bandwidth and 4 an-
tennas) in the fresh food delivery store according to cost and
scene conditions for operational evaluation.

Warehouse Deployment. We deploy RF-CHORD in a ware-
house to understand its performance in logistic check in and
out. RF-CHORD is installed in the dock door of the warehouse
as shown in Fig. 17. This warehouse’s goal is to distribute
a large amount of food and daily necessities supplied by the
upstream warehouse to city delivery stations. The crates are
various and packaged without unified standards. Ideally, RF-
CHORD should report all the tags inside of the scanning area
and not report any tags outside of the scanning area. Our pre-
vious deployment experiments in the same scenario show that
commercial read-or-not solution Impinj xSpan [16] has ~6%
miss-reading rate and ~2% cross-reading rate in the similar
scene. We attached over 10,000 tags to various items, mainly
plastic crates, also including water bottles, cans, milk boxes,
rice, etc. The scanning area is 2 × 1 m between the two poles
of the dock door (as ROI) and the user walks through the aisle
with about 50~100 tags on a trailer in 1 to 4 seconds. Accord-
ing to Tab. 3, RF-CHORD is able to identify tags inside of
scanning area with a 100% accuracy (perfectly no miss read-
ing) and 0.0025% cross reading. Therefore, RF-CHORD can
provide sufficient localization accuracy in the warehouse de-
ployment, which significantly outperforms the state-of-the-art
commercial solutions.

Fresh Food Deliver Store Deployment. As shown in Fig. 18,
we also deploy lightweight RF-CHORD in a fresh food de-
livery store where fresh food is packaged into a container
and transported via a moving belt. Once the RFID tag on the

container is scanned, the delivery personnel will be allocated
to pick it up. RF-CHORD needs to ensure all the containers
on the moving belt are scanned and do not scan any tag out-
side of the moving belt. Tab. 3 shows that the miss-reading
rate of RF-CHORD is 0%, and cross-reading rate is 0.0154%.
Therefore, RF-CHORD can achieve sufficient accuracy in the
fresh food delivery store deployment.

9 Discussion

Polarization Mismatch. In our scenarios, the work pipeline
guarantees the polarization match. However, in more general
scenarios, the polarization may be mismatched when the ori-
entation of tags is disordered. The conventional solution is
to use circular polarization antenna [48] or dual-polarization
switching [16]. RF-CHORD can be adapted to them conve-
niently because its wideband four point antenna is inherently
dual-polarized. We can plug a polarization switch into each
sniffer antenna, which acts synchronously and does not influ-
ence throughput and range performance.

Blind Spots. RF-CHORD is free of cross reading, and there-
fore it can use high transmission power and sensitivity ISM-
band reader for achieving nearly zero miss-reading rate. How-
ever, miss reading still threatens reliability in certain complex
environments. It can be mitigated by switching between an-
tennas or beam patterns [3, 49]. As our Tx is synthesizing
multiple tones, it is feasible to add a Tx beamforming array
for blind spot suppression.

Integration with Robots. In recent years, logistics robots
(e.g., automated guided vehicle (AGV) [50], automated stor-
age and retrieval systems (ASRS) [51], and autonomous mo-
bile robots (AMR) [52]) have been developed rapidly to re-
duce the movements and operations of sorters and improve
efficiency. These robots still need to cooperate with a label
identification system (e.g., barcode or QR code). RF-Chord
has the potential to replace such system and cooperate with
logistics robots to achieve more efficient automation.

Cost. The ultimate goal of deploying RFID is to reduce man-
ual labor and error while improving efficiency, which requires
careful cost accounting. We emphasize that although base-
band chips and RF circuits will increase the cost of readers to
thousands of dollars, the main cost of RFID-based logistics
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still comes from RFID tags. Considering a medium ware-
house with 10k packages delivered every day, the annual cost
of tags is approximately $0.1 × 10,000 × 365 = $365,000.
Our strategy is not modifying the tag chip because most of
the manufacturing cost comes from the chip and the assem-
bly process [53]. Therefore, the wideband tag we designed
maintains almost the exact cost as current commercial tags
when in massive manufacturing.

10 Related Work
Narrowband Localization. There are three main localiza-
tion approaches to boost accuracy even with the limited time
resolution of narrow ISM bandwidth: The first approach is to
improve spatial resolution by SAR. Tagoram [7] uses the mo-
tion of tags to build multiple virtual antennas, while Mobitag-
bot [8] exploits antenna motion. The hologram algorithms in
these two systems inspired the kernel-layer framework in our
paper. Other hologram algorithm variants [29,30,54] can also
be viewed as different combinations of kernels and layers.
However, the assumption of free antennas or tags mobility
and lengthy startup time for tracking do not fit the logistic
network. The second approach is to acquire prior information
by reference tag. PinIt [6] exploits a dense grid of reference
tags and determines the nearest reference tag for NLOS local-
ization by dynamic time wrapping. However, reference tags
share time slots, which influences the throughput and scala-
bility. The third approach is to increase the number of links
by tag array. Attaching more tags to the target can increase
the number of links and improve localization performance.
Tagyro [55], and RF-Dial [56] utilize the phase difference
of the tag array to solve orientation ambiguity and improve
localization performance. Trio [57] models the equivalent
circuits of coupled tag and uses the tag interference for re-
fined localization. Liu et al. [58] uses spatial-temporal phase
profiling for relative RFID localization. These tag array based
localization approaches are accurate but may be error-prone in
a complex environment. Unlike these proposals, RF-CHORD
is a sniffer-based wideband localization system that improves
time resolution for fundamental performance enhancement.

Wideband Localization. Wideband RFID localization has
been proposed to overcome the time resolution limitation.
RFind [14] uses a low-power sniffer antenna by frequency
hopping to collect the narrow sample channel state informa-
tion across 220 MHz. Turbotrack [15] develops an OFDM-
based one-shot wideband channel estimation approach and
a Bayesian space-time super-resolution algorithm to achieve
fine-grained localization. However, these systems need mul-
tiple shots in the channel estimation or the algorithm to con-
verge for fine location estimation, thus very slow startup for
localization or tracking. Modifying tags to work on other
frequencies (e.g., Wi-Fi [59], millimeter-wave [11], UWB
[12, 13]) or cross-frequency based approaches (e.g., commu-
nicate with Wi-Fi [10], communicate at 1.4~2.4 GHz [60])
are also expected as the solutions for both finer localization

and higher throughput, but their tags are not ready for massive
manufacturing at low cost due to the complicated RF frontend
and control circuits. Inspired by these works, RF-CHORD de-
velops a multisine waveform to realize one-shot localization
without modifying the commercial tag chips, resulting in high
accuracy with no throughput loss or cost increase.
RFID Reader. Commercial RFID readers [46, 61, 62] have
heavily optimized RF analog frontend, decoder, and protocol
stack but do not support real-time tag critical information
(i.e., EPC ID, timestamp) retrieval. There are a series of open-
source RFID reader systems. Buettner et al. implemented EPC
Gen II downlink stack [63] and the full functional reader [64],
respectively. Kimionis et al. implemented a GNU radio-based
reader, which supported OOK and noncoherent FSK [65].
However, their energy and edge detection algorithms are too
simple to decode applicable code (e.g., miller-4 coding). A
recent reader designed by Kragas et al. [66] is featured by
coherent detection and initial duration deviation search but
only supports simple FM0 encoding. There are other research
projects featured by multisine waveform [67], parallel sensing
support [68], and active transmit leakage cancellation [69].
However, they only focus on specific optimization and do not
provide source code. In a nutshell, no out-of-box reader design
meets our requirements of high throughput and low decoding
threshold, so we develop a wideband reader with a customized
RF frontend and decoder while reusing the MAC layer of the
commercial reader for slot arrangement and collision handling.
It supports our wideband localization with high efficiency,
sensitivity, and compatibility.

11 Conclusion
We illustrate the three key requirements in reliability, through-
put, and range to meet the industry-grade standard of the
logistic network, and present RF-CHORD, the first RFID sys-
tem that considers all these factors from wideband signal
and baseband processing to localization algorithm framework
development. We believe our real-world empirical results
demonstrate that RF-CHORD paves the way for the prac-
tical hardware-software methodological solution of RFID
localization-based logistic network and makes an important
step towards large-scale operational deployment.
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A FCC Compliance
RF-CHORD adopts a 200 MHz bandwidth in the UHF band,
much wider than the 902~928 MHz ISM band. We need to
reduce the power of the signal emitted in the licensed band
to follow the FCC regulation [70]. Similar operations exist
in other systems, such as RFind [14]. RFind adopts a duty-
cycled single-tone signal with a peak power of -3 dBm and
average power of -13.3 dBm. However, due to the throughput
requirement of the localization, RF-CHORD’s sniffer should
always be ready to localize a tag, which means duty cycling
is unacceptable. Therefore, RF-CHORD adopts a hard limit
of -15 dBm per tone and can be even lower with similar
performance. One may concern that the multiple carrier op-
eration will not be the same as RFind [14] since the total
bandwidth is larger than the 0.25% bandwidth limitation in
FCC 15.231 (c) [71]. However, RF-CHORD can adopt the al-
ternative method mentioned in [72], which calculates the total
bandwidth by summing the individual occupied bandwidths
of each carrier frequency. Since we did not apply any modula-
tion to the carriers, the sum of respective bandwidths will be
extremely small, which can comply with the FCC regulation.
Other modulated waveforms (e.g., OFDM) cannot follow this
alternative method and may potentially violate the regulation.

B Kernel-layer Combinations for Different Lo-
calization Algorithms

Kernel-Layer near-field localization framework supports vari-
ous localization algorithms because of the flexibility of mea-
suring the similarity between receiving signal and theoretical
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signal and combining information across channels. For ex-
ample, traditional ToF and AoA estimation algorithms can
be implemented under the near-field condition with different
kernels and layers.
Kernel and Layers for ToF Estimation. ToF estimation can
be done by choosing the following kernel and layer, where ϕl
and θl are the empirical and theoretical phases at frequency
fl respectively, and d is the distance between tag and reader.

Kernel: e−j(ϕl−θl) = e−j(ϕl−2πfld/c) = e−jϕle2πflτ

Layer:
n∑
l=0

S(τ) =
n∑
l=0

e−jϕle2πflτ
(5)

When using the above kernel and layer functions, S(τ) is
the inverse Fourier transformation of the empirically mea-
sured phase value ϕ1,ϕ2, ...,ϕn. Therefore, S(τ) is the time-
of-flight expression of the empirically measured phases.
Kernel and Layers for AoA Estimation. Similar to the ToF
estimation, we can also design kernel and layer functions to
extract angle-of-arrive (AoA) estimation. For the AoA esti-
mation, we can use the following kernel and layer functions,
where ϕk and θk are the empirical and theoretical phases
at antenna k, respectively. ∆d is the distance between two
neighboring antennas.

Kernel: e−j(ϕk−θk) = e−j(ϕk−2πfk∆dsin(ψ)/c)

Layer:
m∑
k=1

S(ψ) =
m∑
k=0

e−jϕke2πfk∆dsin(ψ)/c (6)

S(ψ) measures the similarity of the theoretical signal com-
ing from angle ψ and the empirically measured phase value
ϕ1,ϕ2, ...,ϕm received by m antennas. Therefore, correct
AoA ψ is identified when S(ψ) is maximized.

The summation layer, which sums up all the channels first
by row and then by column, combines all the information
for the final result. In this case, it combines near-field ToF
and AoA estimations. We can develop more complex algo-
rithms with the kernel-layer framework, such as the multipath-
suppression algorithm in our paper.

C Direct Path Enhancement
We enhance the direct path and suppress the influence from
multipath with a frequency domain algorithm [14]. Assume
there are N paths with distances of d0,d1,d2, . . . ,dN , and
d0 is the direct path. The channel hl of lth carrier can be
expressed as:

hl = a0e
−j 2π

c fld0 +
N∑
i=1

aie
−j 2π

c fldi

ai is the propagation attenuation of the ith path. To simplify
the derivation without loss of generality, we assume a0 =

ai = 1, (i= 1,2,3, . . .), and what we measure is the phase of
channel response:

ϕl = ∠hl = ∠{e−j 2π
c fld0 +

N∑
i=1

e−j 2π
c fldi}

If we have a rough estimation of d0, called d̃0, we can
use this algorithm to enhance the part of a0e

−j 2π
c fld0 (direct

path) and suppress the part of
∑N
i=1 aie

−j 2π
c fldi (multipaths)

for a better location estimation. In more detail, we use the
prior knowledge of ROI to help determine the rough estima-
tion of direct path d̃0 with Alg. 1. Then we enhance the direct
path profile and suppress profiles of other paths by Eqn. 3
because the enhanced phase ϕ̃l can be written as:

ϕ̃l = ∠
n∑
i=1

ejϕiej
2π
c (fi−fl)d̃0

= ∠{e−j 2π
c fld0

N∑
i=1

ej
2π
c (fi−fl)(d̃0−d0)

+
N∑
i=1

[e−j 2π
c fldi

N∑
i=1

ej
2π
c (fi−fl)(d̃0−di)]}

d̃0 ≈ d0 so (d̃0−d0)∆f/c≪ 1, and it leads to:

N∑
i=1

ej
2π
c (i−l)∆f(d̃0−d0) ≈

N∑
i=1

1 =N

For multipath whose di is different from d̃0, d̃0−di is large
so∣∣∣∣∣

∑N
i=1 e

j 2π
c (fi−fl)(d̃0−di)

N

∣∣∣∣∣≈ ∣∣sinc
[
B

(
d̃0−di

)
/c

]∣∣≪ 1

The part of the direct path is much larger than the part
of other paths, so the direct path is reinforced. d̃0 helps to
get rid of the leakage interference from multipath, and the
following summation layer can make a better estimation of
d0 as the final output. Besides using the prior knowledge,
other methods (e.g., fingerprinting-based algorithm, Bayesian-
based algorithm) can also be used to determine the rough
estimation d̃0, which is beyond the scope of this paper.
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Abstract
Machine Learning (ML) is an increasingly popular tool for de-
signing wireless systems, both for communication and sensing
applications. We design and evaluate the impact of practically
feasible adversarial attacks against such ML-based wireless
systems. In doing so, we solve challenges that are unique to
the wireless domain: lack of synchronization between a be-
nign device and the adversarial device, and the effects of the
wireless channel on adversarial noise. We build, RAFA (RA-
dio Frequency Attack), the first hardware-implemented adver-
sarial attack platform against ML-based wireless systems and
evaluate it against two state-of-the-art communication and
sensing approaches at the physical layer. Our results show
that both these systems experience a significant performance
drop in response to the adversarial attack.

1 Introduction

Next-generation networks, 5G and beyond, promise to be
unprecedented in their scale and the diversity of applications,
ranging from virtual reality to low power Internet of Things
applications. Machine Learning (ML) has emerged as a key
component of such future networks to deliver application-
specific performance goals by optimally managing the diverse
capabilities of these networks – multiple antennas, different
spectrum bands, and smart surfaces. In academia, researchers
have efficaciously applied ML for both communication [45,
55, 60, 79, 85] and sensing [6, 51, 59, 74, 94] applications. ML-
based techniques are increasingly making their way to the
industry, in both RAN (radio access network) and the network
core. This trend has been accelerated by the recent shift of
telcos to cloud-based execution models.

Our goal: We investigate the vulnerabilities of using ML
in wireless systems. Our investigation is motivated by two
reasons. First, wireless networks play a crucial role in many
human-critical applications like autonomous driving, smart
healthcare, factory control, etc. Any failure to meet network
performance goals can have severe consequences in such
settings. Second, in popular domains such as computer vision
and natural language processing, past work has shown that
an adversary can add small imperceptible noise to the inputs
of a neural network making it predict completely different
results [27, 76] (e.g., a turtle is classified as a gun). Several
of these attacks have been reproduced in the real-world on
state-of-the-art ML models in these domains [5, 48, 49, 71],
showing that despite their impressive performance, the ML
models are not robust. These practical attacks have promoted

the development of new techniques for formal verification [40,
72, 73] and robust training [11, 34, 81, 84, 87, 90] in the vision
and NLP domains.

Our goal is to explore the practical vulnerabilities of state-
of-the-art ML-based wireless systems using adversarial at-
tacks. To mount practical real-world adversarial attacks, an
adversary must meet three requirements. First, it must not
need access to the infrastructure in real-time, i.e., it cannot
coordinate its transmissions with a benign sender, or access
the signal sensed by a benign receiver. Second, it must be low
complexity, i.e., it must not require large antenna arrays. Fi-
nally, it must be low power. It is relatively straightforward to
jam the spectrum with blind high-power transmissions. How-
ever, jamming causes large-scale disruption to the spectrum
and causes spectrum owners (e.g., telecom operators) to react.
We are interested in small changes of the signal that specifi-
cally target the ML models in wireless systems, and expose
their vulnerabilities.

Past work [2, 7, 9, 17, 18, 23, 43, 68] has studied adversar-
ial attacks against ML-based wireless systems in simulation.
These attacks do not meet the requirements above. Specifi-
cally, these attacks make unrealistic assumptions about the
attacker capabilities. For example, they assume that an adver-
sary can perfectly transmit adversarial signal or the attacker
can directly manipulate the input matrix to the neural network.
In practice, these assumptions do not hold. Adversarial signal
undergoes wireless transformations described below before
it arrives at a receiver. Similarly, directly altering the input
matrix to the neural network requires access to the receiver.

Challenges: Consider the scenario shown in Fig. 1, where
a (multi-antenna) base station communicates with a client
device and uses ML-based models to deliver communication
or sensing services. The adversary introduces small amounts
of noise in the environment. Generating real-world adversar-
ial attacks in such scenarios is challenging because of the
underlying physics of wireless signal propagation. A typical
adversarial attack takes an input to the ML model and crafts a
noise vector specific to this input. This structured noise, when
added to the input, causes the model to predict an incorrect
output. In the wireless systems context, an attacker does not
know the wireless channel between the client and the base
station, and therefore does not know the signal being fed to
the ML model. Secondly, the noise vector transmitted by the
attacker is vastly different from what gets observed at the base
station because: (a) Propagation effects: As the noise travels
from the attacker to the end device, the noise vector undergoes
the wireless channel experiencing reflection, attenuation, and
phase shifts in the environment. (b) Clock offsets: the clock of

USENIX Association 20th USENIX Symposium on Networked Systems Design and Implementation    1801



Figure 1: A multi-antenna base station uses ML-based meth-
ods to deliver communication or sensing services to the client.
The adversary transmits small amounts of noise and disrupts
these services.

the adversary is not synchronized with the end device, leading
to random time and frequency offsets.

RAFA: We build the first real-world hardware-implemented
adversarial attack platform, RAFA, that solves these chal-
lenges and targets ML-based wireless systems. Our system
operates using a single antenna software defined radio and
does not need real time access to the client or the base station
in the attack setup. RAFA senses an ongoing communica-
tion on the wireless medium and introduces small amounts
of noise (perturbation) to the medium that disrupts state-of-
the-art ML-models. We demonstrate this attack on two state-
of-the-art systems at the physical layer: one communication
system (FIRE [55]) and one localization system (DLoc [6]).
We show the effectiveness of RAFA in both white-box and
black-box settings. The design of RAFA solves the following
challenges:

Unknown Inputs: Adversarial algorithms [16, 27, 57] typ-
ically identify a perturbation that changes the output of a
neural network for a given input. However, in practice, a wire-
less adversary, like RAFA, does not know the input to the
ML model because: (a) the wireless channel from the client
to the base station is unknown to the adversary, and (b) once
the signal is received at the base station, the signal under-
goes transformations (e.g., correcting for carrier frequency
offsets) before it is fed to the ML model. Therefore, to model
practical attacks, we require generating input-agnostic adver-
sarial perturbations. We, first, design a universal adversarial
perturbation (UAP), that focuses on changing the output on
a distribution of inputs, rather than a single input. This al-
lows us to be robust to the distribution of wireless signals,
implying that we do not need to know the channel from the
client to the base station. Furthermore, we develop differential
versions of the pre-processing steps so that the adversary can
generate perturbation vectors that remain adversarial even on
pre-processed data points.

Lack of Synchronization: The adversary is not synchronized

with the client or the base station. Therefore, its transmission
is not aligned with the client in time or frequency. The lack of
time synchronization creates temporal misalignment between
the benign signal and the adversarial perturbation. Similarly,
the lack of frequency synchronization creates a time-varying
phase shift between them. Furthermore, such clock offsets
are random and hard to predict beforehand. To counter such
offsets, we create a robustness mechanism in our UAP design,
that tests the perturbation vector for arbitrary phase offsets,
and picks perturbation vectors that are robust to such offsets.
By doing so, we shift the burden of dealing with the clock
offsets from hardware to software, therefore simplifying our
hardware design for the attack.

Channel-induced Transformation: Finally, the perturbation
vector crafted by RAFA undergoes a channel transformation
as it travels to the base station. The channel transformation
changes both the amplitude and phase of the perturbation
vector. Therefore, there are no guarantees on the value of
the perturbation vector after the channel transformation. This
means we cannot design a perturbation vector that is robust to
these transforms. RAFA leverages reciprocity to counter this
challenge. Specifically, the base station occasionally transmits
beacons or responses to its legitimate clients. Our adversary
overhears these transmissions and uses it to estimate the chan-
nel from the base station to itself. Due to the reciprocity
principle, this channel is equal to the channel from the adver-
sary to the base station. Once we know this channel, we use
our robust UAP method to construct a perturbation vector that
is effective even after the channel transform.

While these factors serve as natural protectors for wireless
systems against adversarial attacks, RAFA demonstrates the
ability to mount effective adversarial attacks despite these
challenges. We have implemented RAFA using the USRP
software defined radio against two state-of-the-art ML-based
wireless systems: FIRE [55] (for MIMO communication),
and DLoc [6] (for ML-based localization). For FIRE, RAFA’s
adversarial attack can reduce the median SNR (from origi-
nal SNR of 17.8 dB) of the predicted channel by 4.1 dB on
average compared to just 2.1 dB drop for Gaussian baseline.
Similarly, for DLoc, RAFA increases the median localization
error (from original error of 1.04 m) by 71 cm on average
compared to just 2 cm increase for Gaussian baseline. Our
results also present a preliminary version of potential defense
strategies.
Contributions: Our main contributions are:

• We design a new robust adversarial attack against ML-
based wireless systems that is input-agnostic and models
real-world effects such as lack of synchronization.

• We leverage channel reciprocity to model the effect of
wireless channel on adversarial perturbations.
• We demonstrate the first hardware-implemented adversarial

attacks against ML-based wireless systems.

ML-based wireless systems are increasingly being pro-
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posed in academia [6, 10, 35, 55, 94], and actively being ex-
plored in the industry [39, 64, 65] . Therefore, it is timely
and important to explore the challenges posed by adversarial
attacks in this context. To the best of our knowledge, our work
is the first to demonstrate realistic hardware-implemented at-
tacks against ML-based wireless systems. We believe RAFA
will allow researchers and practitioners to test the practical
robustness of ML systems before they get deployed widely in
the real-world and have severe consequences for any failures
when exposed to such attacks. We also envision that adver-
sarial examples exposed by RAFA will lead to development
of robust ML models. An early attempt at developing such
robust models is demonstrated in Sec. 6.6.

2 Adversary Model

Objective: Our goal is to promote the development of ro-
bust ML-models by identifying the attack surface of ML-
based wireless systems in the real world. We focus on the
existence and performance of practically feasible wireless
attacks. We identify practically feasible as attacks that can be
implemented using real hardware and without requiring coor-
dination with the base station or client. Furthermore, we are
interested in vulnerabilities specific to ML-models in the wire-
less setting. Therefore, we do not consider jamming, which
is a brute-force solution that blocks all communication in the
medium. We consider the scenario in Fig. 1. A client commu-
nicates with a base station on the wireless medium. The base
station can have multiple antennas. The base station relies
on a machine learning based approach to deliver communica-
tion or localization services to the client. Some examples for
ML-based communication systems are shown in Tab. 1.

Application Examples
Communication FIRE [55], OptML [10], NeuMac [35]
Localization DLoc [6], IPS [93] , LAFA [38]

Table 1: Examples of ML-based Wireless Systems

Adversary Goal: The adversary wants to degrade the quality
of ML-based location or communication service offered by
the base station. The adversary aims to target specific ML-
based services, and not jam the entire spectrum. To achieve
this objective, the adversary transmits a carefully designed
perturbation signal over the wireless channel. This pertur-
bation gets superimposed at the receiver (which could be a
cellular base station, access point, etc) with the benign signal
transmitted from the client such as a cell phone. The receiver
will later feed this seemingly intact but actually compromised
signal into the ML-pipeline, negatively affecting its output
prediction. Consistent with recent trends, we focus on neural
networks as target ML models for this paper.

We describe the attacker properties in our threat model:

Coordination-free: We do not assume any coordination
between the base station and the adversary (or between the

client and adversary). This implies that the adversary is un-
synchronized, i.e. has time and frequency shifts with respect
to the other (benign) devices. The adversary also does not
know when the transmission from the client begins or ends.

Base Station Information: The adversary does not know
the location of the client or the base station. The adversary
knows only public information about base station hardware,
such as information which can be gleaned from FCC filings
or standards documents.

Low-complexity: The adversary uses low complexity hard-
ware. Even though the base station and the client may have
multiple antennas, the adversary uses a single antenna trans-
mitter. This reduces the cost and complexity of the attack,
making it more universal, and generalizable.

Knowledge about the ML model: We assume that the
adversary can sample data from the training distribution of the
ML model running on the base station and knows the model
family (e.g.,variational autoencoder) but not necessarily the
architecture (e.g., fully-connected, convolutional), and the
operations involved in the pre-processing pipeline. We believe
that these assumptions are feasible for the real-world ML-
based wireless systems because: (1) details about the model
family are disclosed and accessible, (2) the attacker can access
sample data simply by overhearing the client transmission,
and measuring the corresponding wireless signals, (3) pre-
processing pipelines (e.g., correcting for channel frequency
offsets) are fairly standardized. We consider both white-box
(access to model architecture and parameters) and black-box
adversaries (no access to model architecture and parameters).
Our results show that black-box adversaries are almost as
effective as white-box ones.

Noise Budget: To avoid large-scale disruption to the wireless
spectrum, we require that the L∞-norm of the noise vector
crafted by the adversary is bounded by a small constant ε ∈R.
This prevents the noise being concentrated in individual sub-
frequencies. We show the effect of the noise crafted with
different values of ε on the model performance in Sec. 6.

Test Time Attack: We do not consider attacks that interfere
with model training, the model is trained and fixed for our
attacks. The adversary transmits a noise signal at test time.

3 System Overview

3.1 Target Systems
We consider two state-of-the-art ML-based wireless systems
– one each for communication and sensing. In this paper,
we focus solely on physical layer systems, while delegating
investigation of attacks on higher layers to future work.

A. FIRE: Reciprocity for FDD MIMO systems – In order
to achieve MIMO capabilities in 5G, base stations need to
know the downlink wireless channel from their antennas to
every client device. In FDD (Frequency Domain Duplexing)
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Figure 2: RAFA Pipeline: RAFA works in both modes – white-box and black-box (with a substitute model). RAFA is robust to
multiple wireless transformations such as clock offsets and channel transformations.

systems, dominant in the United States, the client devices
measure the wireless channel using extra preamble symbols
transmitted by the base station and send it as feedback to
the base station. However, this feedback is unsustainable and
causes huge spectrum waste. Leveraging the intuition that
both uplink and downlink channels are generated by the same
underlying physical environment, recent work [55] proposed
FIRE which uses an end-to-end ML based approach to predict
the downlink channels without any feedback from the client.
FIRE’s ML model uses a variant of the variational autoen-
coders (VAE). FIRE takes uplink channels measured at the
base station as input and predicts the downlink channel. The
accuracy of the downlink channel prediction determines the
performance of multi-antenna techniques like MIMO, MU-
MIMO. Our goal is to induce errors in this model and make
it predict erroneous downlink channels. Errors in downlink
channel estimates reduce the communication efficiency of
multi-antenna systems (e.g., MIMO).
B. DLoc: Deep Learning based Wireless Localization –
DLoc [6] is a deep learning based wireless localization algo-
rithm that overcomes traditional limitations of RF-based lo-
calization approaches such as mutlipath and occlusions. DLoc
acquires wireless channels from four fixed access points to
the user device that it wants to localize. The wireless channels
are then sent into an autoencoder neural network as input.
The network predicts the user location in 2D-Cartesian coor-
dinates. DLoc achieves state-of-the-art localization accuracy
in indoor localization. Therefore, we choose DLoc as the rep-
resentative sensing application. Our goal is to increase the
localization error of DLoc, and hence, increase failures in
location-based applications (such as robotic navigation).

3.2 Operation Overview
Both the systems defined above rely on the wireless channel
estimated at the base station. Our goal is to alter this wire-
less channel by transmitting a perturbation vector during the
channel estimation process. During the channel estimation
process, the client transmits a preamble. The preamble is by
the standard and is, therefore, public knowledge. The base sta-
tion receives the preamble and uses it to identify the wireless
channel. Due to the broadcast characteristic of the wireless

channel, we can pollute the channel estimation process by
transmitting a noise signal. RAFA transmits the adversarial
perturbation using our custom hardware platform. Thus, the
signal received at the base station is a function of both the
preamble transmitted by the client and the noise transmitted
by our platform.

Fig. 2 shown an overview of RAFA’s operation. RAFA’s
algorithm (discussed in Sec. 4) computes an adversarial per-
turbation which will be transmitted by the RAFA hardware,
described in Sec. 5. The base station receives a sum of the
signal transmitted by the client and the adversary, with chan-
nel and clock distortions. This combined signal then passes
through the pre-processing steps and the ML-models defined
above. We evaluate the performance of the ML-models with
and without the adversarial perturbation in Sec. 6.
Notation: For the rest of this paper, we use capital-bold
to denote matrices (M,N,...), small-bold to denote vectors
(u,v,...), and mathematical font to denote functions or ML-
models (A ,L , ...).

4 RAdio Frequency Attack (RAFA)
In this section, we present our formulation of RAFA. We start
with a brief background on adversarial attacks then discuss
our attack formulation and modeling of wireless properties.
Finally, we discuss our algorithmic implementation of RAFA.

4.1 Background on Adversarial Perturbations
For a given trained ML-model M mapping inputs xi to out-
puts yi, an adversarial attack algorithm aims to find a per-
turbation vector, vi, whose magnitude is bounded by a small
constant ε ∈ R in some norm, such that the loss function
L(M (xi +vi),yi) is maximized, i.e., the output of the model
for the perturbed input xi +vi is far away from the target yi.
Formally, the attack algorithm solves the following optimiza-
tion problem:

argmax
vi

L(M (xi +vi)) s.t. ||vi||< ε (1)

This attack problem formulation is well studied and many
approaches [16, 27, 57] have been proposed to approximate
this optimization problem. We utilize the state-of-the-art Pro-
jected Gradient Descent (PGD) [57] method. PGD iteratively
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takes steps in the direction of the gradient while restricting the
total perturbation to be within ε. The constraint on the norm
of the noise vector ensures that the perturbed vector is not
significantly different from the original input xi. We note that
PGD requires access to the model parameters for computing
gradients. One way to handle the black-box setting where the
attacker does not have this access is to train a surrogate model
on the training distribution of the original model (to which
the attacker has access) and transfer the attacks computed on
the surrogate model to the original model.

As discussed before, our model does not know the input to
the model, therefore we rely on universal adversarial perturba-
tions (UAPs) [58]. Instead of computing a different additive
noise for each input, UAPs compute a single additive noise
that is effective for all inputs, X = {xi}N

i=1 in the training
distribution of the ML model. One way to encode this is by
maximizing the expected value of the loss.

argmax
v

Exi∈X L(M (xi +v),yi) s.t. ||v||< ε (2)

Typically, this optimization problem is approximated by
iteratively computing input-aware gradient updates (obtained
from the original or a surrogate model) to a perturbation
vector over the training set [58]. We use a variant of the UAP,
called robust UAP [83], which designs a universal adversarial
perturbation such that it is robust to transformations (such as
image rotations, and translations etc for vision models).

4.2 Our Attack Formulation

For simplicity, we start with a single input case, i.e., we wish to
design a perturbation vector that is specific to wireless channel
matrix, H, observed at the base station. H is a Nant ×Nsubc
matrix, where Nant is the number of antennas on the base
station and Nsubc is the number of OFDM subcarriers. Our
goal is to search for a perturbation vector, v, of length Nsubc
that can disrupt a machine learning model Mθ, where θ is the
set of weights for the model. Specifically, we aim to optimize:

argmax
v

ETτ∈Tτ
L(Mθ(P (H+Tτ(v))),y), s.t. ||v||p < ε

(3)
where L(·, ·) is a chosen loss function to measure the differ-
ence between the model’s prediction and the ground truth,
ε restricts the lp norm of the perturbation vector. We also
define two new abstractions in the equation above: P (·) is
the pre-processing pipeline used by the base station, before
it is fed to the ML-model, Mθ. Similarly, Tτ represents the
transformations Tτ the perturbation vector goes through be-
fore it arrives at the base station. These transformations are
parameterized by τ. Next, we discuss how these abstractions
model the real-world effects for wireless systems.

4.3 Modeling Pre-Processing
Both our target systems perform pre-processing on the es-
timated channel and feed the processed channel to the neu-
ral network for prediction. We model these pre-processing
steps as P . FIRE involves two pre-processing steps: it stan-
dardizes the Carrier Frequency Offset (CFO) and hardware
detection delay across different measurements of the same
channel. DLoc transforms the channel into the 2D-cartesian
heatmap representing the probability of a signal originating
from a given location (using signal-processing approaches
like Fourier Transforms).

We need to represent P as a differential operation, to enable
optimization in Eqn. 3. In both pre-processing methods, there
are non-differentiable functions such as argmax(), ceil(),
sign() that hinder gradient propagation for our optimization
problem. Therefore, we use a differentiable approximation of
these functions which is supplied by common ML frameworks
such as Pytorch [61].

4.4 Modeling Lack of Synchronization
Since the adversary is not synchronized with the client or the
base station, the noise transmitted by it experiences two kinds
of distortions that must be modelled by Tτ(·) defined above:

Carrier Frequency Offset: The oscillators at the adversary
and the base station are not synchronized. This leads to a CFO
between them. This frequency offset, denoted by ∆ f , will
continuously add a phase shift in the received signal ŝ(t) with
respect to the true signal s(t) over time: ŝ(t) = s(t)e j2π∆ f t .

Since the client and attacker have different transmission
chains, their CFO with respect to the base station is also
different. Assume the CFO between the client and the base
station is ∆ f1, the CFO between the attacker and the base
station is ∆ f2, thus the CFO discrepancy will add phase offset
e j2π(∆ f1−∆ f2)t to the transmitted adversarial signal with respect
to the client signal. This is a time-varying effect, implying
that the sum of the client signal and the adversary signal
changes over time. Since t, ∆ f1 and ∆ f2 are random, we can
simplify this effect as a multiplication of e jφ,φ ∈ [0,2π] to
the adversary signal.

Unsynchronized Transmissions: Ideally, the adversary
should start transmitting the perturbation signal at the same
time when the client starts transmitting the preamble so that
the perturbation can be superimposed at the base station pre-
cisely. In the real-world setting, this is hard to achieve since
the attacker cannot coordinate with the client preemptively
or synchronize its clocks. There are two possible approaches
to solve this problem: (a) A part of the signal preamble is
used for packet detection before the channel estimation phase.
One can design an attacker that detects the start of the packet,
and starts transmitting a perturbation in response. This can
achieve coarse-grained synchronization, but requires fast pro-
cessing (e.g., FPGAs). (b) An alternative approach is to let the
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adversary transmit multiple copies of the perturbation signal,
and deal with the resulting large mis-alignment.

For simplicity, we go with the latter approach, which re-
quires much lower overhead. This causes a random time delay
∆t between the benign client signal and the adversary signal
in the time domain. Due to the properties of OFDM, this is
equal to a phase offset e− j2π∆t fi , where fi is the frequency of
the ith OFDM subcarrier. Note that, this is similar to timing
misalignment in typical OFDM receivers [24, 77], wherein a
portion of the OFDM symbol is repeated (in the cyclic pre-
fix). Any sample misalignment adds a phase that is linearly
dependent on the amount of misalignment and the frequency
of the subcarrier. We model this phase shift in Tτ(·).

4.5 Modeling Channel Transformations on the
Perturbation Vector

Like any other wireless signal, the perturbation vector trans-
mitted by the adversary goes through the wireless channel.
Let us say that the wireless channel matrix for the adversary is,
Ha, with dimensions Nant ×Nsubc (same dimensions as H for
the client). Then, if the adversary transmits the perturbation
vector, v, it is received at the base station as Hav+g, where
g is additive white Gaussian noise.

Each element in Ha has an amplitude and a phase. There-
fore, the final outcome of the added perturbation can be un-
bounded, if we do not know Ha. However, Ha can only be
measured at the base station, that too in the absence of the
client signal. Clearly, measurement by this method is not pos-
sible for the attacker because it does not have any coordination
with the client or the base station. Therefore, it is pertinent to
find an alternative method to measure Ha.

To estimate Ha, we leverage channel reciprocity. Channel
reciprocity is a fundamental physical principle that states
that wireless signals take the same path in either direction
between any two devices. Therefore, the wireless channel
from the adversary to the base station is equal to the wireless
channel from the base station to the adversary (modulo some
hardware differences). RAFA listens to the wireless medium
and captures signals transmitted by the base station (either
periodic beacons or communication with legitimate clients).
This allows the adversary to estimate an approximation to Ha.
We discuss in Sec. 5 how this step is implemented in practice.

4.6 Generating Practical Adversarial Attacks
The above factors will jointly modify the adversarial perturba-
tion signal vi transmitted in the ith subcarrier by the following
transformation function:

Tφ,∆t,hi
a,gi

(vi) = vie jφe− j2π fi∆thi
a +gi (4)

Note that the CFO term φ is invariant to the frequency, so it’s
the same across all the subcarriers.

Algorithm 1: Robust Wireless UAP (RW-UAP)
Input :Dataset xi,yi ∈H , network model Mθ, l∞

norm threshold ε, desired network loss value
δ, attacker channel Ha, number of epochs ep

Output :Robust universal perturbation vg for dataset
X

1 Initialize vg←Uni f orm(−ε,ε)
2 for n← 0 to ep−1 do
3 for each batch Bi ⊂H do
4 ∆vi← RW-PGD (Bi,vg,Mθ,ε,δ,Ha)
5 vg← (vg +∆vi).clamp(−ε,ε)

6 end for
7 end for
8 return vg

Now that we have characterized both P and Tτ, we try to
find a perturbation that is robust to these wireless factors. We
build on the algorithm presented in [83] which works in the
vision domain to work with P and Tτ, Algorithm 1 shows
the pseudocode for generating Robust Universal Adversarial
Perturbations in the wireless setting. It contains twp loops
to iterate multiple times on the training dataset and on ev-
ery batch of data points respectively. We first initialize the
perturbation vector vg randomly. Because of random initial-
ization, we can generate several different UAPs by running
the algorithm multiple times. The algorithm iteratively up-
dates the initial perturbation with the goal of being adversarial
for all elements in the training set. Given a set of training data
points H sampled from the training distribution of the ML
model, the algorithm iterates over batches B ⊂ H . During
each epoch, it iterates over every batch, Bi, finding an adver-
sarial direction vector ∆vi that is robust to wireless factors
for that batch using the Robust Wireless PGD (RW-PGD) algo-
rithm shown in Algorithm 2. ∆vi is then added to vg and the
result is projected back so that the updated vg does not violate
the constraint on its norm.

Next, we describe the RW-PGD algorithm shown in Algo-
rithm 2. It contains two loops to iterate multiple times on the
input data points and on different transformations respectively.
The algorithm takes a batch of inputs, B. It then first randomly
samples N tuples of wireless factors including CFO, resyn-
chronization, and gaussian noise as described in the previous
section. Increasing the value of N increases both the robust-
ness of the output perturbation and the runtime of the RW-PGD
algorithm. We chose a value of N that balances the tradeoff
between cost and robustness. At each iteration, we transform
our current perturbation by each of the N transformations. We
then compute the mean loss over all data points in the batch
added to each of our N transformed perturbations and conduct
gradient ascent on it aiming to increase the mean loss. Unlike
traditional PGD [57], we compute a single vector per batch
of data points. We further found that using the raw gradient
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Algorithm 2: Robust Wireless PGD (RW-PGD)
Input :Batch of data points xi,yi ∈ B, current

perturbation vg, network model Mθ, l∞ norm
threshold ε, desired network loss value δ,
attacker channel Ha, maximum number of
epochs ep, learning rate α, number of
transformations N

Output :Robust perturbation v
1 Initialize v← 0
2 Sample N sets of wireless factors,

τ j←{φ j,∆t j,g j,Ha}, uniformly at random
3 for n← 0 to ep−1 do
4 for xi,yi ∈ B, j ∈ [N] do
5 Get predictions for N transformations:

y∗i,j←Mθ(xi +Tτ j(vg + v))
6 end for
7 LB← 1

N·|B| ∑i L(yi,y∗i,j)
8 if LB > δ then
9 break

10 end if
11 v← (v+α ·∆LB).clamp(−ε,ε)

12 end for
13 return v

to update was more effective than the sign(·) of the gradient
in our case. Note that, Ha, i.e., the wireless channel between
the attacker and the base station, is fixed and obtained by the
attacker without sending any preambles.

Ha is continuously sampled by the attacker, so we need to
recompute the attack on the fly. This is inevitable as differ-
ent Ha have essentially unbounded effect on the perturbation.
Thus, we further speed up our algorithm by computing multi-
ple UAPs at the same time. We have chosen algorithm param-
eters that maximize the speed for our required performance.

By using the above algorithm, we are able to find robust
universal perturbations that work effectively against a variety
of wireless factors. In order to truly expose the vulnerabilities
of wireless system models, we show in a real-world hardware
setting that our attack is effective.

5 Hardware Design
After identifying the adversarial noise to inject, we ask if
this noise is feasible in practice, i.e., can we design hardware
that can introduce such noise? In this section, we design a
generic physical hardware platform as an attacker to inject
such perturbation into wireless channels. We believe that this
step is novel and unique to the wireless domain because no
past work has demonstrated hardware-driven attacks on wire-
less systems. We describe the design principles of RAFA’s
hardware platform and its implementation.

5.1 Design Principle

We design our platform with following design principles:

No Synchronization Needed: We design RAFA’s platform
to have minimum assumptions, no requirement to access the
client and the base station. Our attack belongs to the realm
of pilot contamination but previous literatures [28, 36, 37] all
assume that the attacker know the exact timing to synchronize
with the client so that it can transmit the noise signal at the
same time when client transmits the preamble. In our design,
we get rid of this assumption and instead, transmit the at-
tacker’s perturbation in a unsynchronized manner. According
to Sec. 6.2, our perturbation is robust to such unsynchroniza-
tion on the sample level, as a result, we don’t need the timing
of the client to conduct effective attack.

Leveraging Reciprocity: Recall that we leverage reciprocity
to estimate Ha, the channel from the attacker to the base
station. However, reciprocity requires correcting for the hard-
ware effects caused by each respective transmitter. These
effects comprise of phase and signal strength variations. The
phase variations are captured in the transformations caused
due to CFO and timing offsets for our perturbations. There-
fore, in our attack, we just need to calibrate for the difference
in transmit power between the attacker and the base station.

Specifically, the transmit power is different at the attacker
and the base station (the base station transmits a much higher
power). Although transmit powers don’t affect the applica-
tions enabled by reciprocity such as beamforming, signal
nulling, etc. [41, 47, 53], we need to know the true channel
value including the power in order to control the received per-
turbation power at the base station, as shown in Algorithm 2.
The adversary can obtain the transmit power of the base sta-
tion using public documents like FCC filings. We can estimate
the transmit power of the adversary hardware using specifi-
cation sheets. Then, the adversary computes the difference
between the two and uses it to correct for the transmit power
difference.

Single Antenna: We design RAFA’s hardware platform with
a single antenna. This limits our hardware complexity and
making it easy to implement (single transmit-receive chain).
One class of adversarial attacks on traditional systems [42,44]
is only effective when the attacker has same or more number
of antennas as the base station. In our case, we show that even
with one antenna, it is possible to mount reasonable attacks.

However, this choice limits the capability of the attack.
While the input channel matrix, H, has dimension Nant×Nsubc,
the perturbation is a vector v with length Nsubc. Inherently,
this implies that the perturbation has less control over the
final output. Mathematically, v operates in a 1-dimensional
subspace of a Nant dimensional antenna space. The larger
the Nant , the less powerful our adversary. We expect multi-
antenna adversaries to be more effective, but we chose single
antenna adversaries for their low complexity.
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Figure 4: Layout of the experimental environment: We conduct
our experiments in a lab setup measuring 10m by 7m. (Blue:
Client Locations, Yellow: Base station, Red: Attacker)

5.2 System Implementation

We use the Nexmon [29] tool to measure wireless channels.
We build a 4-antenna base station using a commercial Asus
RT-AC86U router with bcm4366c0 WIFI Chip. This router
reports channel state information (CSI) and signal strength
(RSSI) for each received packet. We configure a client to
connect to this router and send Wi-Fi packets. The router
periodically sends broadcast beacons, as is standard for the
Wi-Fi protocol and is set to work in the 5GHz frequency band.

For the attacker, we use a Nexmon receiver and a USRP
(X310 [21], a software-defined radio) as the transmitter. The
Nexmon receiver and the USRP transmitter share a single
antenna through a splitter. The Nexmon receiver measures the
wireless channel from the base station to itself and feeds it into
the RAFA system. RAFA applies the reciprocity correction
to estimate, Ha, and computes an adversarial perturbation, v,
and transmits it using the USRP software-defined radio. The
setup is shown in Fig. 3

We implement the client using a USRP software-defined
radio (X310) equipped with one antenna and we configure it
to transmit the 802.11ac packets generated from MATLAB
wireless toolbox. This signal is received by the base station

and used to measure the wireless channels as the input to
the neural networks in the wireless applications mentioned
in Section 3.1. Note that, the client and attacker do not have
any time or frequency synchronization between them.

During our experiment, we deploy RAFA on a local ma-
chine with RTX3070 GPU, a low-end GPU. Our implemen-
tation is written in PyTorch. For attacking FIRE, it takes 13
seconds on average to generate a single perturbation. We
believe that further speedup can be achieved using more ad-
vanced computing resources.

6 Results
In this section, we show the effectiveness of the RAFA attack
against FIRE and DLoc. We further show that our attack can
be performed in a black-box setting. Finally, we show that
adversarial training can be used in order to harden our models
and defend against these attacks.

Baselines: We compare RAFA against two baselines: (a)
Gaussian noise, and (b) vanilla UAP. Gaussian noise transmits
randomly sampled noise into the air. Vanilla UAP designs and
injects perturbations attacks that do not include robustness
to wireless transformations implemented by RAFA. For fair-
ness, we evaluate each method with the same budget ε on the
magnitude of the perturbation vector measured in L∞-norm.

6.1 Wireless Systems Re-implementation

We do a best-effort re-implementation of our target systems:
FIRE [55] and DLoc [6] using details provided in the respec-
tive papers and by email exchanges with the authors.

We re-implement the Variational Autoencoder for FIRE.
We adopt 7 linear layers in both the encoder and decoder
networks, which is 3 layers more than the original design to
optimize FIRE’s performance. We train FIRE using dataset
collected in our environment. We collect 10000 data points
by moving the antenna randomly in a lab space shown in
Fig. 4. The size of the lab is 10m by 7m, and is composed of
many reflectors (like metal cupboards, white-boards, etc.) and
obstacles. We split the dataset in the radio of 8:2 for training
and testing , and the training takes roughly 20 minutes. Note
that the training only needs to be done once before the attack
is initiated. Our trained model achieves a channel SNR of
17.8dB on the test dataset and confirm the SNR of 15.8dB on
validation dataset, which is consistent with the performance
of FIRE reported in [55].

Training DLoc requires dataset collected using a robot
(which performs joint mapping and localization). We do not
have access to the robot, thus cannot recreate the original
experiments. However, the datasets and code for DLoc are in
the public domain. Therefore, we train DLoc model using the
datasets collected by its authors with the name ’jacobs_Jul28’
and keep the original neural network architecture and training
setting. The dataset contains channel estimation matrices col-
lected from 4 routers and each router has 4 antennas (so 16
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Figure 5: Attacking FIRE: (a) RAFA causes a median drop of 4.06 dB on FIRE’s channel prediction accuracy, over 2X better
than baselines. (b) This corresponds to a 26.85% drop in spectral efficiency. (c) Increasing the perturbation budget increases the
effectiveness of the RAFA adversary. (d) Modelling channel reciprocity is the dominant reason for RAFA’s improved performance.

antennas in total), and the training takes roughly 40 minutes.
We achieve the localization accuracy of 1.04m on the test
dataset which is randomly split with the ratio of 3:7 to the
training dataset. This is consistent with the results reported
by the authors in [6]. To create the adversarial perturbation
for RAFA, we sample channels from the same distribution as
the data used for training.

6.2 Adversarial Attacks against FIRE
To mimic a real-world setup, we deploy the base station at a
fixed location, while the client moves across the 16 positions
shown in Fig. 4. The attacker is also deployed at a fixed
location shown in the figure. The attacker and the client can
be in line-of-sight or non-line-of-sight.

Attack Effectivenss: We first compare RAFA with other
two baselines in the real world attack scenario. FIRE pre-
dicts downlink channels, given uplink channels. Our goal is
to reduce the SNR of the predicted channels, so as to disrupt
multi-antenna communication between the base station and
the client. To perform this experiment, we perform five attack
rounds for every method at each client location. In each round,
the adversary transmits the RAFA adversarial perturbation
for 10 seconds. Then, we transmit the UAP adversarial per-
turbation and Gaussian perturbation each for 10 seconds at
the same perturbation budget as RAFA which is set to be
maximum of 20%. The budget is the ratio of the maximum
value that’s allowed for any element of the perturbation vector
compared to the average amplitude of the benign channel es-
timates and is ε in Algorithm 1. Overall, we get 8000 channel
estimates at each client location for every baseline. We set
the learning rate of RW-UAP to start from 10 and decay by
0.6 for every epoch. We set the number of total epochs in
RW-UAP to be 3 and we only use a random 10% of the train-
ing dataset for each epochs to accelerate the training which
leads to a running time of roughly 30 seconds with the setup
in Sec. 5. We set the RW-PGD iterations to be 10, and 10
transformations in each iterations are used to get the robust
perturbations. We use the same parameters (e.g., number of
epochs, % of training dataset) for training Vanilla UAP.

We show the effect of different attack methods on FIRE
prediction in Fig. 5a. Each of these methods causes the SNR

of the predicted channel to drop. We plot the CDF of this drop
in channel SNR across all of our attacks, e.g., a CDF value
of 0.3 with a corresponding drop of X dB indicates that 30%
of the inputs had a drop of X dB or less in performance. It
shows that when being attacked by RAFA, the SNR of the
channel predicted by FIRE drops by 4.06dB on average (7.15
dB drop on the 90-th percentile). Traditional UAP attacks and
Gaussian baseline are not as effective. RAFA outperforms
the baselines by 2.21× and 2.14× respectively on this met-
ric. Our benefits over Gaussian noise stem from the directed
nature of our attack, i.e., we specifically target the ML model
and find its vulnerability. On the other hand, the UAP-based
model finds perturbations that are directed at the ML model,
but undergo transformations in-air which render it ineffective
when implemented in the real world. This result highlights
that: (a) FIRE is vulnerable to practical adversarial attacks,
even when the adversary uses low-complexity hardware, and
(b) modelling the wireless transformations on the adversarial
noise (as done in RAFA) are essential for practical adversarial
attacks.

We also show how these adversarial attacks affect the appli-
cation quality in the real world. We plot the spectral efficiency
(bits per Hz) results with the budget of 20% in Fig. 5b. Spec-
tral efficiency is the data rate that can be transmitted over
a given bandwidth and can be computed through channel
SNR [62]. With small amount of budget, RAFA is able to
shrink the user data rate by 26.85% which is two times as
effective as the UAP attack. This will affect the user experi-
ence severely, especially in latency critical applications such
as online meetings.

Finally, we note that, we focus on reducing SNR for FIRE,
because FIRE is trained to optimize for SNR. SNR is also a
key metric for any communication techniques. Independent
mechanisms like coding and CRC checks do not prevent
against attacks like RAFA. For example, if a coding scheme
is chosen to optimize for SNR X dB, it won’t be sufficient if
the actual SNR is X-5 dB (when under attack).

Effect of Adversarial Budget: In the same setup as above,
we study the effect of budget on the effectiveness of the attack.
We experiment with 5 different budget parameters and plot
the SNR drop for these parameters in Fig. 5c. As expected, as
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Figure 6: Attacking DLoc: (a) DLoc’s original localization error (median) is 1.04 m. RAFA increases this by 0.71m. (b) The
attack performance improves with increasing perturbation budget. (c) Synchronization robustness is the most important factor in
attacks on DLoc.

Budget (%) 10 20 30 40 50
Power Ratio-FIRE (%) 1.5 4.7 8.6 14.7 12.0
Power Ratio-DLoc (%) 1.3 8.6 20.2 34.6 51.8

Table 2: Power Ratio vs Budget
the budget parameter increases, RAFA’s attack becomes more
effective. With the budget parameter set to 25%, the SNR of
the predicted channel drops by 7.4 dB on average, with lower
drops at lower budget values (e.g., 2.14 dB at 15%).

Note that, the budget defines what’s the maximum absolute
value of any perturbation subcarrier, and not the average value.
Therefore, the average power of the perturbation is expected
to be lower than the budget. We compare the average power
of the adversarial signal to the average power of the user sig-
nal at the base station. We show this ratio as a function of
the budget parameter in Table. 2. As shown, for 20% budget,
RAFA’s perturbations utilize <5% power on average com-
pared to the user signal. Even with a 50% budget parameter,
this value is only 12%. This shows that RAFA’s attacks are
surreptitious. Note that, counter-intuitively, the power ratio at
50% is lower than 40% budget parameters. This is possible
because bigger budget parameters allow some subcarriers to
have larger peaks, and enable more flexibility for RAFA to
choose "peakier" more effective perturbation vectors.

Ablation Study: Next, we analyze the contribution of dif-
ferent components of RAFA. We conduct an ablation study
on attacking FIRE using the same dataset that we used for
real-world attack experiment. We compare the original RAFA
effectiveness with the following cases: removing the attacker
channel (Ha), removing the synchronization robustness term
(Sync), and removing both of them. The results are shown in
Fig. 5d. For FIRE application, removing the knowledge of
the attacker’s channel has the most significant impact on the
effectiveness of the attack, the channel SNR drop decreases
by 59.5% compared to the optimal performance achieved by
RAFA. This is because our RW-UAP algorithm derives an ad-
versarial perturbation specifically for a given attacker’s chan-
nel. When removing the synchronization robustness term, the
SNR drop decreases by 7.5%. We believe that this effect is
milder because FIRE’s design includes some pre-processing
to normalize CFO, hardware detection delays, etc.

6.3 Adversarial Attacks against DLoc
Next, we study the effect of RAFA on DLoc. DLoc con-
ducts user localization using the channels estimated from 4
routers with a total of 16 antennas as the input to a neural
network, consisting of 12 Resnet blocks [32]. Compared to
FIRE, which uses a single router, four antennas, and a simpler
network structure, the attack scenario is harder.

Experiment Setup: As noted before, getting ground truth
location estimates for DLoc in new environments requires a
robot for data collection. We perform our attack in a trace-
driven simulation using the data collected by the authors as
we do not have access to their robot. We randomly sample,
Ha, the attacker’s channel to each access point from the set of
channels in the original DLoc dataset. Then, RAFA’s pertur-
bation undergoes the attacker channel in addition to random
time and frequency offsets. We repeat this experiment with
different values of Ha to remove any bias. Our attacker is still
a single antenna attack. We limit to a set of 128 datapoints,
out of 8008, randomly sampled from the original training set
and use only 4 transformations during RW-PGD. We train the
perturbation for 3 epochs. The learning rate is set to 0.006
and decays by 0.99 per iteration. We evaluate on randomly
sampled ∼500 datapoints from the test set and average the
performance of the attack over 8 randomly sampled trans-
formations to generate different wireless transmissions. The
same parameters are used for training Vanilla UAP.

Attack Effectiveness: The adversary aim is to reduce
DLoc’s localization accuracy. We plot the accuracy degra-
dation caused by RAFA, traditional UAP, and Gaussian noise
in Fig. 6a. The attacker has a single antenna simultaneously
attacking 16 infrastructure antennas, so we set a budget of
50%. The original DLoc median localization accuracy is 1.04
meters, RAFA is able to increase this error by 0.71 meters.
Furthermore, RAFA increases the error by more than 1 meter
in 30 % of cases. This is significant as some safety-critical ap-
plications such as autonomous driving [66,67] are sensitive to
even 0.1 meters of localization accuracy drop. Our two base-
lines, UAP and Gaussian are only able to drop the accuracy
by 0.02 m, and 0.08 m respectively. Similar to our discussion
before, this shows the benefit of our directed, robust attack.
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Figure 7: Other Attack Models and Defense on FIRE: (a) A black-box attack, where RAFA does not know about the model
running on the base station is feasible and has similar attack performance to the white-box attack. (b) An unrealistic attack,
where adversary has access to model inputs, performs better than RAFA, but is not practically feasible. (c) Our adversarial
training approach can improve model robustness on FIRE.

Next, we study how choosing different budgets will affect
RAFA’s potency on DLoc. We increase the budget from 10%
to 50% and plot the DLoc accuracy on Fig. 6b. We also calcu-
lated the power ratio of the perturbation generated on DLoc
in the second row of the Table. 2. As expected, as the pertur-
bation budget increases, the power used by RAFA increases.
Similarly, the attack efficacy increases. We highlight that the
power used by RAFA for attacking DLoc is higher than that
for FIRE. This is because we have a single-antenna attacker
attacking a sixteen-antenna system spread out in space (one-
dimensional control in a 16-dimensional space). RAFA adapts
to this large space by increasing the power of its transmitted
noise, achieving an error increase of 0.71 m at 50% budget.

Ablation Study on attacking DLoc: We conduct an ablation
study on DLoc to understand the contribution of RAFA’s dif-
ferent components, using the same 50% budget from above.
Similar to ablation study settings on FIRE, we compare the
original RAFA effectiveness with the cases when removing
Ha, removing Sync and removing both, and the results are
shown in Fig. 6c. Different from FIRE’s ablation study re-
sults, it shows that removing Sync term will bring down the
effectiveness the most, the median localization accuracy drop
decreases by 73.4% compared to the original RAFA. This
is because DLoc localizes the user by receiving the signal
at four routers instead of one in FIRE case. Thus misalign-
ment becomes much more significant when the attack signal
reaches multiple routers and modeling this effect is neces-
sary. Compared to the ablation study on FIRE, we confirm
that different components in RAFA modeling have different
impact on different applications. So, to expose vulnerabili-
ties on generic wireless algorithms, we should leverage the
end-to-end model with all the components of RAFA.

6.4 Comparison to Input-Aware Attacks

RAFA is an adversarial attack that aims to work in the real-
world. Therefore, it does not assume access to the input. What
is the impact of this assumption on RAFA’s performance?
What if we give RAFA access to the input. We evaluate this

hypothetical case next. We compare RAFA’s adversarial per-
formance with input-aware attack, e.g, PGD. Since this attack
is not realistic, we evaluate this in a simulator. We plot the
result in Fig. 7b. Note that we implement the PGD by using
Algorithm. 2, for each data point in the test dataset, we get
a PGD perturbation that is robust to wireless properties, but
this perturbation is not universal across data point.

The results show that an input-aware attack is more effec-
tive. At 30% budget on FIRE, the input-aware attack achieves
an SNR drop of 10.97 dB, compared to the 7.77 dB drop of
RAFA. This result highlights that the properties of the wire-
less medium (e.g., the adversary not knowing the channel
from client to base station) provide some natural protection
against adversarial attacks. However, even with this protec-
tion, real-world adversarial attacks are possible and effective.

6.5 Black Box RAFA

In this section, we evaluate RAFA under a preliminary black
box setting to show its feasibility, where the attacker knows
the model family but not the specific architecture or weights.
In order to conduct the black box attack, the attacker can train
a substitute model on a dataset with a similar distribution to
attack. The attacker can later use the obtained perturbation
from the substitute model to attack the true model.

In order to conduct the black box attack, we use a substitute
model with a different architecture (4 less layers, different
number of neurons, and batchnorm). Using the same pipeline
for RAFA we attack on a different dataset collected in the
same lab. We then use that perturbation to attack the orig-
inal model in a trace-driven simulation. Fig. 7a compares
the performance of RAFA in white box and black box sce-
narios under different perturbation budgets. As shown, the
performance of the black-box adversary closely matches that
of the white-box adversary, with only a minor drop. At 25%
perturbation budget, the black-box adversary causes a 5.7dB
of channel SNR drop for FIRE which is only 0.5dB less than
the white box setting. This result shows that while access to
the model helps, we can still get good performance without it.
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6.6 Defense: Adversarial Training

RAFA’s attacks demonstrate effectiveness across different sys-
tems and settings. To initiate a discussion on potential defense
strategies, we show that FIRE can enhance its robustness to
adversarial attacks with robust training. Adversarial training
involves adding adversarial examples while training [57]. In
our case, since we are defending against a UAP based attack,
we use our RW-PGD algorithm in order to compute batch-wise
perturbations. We choose the RW-PGD algorithm since it is sim-
ilar but stronger than RW-UAP as it assumes that the attacker
has access to the inputs processed by the ML model.

During training, we compute 5 random attacks on each
batch with a budget of 10%. We then apply each attack to the
entire batch before learning. While this method adds overhead
during training, it significantly reduces the ability of RAFA to
find successful attacks. With our initial study and parameters
we find that training time goes from ∼5 mins to ∼125 mins;
however, we expect that further tuning could significantly
reduce this training time. Fig. 7c shows the effect of RAFA
at the budget of 30% on FIRE. When applying RAFA on
the original model, the average channel SNR provided by
FIRE drops from 17.79dB to 10.16dB. Promisingly, the robust
model maintains an SNR of 14.09dB, which is 38.6% higher
than original model improving the model robustness by 57%.
This result highlights the potential for building robust training
approaches. We delegate a detailed study of such methods to
future work.

7 Related Work
Adversarial Attacks in Other Domains: Adversarial at-
tacks have been widely studied for measuring model robust-
ness in computer vision for tasks including object detec-
tion [80, 82], image classification [19, 20, 33], and semantic
segmentation [4, 12]. Beyond vision, adversarial attacks exist
for natural language processing [14, 88, 91], reinforcement
learning [25, 52, 63], and graph classification [92, 96]. While
most of these works only expose theoretical vulnerabilities
as the generated attacks are not physically realizable, recent
studies show that real-world adversarial attacks are possible.
The works of [5, 22, 46, 49, 56, 71, 82] generate real-world
adversarial examples for the models in the vision domain.
Compared to the wireless setting, there is less signal distor-
tion and hardware imperfections in the vision domain. The
authors in [50] attack voice assistant systems such as Alexa,
but their attack generates loud guitar music which is easy to
detect and defend against. [83] proposes the basic structure
of robust adversarial attacks in vision domain, we extend this
into wireless domain by modeling the effect of wireless trans-
formations and further test them out in real-world rather than
purely simulation. To the best of our knowledge, we are the
first to consider real-world attacks in wireless systems.

ML-based Wireless Systems: Machine learning has been
extensively used in different tasks in wireless systems in-

cluding both sensing and communication. In sensing, ML
has been leveraged for human motion sensing [3, 95], sleep
monitoring [30, 51, 89], emotion detection [94], indoor posi-
tioning [1,6,15,75], etc. In communication, ML is also widely
used in MIMO systems [31, 45, 60], modulation and signal
classification [54, 78], resource allocation and management,
and MAC protocol design [13, 35, 86]. In this paper, we limit
our analysis to physical layer ML-models.

Adversarial Attacks against Wireless Systems: Recent
work has shown theoretical attacks [2,7,9,17,18,23,43,68–70]
on ML-based wireless systems. However, none of these are
feasible in the real world as they consider unrealistic threat
models such as no distortion exists during transmission or the
availability of coordination between the base station and the
attacker. The closest work to ours is [8], where the authors
use generative models [26] to obtain universal perturbations.
They demonstrate the attack on simulated data and are not
feasible in the real-world because the attack model does not
account for: (a) the effect of the wireless channel on adver-
sarial noise, (b) the lack of time-synchronization between a
client’s and adversary’s transmissions. Our work is the first
to demonstrate real-world hardware-implemented adversarial
attacks by explicitly incorporating robustness to real-world
channel transformations and un-synchronized transmissions.

8 Concluding Discussion
We present RAFA, the first real-world adversarial attack de-
sign on machine learning-based wireless systems. Our results
show that adversarial attacks are feasible in the real-world, in
spite of channel distortions, hardware noise, and black-box
assumptions. We conclude with some directions that future
work may consider for expanding on our paper:
• More Capable Adversary: We consider a single antenna

adversary and show its feasibility in conducting real world
attack. A multi-antenna adversary has more degrees of
freedom and can cause more damage. It also opens up new
questions on synchronization between different antennas,
the tradeoffs between antenna count, efficiency, etc.

• Higher Layer Attacks: We focus on physical layer ML
systems. We envision future work will consider attacks at
higher layers (e.g., MAC), which can explore new modali-
ties such as frame injection attacks.

• Robust Training and Other Defenses: How do we train
models that are not prone to adversarial attacks? We show
it is feasible to defend, but can this be made faster and more
robust? Adversarial training provides empirical robustness,
can we provide formal guarantees on when a model does or
does not work? Finally, can we design cross-layer defense
mechanisms that are robust to attacks in the physical layer?
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