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Abstract

Thereis afair amountof evidencethatsuggestshatin-
ternetaccessfrom wirelessly-connectednobile hand-
held devices is gaining popularity However, there
haven't beentoo mary studiesthat have focusedsolely
on analyzingthe wirelessInternet. In this paper we
studythe notification and browse servicesprovided by
a large commercialweb site designedspecifically for
userswho accesst via their cell-phonesandPDAs. Un-
like previouswebstudieghathave analyzedrowseser
vicesprovidedoverwired networks, we focusprimarily
on browseandnotificationservicegrovided over wire-
lesschannels.Specifically we analyzethe notification
and browser tracesto understanadhe systemload, the
type of contentaccessedanduserbehaior. We discuss
the implicationsof our findingsfor techniquessuchas
multicast,querycachingandoptimization,andtransport
protocoldesign.

1 Intr oduction

Over the last decadethe cellular phoneindustry and
the World Wide Web have experienceda phenomenal
growth aspeoplearoundtheworld have embracedhese
technologiesat a remarkablerate. Today most major
wirelessserviceprovidersin the United States Europe,
andJaparoffer wirelessinternetservicesandmary In-
ternetcompanieprovide contentthathasbeenadapted
to suitthelimited display bandwidthmemory andpro-
cessingpower of smalldevices.

Anotheremepgingtrend,relatedto wirelessinternet,has
to do with how usersmanagethe giganticinformation
flow thatthe Internetprovides. Realizingthatusersare
beingoverwhelmedwith information,severalweb con-
tent providers allow usersto switch their dataaccess
model from polling and navigation to notificationsor
alerts.Insteadof periodicallybrowsingthroughtheweb
sites for potentially useful information, an increasing
numberof usersareadoptingthe modelwherethey reg-

isterfor informationin whichthey areinterestedThese
usersprovide a callbackaddresausuallyin the form of

anemail addressa cell-phonenumber or a pagemum-

ber, dependingon their percevedimportanceof thein-

formation. Wheneertherelevanteventis triggered the

contentprovider sendsa notificationto the user Exam-
plesof someUS companieghat provide suchnotifica-
tions include YahooMobile, MSN Mobile, AOL Any-

where,andInfoSpace.All of theseservicesallow users
to subscribdo alertsfor stockquotes sportsscores|ot-

tery, horoscopecalendareventsetc. If alert services
becomesa popular form of userinteractionwith the
web, it will be critical for contentprovider and content
managementompanieso handlethesenotificationsef-

ficiently. Propermanagementf notificationsinvolves
understandingvhich typesof notificationsare populay

which typesof devicesare usedby subscriberdor re-

ceiving notifications thefrequeny of sendingtheseno-

tificationson a peruserbasis etc.

In this paper we studynotificationandbrowseservices
provided by a large popularcommercialweb site that
is designedspecificallyfor US userswho accesst via

their cell-phonesand PDAs. Unlike mostpreviousweb

studies, which have analyzedbrowsing servicespro-

vided over wired networks, we focus primarily on a

web sener that delivers notification and browsing ser

vices over wirelesschannels. We analyzenoatification
and browser tracesto understandhe systemload, the
type of contentthatis accessedanduserbehaior. We

believe thatour studyis importantfor contentproviders,
wirelesslSPs,andweb site managers.

We note herethat we do not study the performanceof
thewebsener subsystenor its architecturadesign.In-
steadwe usewebsenerlogsto analyzethe browseand
notificationpatternsof wirelesswebusers.

The restof this paperis organizedasfollows. In Sec-
tion 2 we review previouswork donein thefield of web
traceanalysis. In Section3, we describethe different
waysin which the web site is accessedhe characteris-



tics of the datalogs, andthe typesof analysesve carry
out. We presentetailedanalysisof the notificationand
browselogsin Sections4 and Section5, respectiely.
In Section6, we examinethe degreeof correlationbe-
tweenthe usageof browseandnotificationservicesWe
concludein Section?.

2 RelatedWork

Therehave beena numberof studieson the accessly-

namicsof web seners servicing clients over a wired
network. Thesestudiesinclude analysesof web ac-
cesstracesfrom the perspectie of proxies[7, 20, 21],

browsers[6, 9], and seners[4, 16]. However, to our
knowledge all previouswebworkloadstudieshavebeen
conductedor browseservicenly andthereareno pub-
lishedstudieson notificationservices Consequentlywe
believe, our analysisof notification servicesis the first
studyof its kind.

Even for the browsing services,most studiesanalyze
web senersservingclientsover wired networks. There
arevery limited studieson web seners servingclients
over wirelesschannels. The study closestto oursis
the onedoneby Kunz et al. [12], which analyzeset-
work tracesgeneratedy a mobile browserapplication.
Specifically their paperanalyzesuserbehaior (bytes
transferredand time spenton the wirelesslink) based
on the notion of a sessiorthatwaschosernto be 90 sec-
onds; however, a differentsessionperiod could poten-
tially changetheir results. The main limitation of their
work is the sizeof thedataanalyzed:althoughthetraces
werecollectedover a periodof sevtenmonths,only 80K
entrieswerelogged.lt is unclearwhethertheinferences
drawn from this studycanscaleup to large commercial
sites. In contrast,we analyzedtraceswith millions of
entrieggeneratedveraperiodof 12 daysatalargecom-
mercialsite. Furthermoretheir studyalsohasthelimita-
tion thatit usesclient IP addresse®or identifying users;
sincelP addressesanbe reassignedo differentusers,
it is difficult to perform an accurateuserbasedanaly-
sis. In our study sinceevery entry in thelogs contains
a uniqueidentifier for every access/notificationwe are
ableto carryoutuserbehaior analysismoreaccurately
In addition, our study is broaderas we focus on user
behaior, senerload, contentanddocumenipopularity
analysis.

Tang and Baker analyzeda seven-weektrace of a
metropolitan-areg@acket radio wirelessnetwork, anda
twelve-weektraceof abuilding-widelocal-areawireless
network [18, 19]. Both studiesfocuson how the net-
workswereused e.g.,whenthenetworksweremostac-

tive, how active the network were,andhow oftenusers
moved, etc. They did not considerthe contentor ap-
plicationsfor which peopleusedthe wirelessnetworks,
whichis thefocusof our paper

Recently Balachandraret al. [5] analyzedthe userbe-
havior and network performanceof an IEEE 802.11
basedwirelesslocal areanetwork (LAN) usinga work-
load capturedat a threedaytechnicalconferencesvent.
Their study focusedon characterizingwireless LAN
userdor the purposeof comingup with a parameterized
modelto describethem. Additionally, they carriedout
workloadanalysisto addresshe network capacityplan-
ning problem.Their studyis very differentfrom oursin
termsof analysis,methodologyand objectives. While
we focusprimarily on wirelessbrowse and notification
servicesthey considerall network traffic for improving
thenetwork performanceFurthermorethedata-sethey
capturechndanalyzeds smallerandsignificantlydiffer-
entfrom thewebsenertraceswve analyze.

In the sectionghatfollow, wheneerappropriateye re-
fer to relatedwork doneby otherresearcherand com-
pareit with ourfindings.

3 Data Characteristics

Before presentingthe analysis,we briefly describethe
differentways in which the web site is accessedthe
characteristicef thedatalogs,andthetypesof analyses
we carriedout.

Forthewebsenerwe usedin this study a singlebrowse
requestesultsin exactlyoneHTTPrequestothesener.
Therearenoimagesor othertypesof contentembedded
in the pagethatis transmittedo the client asa resultof
thisrequest.

In therestof the paperwe usethetermnotificationdoc-
umentto referto a uniguedocumenthatmaybesentto
multiple users;we referto eachsuchtransmissiorasa
notificationmessge, whichincludesduplicates.

3.1 Typesof Accesses

For browsing, the web site is accessedn threediffer-

entwaysandwe cateyorize the browvse accessebased
on this usage: desktop offline, and wireless Desktop
accesseicluderequestdfrom desktopandlaptop ma-
chinesconnectedo the web site via wireline networks.
Offline accesseare generatediueto handhelddevices
suchasPDAs. CompaniesuchasAvantgoandVindigo



offer serviceghatlet usersselectcontentfrom different
web sitesand downloadit onto a handhelddevice for
browsing at a latertime. The contentdownloadoccurs
whenausersynchronizesis/herhandheldwvith a desk-
top machineandis controlledby a “downloader” pro-
gram; we refer to theseprogrammaticaccesseby the
downloaderasoffline accessesNirelessaccessesccur
dueto browseactionsinitiated by usersfrom their cell-
phonesor wirelessdevices. Typically, a requestfrom a
cell-phoneis directedto a “gatewvay” (operatedby the
usersserviceprovider) thatforwardsthemessagéo the
web site; this gatevay alsoforwardsthe reply backto
the cell-phone.Thus,from theweb site’s perspectie, it
just communicateglirectly with the gatevay machines
usingthe standardHTTP protocol. Sinceone gatavay
can sene multiple clients, we do not uselP addresses
to identify users;instead,we usea uniqueidentifier as-
signedto every clientthatis loggedwith eachaccess.

| BrowserType | No. of accesses| No. of users |

Desktop 7,342,206 639,971
Wireless 2,210,758 58,432
Offline 20,508,272 50,968
Misc 2,944,708 1,634

Tablel: Useraccesseaccordingto browsertypes

We determinethe type of accesdasedon the browser
type storedin the log entry correspondingo that ac-
cess. For example,entrieswith browsertype “Mozilla
Windows”, “Avantgo”,“UP.Browser” arecateyorizedas
desktop,offline and wirelessaccessesespectiely. In
Table 1 we shav the numberof accessesccordingto
the browsertype (in our case,eachaccessorresponds
to asingleHTML page). The last category (Misc) cor-
responddgo log entriesfor which the browsertype ei-
ther was empty or containedcharacterghat could not
be mappedo any known browserclient. Thetablealso
shavs the numberof unique usersthat were responsi-
ble for differenttypesof accessesNote, the numberof
desktopusersis muchhigherthanthe offline andwire-
lessusersgdueto thefactthatalargenumberof userause
their desktopmachinedo registerwith thewebsite.

In the caseof notifications,thereis a client type in the
logsthattells usthetype of theregisteredclients. More
than99% of the messageweresentto wirelessclients;
theremainingweresentto desktopclients.

3.2 Description of Data Logs

We hadaccesdo logsfor 12 daysof webbrowsingfrom
August15, 2000throughAugust26, 2000. Therewere

approximateh\83million entriesin thebrowselogs. Ad-
ditionally, we usednotification logs from August 20,
2000 through August 26, 2000, which contained3.25
million entries. For our analysisof the correlationbe-
tweenbrowse and notification services(Section6), we
obtainedadditionalnotificationlogs and performedthe
comparisorior the periodfrom August15,2000through
August26,2000.

When a registereduser sendsa browse requestto the
websener, auniqueidentifiercorrespondingo theuser
is sentto the sener andloggedin the web traces(for
unregistereduserstheid field is empty). We usethese
identifiersfor performingthe userbasedanalysis.Each
log recordalsocontainsotherpiecesof usefulinforma-
tion alongwith the userids, suchasthe date time, type
of browser theURL accessedhedatarecevedandsent
by thesener, etc.

Whena notificationmessagés sent,a recordis logged
in a database.We obtaineda part of this databasdor
our analysis. The databaseentriescontainedinforma-
tion aboutthe sener from wherethe notification mes-
sagewassent,a userid, type of the device to which the
messageavas sent(e.g., phoneor pager),type of alert,
whenit wassent,etc.

To efficiently manipulatea large amountof datalogs
(over 10 GB), we consolidatedheminto a commercial
databasesystemand createdindiceson columnssuch
asdate,userid, andURL. To overcomethe limited ex-

pressienes®f our databaséanguagedin termsof string
manipulation)we furtherprocessethe databaseutput
usingPerlscripts.

3.3 Typesof Analyses

We now discussthe typesof analyseghatwe perform
onthenotificationandbrowselogs,andthe motivations
for doingtheseanalysis.

1. Content analysis We areinterestedn questions
suchas: (i) whatarethe mostpopularcontentcat-
egories,and(ii) whatis thedistribution of message
sizes?We believe suchquestionsaareimportantto
() contentproviderswho needto understandetter
how to prioritize and usethe systemand network
resourcefficiently, andto (ii) web site develop-
erswho areinterestedn supportingfastaccesgo
popularcontent.

2. Popularity analysis We areinterestedn the pop-
ularity distribution of notificationandbrowsedoc-



uments.In particular we areinterestedn compar
ing theseaccesse® thewell-known Zipf-lik e dis-
tribution asreportedin previousweb studies[4, 7,
10, 14, 16], andin determininghow concentrated
arethe numberof requests/transmissiof@r popu-
lar documentsThis hassignificantimplication for
the effectivenesf web cachingandmulticastde-
livery.

3. Userbehavior analysis We areinterestedn clas-
sifying usersaccordingto their accesspatterns.
This is useful for personalizationtargetedadwer-
tising, prioritizing, and capacityplanning. Specif-
ically, we look at thefollowing aspect®f userbe-
havior:

e Spatial Locality. whetherusersin the same
geographicalregion tend to receve/request
similar notificationandbrowsingcontent.

e Temporl Stability. whetherusersare inter-
estedin browsing similar documentsover
time.

e User Load Distribution: how differentusers
place load on the web site; for service
providers, this distribution has implications
onpricing.

4 Notification Log Analysis

Table 2 shows the overall statisticsfor the notification
logs. In oneweek,the sener sentout 3.25million no-
tification message$or a total of 295 meggabytes. One
fourth of the messagesentout weredistinct, while the
remainingmessagekadthesamecontentout sentto dif-
ferentusers(in somecasesthe samemessagés sentto
ausermultipletimes,e.qg.,if auserhasregisteredor in-
formationto bedeliveredat specifictimesandtheinfor-
mationhasnot changediuringthatperiod). The signifi-
cantamountof duplicationin messagesentto different
userssuggestshat sendingnotificationvia application-
level multicastwould be useful; Section4.2 examines
this issuein greaterdepth. Therewere200,860distinct
users,of which 99.02%werewirelessusers.The notifi-
cationsweresentattheaveragerateof 323messageper
minute. The peakratewasmuchhigher, approximately
30timesashigh astheaveragerate.

4.1 Content Analysis

We begin our analysisby looking at the contentof the
notificationssentto varioususers.

Total messages 3,251,537

Total distinctmessages 884,272

Total bytestransmitted 295MB

Total bytesof uniguemessages 71.3MB
transmitted

Total numberof users 200,860

Total numberof wirelessusers | 198,882

Avg. notificationrate 322.57(msgs/min)
Peaknotificationrate 9502(msgs/min)

Table2: Overallstatisticdor thenotificationlogsfor the
periodfrom Aug 20 throughAug 26, 2000.

4.1.1 Popular Categories

We classifiedthe notificationsinto categoriesbasedon
the subjectfield, which was recordedin the notifica-
tion logs. We plottedthe numberof messagesentfor
eachnotification category in Figure 1, andthe number
of userswho recevedthe notificationmessagédor each
catgyoryin Figure?2.
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Figurel: Thetotal numberof notificationssentfor each
category.
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Figure2: Thetotalnumberof userswho recevednotifi-
cationsfor eachcategory.

As Figurel shows, email, weather news, stockquotes,
sports,and horoscopesre the most popularcategories
in termsof the total numberof notification messages.
In comparisonweathey email, horoscopesnews, and
stock quotesare the most popular categoriesin terms
of the total numberof users(seeFigure2). As we had
expected,email alertswerevery popular On the other
hand,we hadnot expectedweathesrelatednotifications



to be so popular Intuitively, one might have expected
stock quotesand news to be more popular especially
sinceusershave to explicitly registerfor differentnoti-

fication types(including weather),i.e., notificationsare
not beingsentdueto somedefault settingon the user

signuppage. Another surprisewas the low popularity
of calendaralerts. For calendaralerts, it is possible
that subscribersisehandhelddevicesthat are not con-
nectedto the wirelessinternet,for example,PDAs with

pre-installedsoftwareto handlescheduledneetingsan-
niversariesetc.
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Next we analyzedhow userinterestchangediuringthe

courseof aweek.Figure3 shovsacomparisorbetween
theamountof notificationdatasenton aweekdayersus
a day on the weelend. As onewould expect,thereis a

significantdifferencebetweerthenumberof stockquote
alertssentduringtheweekdaycomparedo thosesenton

the weelend. Similarly, thereare fewer mail alertson

weelends;this is probablydueto lower levels of work

activity thatoccuronweelendsrelative to weekdaysre-

sulting in fewer triggering events. For other cateyories
(e.g.,sportsweatherhoroscopes}he numberof notifi-

cationmessagesdoesnot vary significantly over week-
endsand weekdays. We attribute thesepatternsto the
factthat not mary userspersonalizell aspectof their
notificationportfolio in a very fine-grainedmanner(for

eventtypessuchasweatherthewebsite allows userso

selectthefrequeny andthetime of delivery).

4.1.2 Notification MessageSizeand Its Implications

We find that notification messagesre small. Specifi-
cally, all messagesontainlessthan256bytes.We shov
themessagsizedistributionin Figure4 to illustratethis
point. Consequentlyit is importantfor the delivery pro-
tocol to handlesmallmessagesfficiently. For example,
if the protocolcreatesa new TCP connectionfor every
notificationmessagethe overheadcanbe high. In par

ticular, the connectionestablishmentmay increasethe
userperceved latengy by a factorof 3 (i.e., from one
half round-triptime to one anda half round-triptime).
Assumingthe averagenotification messagesize to be
128bytes,the connectiorsetupandteardown increases
thebandwidthusagdrom 168 bytespermessagéo 448
bytes per messagdi.e., 7 additional paclets: 3 pack-
etsin the three-way handshak connectionsetup,and4
pacletsin the connectiorteardavn).
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Figure4: Sizedistribution of notificationmessageén-
cludingduplicates).

Onesuggestiorior reducingthe overheadf connection
setupandteardavn is to usepersistentonnection$13],
i.e., reusea TCP connectionfor multiple transfers. In
our casethe senerssendingthe notification messages
can maintainpersistentconnectionswith the gatevays
of the wirelessISPsandthensendall messagesn this
connection.

4.2 MessagdPopularity Analysisand Its Impli-
cations

Several studieshave found that web accessedollow

Zipf-lik e distribution: the numberof requestgo theit?

mostpopularobjectis proportionalto ,% [3,4,6,7, 10,

14, 16]. Theestimateof a rangefrom 0.5to 1 for web
proxy logs [7, 10, 14], andrangefrom 1 to 2 for web
senerlogs[4, 16]. It is interestingto examinewhether
notificationmessageexhibit a similar property

To do the abore, we take the following approach:For
each notification document,we count the number of
notification messagegi.e., copies)that were senton a
givenday. We plot the total numberof transmissions
of a document(i.e., notification messagesyersusthe
popularity ranking of the documenton a log-log scale.
Figure 5 shaws the plot for August 21, 2000. The
plots for the otherdaysare similar, andare omittedfor
brevity. If weignorethefirst few notificationdocuments
andthe flat tail in Figure5 (asis donein the previous
work [6, 7, 16]), we note that the curve fits a straight
line reasonablywell. We computethe valuesof o us-
ing least-squarditting, after excluding the top 20 doc-



umentsandthe flat tail (the latter setrepresentshe no-
tification documentghatweresentonly onceor twice).
The straightline on the log-log scaleimplies that the
notification documentsfollow a Zipf-lik e distribution.
We find that for our completedata-setthe value of «
variesfrom 1.137to 1.267(in Figure5, the valueof «
is 1.146). Thesevaluesarehigherthanthe « in theweb
proxy logs[7, 10, 14], andlower than(but closeto) the
a obsenedfor popularwebsenerlogs[16].
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Figure 5: Frequeng of notification documentssersus
rankingin log-log scale(for August21,2000).

Figure 6 shavs the cumulative distribution of notifica-
tion documentson August 21, 2000. The top 1% of
notificationdocumentqi.e., 1704) accountfor 54.24%
of the total notification messages. In the logs for
other days, the top 1% of notification documentsac-
countfor 54.15%- 63.66%o0f the total messagesSuch
a high concentrationof messagesontaining popular
documentssuggestghat using application-leel multi-
cast[8, 11, 17, 22] for populardocumentsvould yield
significantsavingsin bothbandwidthandsenerload.
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Figure 6: Cumulative distribution of notification mes-
sagedo documentgfor Aug 21,2000).

A possibleoptimizationis to distribute a setof caches
overthelnternetto form anoverlaymulticasttreerooted
at the notificationsener. Whena notificationmessage
needsto be sentto multiple recipientssimultaneously
it can be sentover the overlay tree and also storedat
the cachesthat it traverses. Thesecachescan help in
offloadingthe retransmissiomvork (say dueto a client
comingonline) from the sener: whenthe samecopy of
notificationneedsto be sentat a later time, the caches

closesto therecever canforwardthe message

Note that even thoughthe currentnotificationtraffic is
not significant,asthe popularityof notificationservices
increasespandwidthusagewill becomean important
factorfor scalingthe notificationsystem.Consequently
optimizationssuch as application-leel multicast will
becomemoreimportant.

We alsoobsened that the concentratiorof notification
message® documentdbecomedesspronouncedisthe
numberof the documentsonsideredncreasesFor ex-
ample,thetop 7.6%— 42.0%of the documentaccount
for 80% of the total messagesand the top 45.1% —
71.0%of notificationsaccountor 90% of thetotal mes-
sagesThisimpliesthatalarge performancéenefitcan
be obtainedby multicastingonly the mostpopularnoti-
ficationdocuments.

4.3 UserBehavior Analysis

We now studytwo aspect®of userbehavior: (i) thespa-
tial locality of userinterest,and (ii) the distribution of
loadthatusersplaceon the sener.

4.3.1 Spatial Locality

Spatial locality of userinterestis about determining
whetherpeoplein the samegeographicategion tendto
receve similar notification content. To carry out our
analysiswe take the following approach. We definea
notificationmessagé¢o be locally sharedf at leasttwo
usersin the sameclusterreceve the notification. We
comparethe degreeof sharingusinggeographicatlus-
tering andfour randomclusterings.In the geographical
clusteringcase clientsin the samecity areclusteredo-
gether In the randomclusteringcase,clientsare clus-
teredrandomlywith the clustersize beingthe sameas
in geographicatlustering. We obtainedthe geographi-
callocationof usersusinga registrationdatabasevhich
containszip codeinformation for eachuser The zip
codeinformationis not clean— someuserssupplied
invalid zip codes;we filter outall the zip codesthatare
not 5 digits. 14% of the userssuppliedsuchinvalid zip
codes. In the remainingentries,it is still possibleto
have zip codesthat do not matchthe actualuserloca-
tion, but the fractionis likely to be small. Furthermore,
whencomputingthe degreeof local sharingwe exclude
thecitiesto which fewerthan100notificationmessages
weresentoverthe courseof theweek.



As shown in Figure 7, clientsresidingin the samecity

have significantly more sharingin notification content
comparedo theclientspickedatrandom.We alsocom-
paredgeographicatlusteringwith three otherrandom
clusteringsandobsenedsimilar results. The higherde-
greeof sharingin notification messagegor clientsin

the samegeographicalregion indicatesthat localized
servicesare popularfor notification services. For ex-

ample,peopleliving in New York areinterestedn re-
ceving notification messagesboutweatheror events
in New York. The geographicalocality in notification
contentimplies that placing seners(i.e., either notifi-

cationsener replicasor senersin an overlay network
thatprovide application-le&el multicast)closeto popular
geographicatlusterscanbe usefulin reducingnetwork
load.
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Figure 7: Comparethe local sharingbetweenrandom
clientsandclientsthataregeographicallylosetogether

4.3.2 Load distribution of differ ent users

On average we obsenedthata userreceives?2.3 notifi-

cationmessagesontainingatotal of 0.2KBytesperday,

and16.1notificationmessagesontainingl.4 KBytesof

dataper week. Thereis a significantvariationin the
clients’ usage— duringtheweekthatwe studied,some
clientsrecevedover 1000messageé&containingashigh

as0.1 MB of data),while otherclientsreceved fewer
than 10 messagesontainingaslittle asa few hundred
bytesof data.

Figures8 and9 shawv thetotal numberof messageand
thetotalnumberof bytesrecevedby differentusersona
log-logscalerespectiely. Bothcurvesfit verywell with
astraightline (i.e., follow Zipf-lik e distribution), except
atthetail wherethereis asudderdrop. We computethe
valuesof o usingleast-squarétting, afterexcludingthe
sharpdrop at the tail. The valueof « is 0.4437when
usagses definedasthe numberof messagesyhenusage
is definedasthe numberof bytes,its valueis 0.4567.
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Figure8: Thetotal numberof notificationmessagese-
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To further study how usageis distributed acrossdiffer-
entclients,we plot the cumulative distribution of client
usagein Figure 10. As the figure shaws, the top 5%
of theclientsreceved28%of the notificationmessages,
and 25% of the notification bytes; the top 10% of the
clientsreceved 40% of the notification messagesand
38% of the notification bytes. It is clearthat a small
fraction of usersconsumea significantfraction of the
systemand network resources.lt is alsointerestingto
notethatthe CDF curvesaresimilar for the two differ-
entwaysof definingusage.The similarity of the curves
shavs thateachuserrecevesa similar numberof bytes
permessage.
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Figure 10: Cumulatie distribution of differentclients’
usage.

The cumulative load imposedby all users(in termsof
numberof messageandthe numberof bytessentby the
seners)is shavnin Figurell. Thefigureshavsthatthe
numberof messageandthe numberof bytesarefairly
constantduring weekdaysbut exceedthe numbersent
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duringthe weelend. This confirmswhatonewould ex-
pect,i.e., informationalertsare morefrequentlygener
atedwhenpeopleareworking.

4.4 Summary

Our analysisshawvs thatnotificationmessagearesmall,
populardocumentsaccountfor a significantfraction of
themessagesndthereexistsahigh degreeof sharingn
geographicategions. Systemdesignersieedto develop
transporiprotocolsthatcansendsuchmessagem areli-
able,efficientandsecuremanner For example anover-
lay network consistingof geographicallyplacedcaches
along with application-lerel multicast can reducethe
total network bandwidthrequirementsand sener load.
We alsoobsenredthatthereis a significantvariationin
clients’ usageof notificationservices Serviceproviders
candesignpricing plansaccordingto the needsof the
clientsandalsospecializecontentbasedon geographi-
cal location.

5 BrowserLog Analysis

In this section,we presenbur browserlogs analysis.In
our earlierwork, we performedanalyseson document
contentandpopularity, distribution of usersessionsand
systemload[1]. For the salke of completenessye first
summarizethe major findingsof our previous analysis,
andthenstudythetemporalstability andspatiallocality
of useraccessesaswell asthe distribution of the load
placedby differentusersonthewebsener.

5.1 Summary of previous analysis

In [1], we analyzedthe browser log collectedduring
the period from August 15, 2000 through August 26,
2000.Duringthistime thewebsenerreceved1.6—3.2
million requester day from 64,000— 98,000distinct
clients.Below is a synopsiof our majorfindings:

1. The distribution of documentpopularity doesnot
closelyfollow Zipf-lik e distribution, wherea doc-
umentis definedasa uniqueURL or asa unique
URL andparametepair. The majority of requests
areconcentrate@n a smallnumberof documents.
In particular wefoundthat0.1%— 0.5%of thedoc-
umentg(i.e., approximatelyl 21— 442)accountor
90%of therequests.

2. More than 60% of the pagesaccessedt the web
sener aredueto offline PDA usersandlessthan
7% of the accessearedueto wirelessclients; the
remainingaccessesre dueto desktopclients for
registrationandcustomizatiorservices.

3. Our analysisfor the distribution of reply sizes
shaved that mostof the repliesto wirelessclients
arelessthan3 KBytes. For offline clients,mostof
the repliesare lessthan6 KBytes. The reply size
distribution for the two typesof clientsis similar.

4. Our usersessionanalysisshaved that userstend
to have short sessionawvhen interactingwith the
web site: 95% of the sessionawvere lessthan 3
minutes. We empirically determinedthe session-
activity thresholdto be somevherebetween30 to
45 secondg(i.e., if no requestis receved from a
clientfor suchaduration,it impliesthattheold ses-
sionhasended).

5. Our cateyory analysisshowved that stock quotes,
news, andyellow pagesare the top cateyoriesac-
cessedy wirelessclients. For offline clients, help
is the mostpopularcategory followed by newvs and
stockquotes.

6. We obsenedthattherelative importanceof differ-
ent categoriesdid not changebetweenweekdays
and weelends (except stock quotesand sports).
However, the amountof data accessedver the
weelenddropsby approximately45%.

Thesefindingshave thefollowing performancemplica-
tions:

1. Thehigh concentratiorof requestgo populardoc-
umentsin the browserlog impliesthat cachingthe
resultsof popularquerieswould be very effective
in reducingthewebsenerload.

2. Sincemostrepliessentto wirelessandoffline users
aresmall(3—6 KB), thewirelesswebsenershould
be highly optimizedin sendingshortreplies,e.g.,
optimizing TCP slow startandre-star{15, 23] can
beusefulin this ervironment.



3. Our heuristic, basedon user sessionanalysis,to
determinethe session-inactity periodcanbe use-
ful to wirelessserviceproviders who want to re-
claim IP addresses.Our analysisshoved that IP
addressemay bereclaimedmorequickly thanthe
time perioddeterminedn earlierwork [12].

5.2 NewAnalysis

We now presenta userbasedanalysisof the browser
logs(basedntheuniqueidentifierassociateavith each
browserequest).We examinetemporalstability, spatial
locality, andusagevariationacrosdifferentusers.

5.2.1 Temporal Stability

In thesectionwe analyzewhetherusersareinterestedn
a similar setof document®n differentdays. To answer
this question,we pick the N most populardocuments
from eachday, and comparethe extent of the overlap.
Sinceall the web pagesare dynamically generateda
documents definedasa combinationof a uniqueURL
nameandthe query parametergi.e., two requestswith
the sameURL with differentparameterareconsidered
asdifferentdocumentrequests).We will usethe terms
documentindqueryinterchangeablin this section.

Firstwe studytherequestgrom all usersj.e.,including
wireless,offline, and desktopusers. Figure 12 (a) and
(b) plot theoverlapbetweernweekdaysAugust15 (Tues-
day) and August 21 (Monday) versusother days (i.e.,
bothweelenddaysandweekdays)In Figurel2 (a) and
(b), thecurveswith pointsarefor pairsof weekdaysand
thosewithout points are for a weekdayand weelend.)
Figurel3plotstheoverlapbetweerweelenddays.Note
thatthe x-axisdatavaluefor thetop V casedoesnotal-
wayscorrespondo exactly NV in thegraphs.Thereason
is that whenwe considerthe top (say) 100 documents,
thenext few documentsafterthesedocumentsnayalso
have the samefrequeny asthe 100°* document;since
we include thesedocumentsas well for the “top 100"
datapoint, it sometimesesultsin a small mis-matchof
theplottedpoints.

LookingatFigurel2 (a) and(b), we make thefollowing
obsenations:first, the overlapbetweerdifferentdaysis
significant. For example,the overlapsare over 80% for
thetop 100documentsandmostly over 70%for thetop
1000documents.This indicatesthat the setof popular
gueriesremainsrelatively stable,and suggestghat we
can cachea stablesetof popularqueryresultsor opti-
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mizethedatalayoutto improvetheperformancef these
gueries. For example, workload-basedechniquescan
beusedto generaténdicesandmaterializedviews auto-
maticallyfor adatabas¢?]; thesetechniquesrelargely
applicableif the databaseajuery workload s relatively
stable(which is the casefor our browserqueries).

Secondtheoverlapinitially fluctuateswith theincreas-
ing numberof documentspicked, and then decreases
whenthe numberof top documentgickedis over 100.
Theinitial fluctuationis probablydueto thefactthatal-
thoughvery populardocumentgendto remainpopulag
their relative rankingdoeschangeover time. However,
aswefurtherincreasehenumberof documentsywe may
includesomelesspopulardocuments Sincethesedoc-
umentsarelesslikely to remainpopularthanvery pop-
ular documentsthe temporaloverlap decreases.This
phenomenomvasalsoobsenedin [16].

Third, the overlapbetweenpairs of weekdayss gener
ally higherthanthe overlapbetweera weelenddayand
a weekday The overlapbetweentwo weelenddaysis
even higher This is consistentwith our intuition, and
suggestghat we shouldusepastweekdayworkloadto
predictfuture weekdayworkload,andlik ewise usepast
weelendworkloadto predictfutureweelendworkload.

We also examine the requestscoming from only the
wirelessusers,andfind theresultsarevery similar. As
before, the set of popularqueriesremainsstableover
time. The stability is especiallyhigh whenwe consider
the mostpopularqueries.In addition,thereis a signifi-
cantdifferencebetweerthe accesgatternon weekdays
versusthaton weelends.

5.2.2 Spatial locality

In this section,we considerthe following question:do
peoplein the samegeographicategion tendto issuea
similar setof queries. We emplgy the sameapproach
asis usedin studyingthe spatiallocality for notification
servicegdescribedn Section4.3.1).

Figure 14 compareghe fraction of documentghat are
sharedwithin a geographicalcluster and within four
randomclusters,when we considerrequestsfrom all
the users(excluding userswith invalid IDs). The fig-
ure shows that the curve for the geographicaklusters
overlapswith thosefor randomclusters. This over-
lap indicatesthat the degree of sharingbetweengeo-
graphicalclusteringandrandomclusteringis compara-
ble,andthecorrelationbetweerusers'interestn brows-

ing over wirelesschannelsandtheir geographicaloca-
tion is weak.
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Figurel4: Local sharingbetweerrandomsetsof clients
andclientsthataregeographicallyclosetogether

A possibleexplanationfor the weak correlationis that
the popularbrowse contenthasglobal interest. In par
ticular, asmentionedn Section5.1,0.1%- 0.5%of the
URL andparametecombinationgi.e.,about121—442
uniquecombinationslaccountfor 90% of the requests.
With sucha high concentratiorof userintereston a few
documentsevenwhenclientsarepickedatrandomthey
sharemary requeststherefore the geographicalocal-
ity becomednsignificant. A similar phenomenorhas
beenobsenedin a studyof a popularnews sener [16],
wherethe authorsobsened that the significanceof do-
mainmembershigecomesliminishedduringapopular
event. A major distinctionbetweerthat studyandours
is the way in which usersare clustered:in that study
usersareclusteredbasedon their DNS hameswhereas
in our studywe clusterusersbasedntheirgeographical
region, e.g.thecity in whichthey reside.

A naturalquestionfollows — why is theresucha high
concentratiorof interestin populardocumentshateven
when clients are picked at randomthey sharemary
documents? Examinationof the most popular URLs
andparametershows thatthey includethe front pages
for email login, news, sports,weathey lottery, and the
signupapplication,aswell assomepopularstockquote
queries.Intuitively, thesequeriesarevery popularto all
usersregardlesf their physicallocations.

The lack of geographicalocality implies that the web
sener’s contentcan be replicatedwithout keepingin
mind the geographicalocationof the clients.

We performedthe samespatiallocality analysisto re-
guestsissuedonly by wirelessclients. Figure 15 sum-
marizesthe results. With geographicatlustering,wire-
less clients have slightly more sharing of documents
than with randomclustering; however, the distinction
betweerthetwo clusteringss muchlesssignificantthan



thedifferenceobsenedfor notificationdocumentsThis
resultsuggestshat usinggeographicalocality of wire-
lessusersasinput for optimizing performanceor pro-
viding content)will yield limited success.
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5.2.3 Load distrib ution of differ entusers

In this section,we studythedistribution of loadsplaced
on the web sener by differentusers. Our earlieranal-
ysis[1] examinedthe differencein load distribution be-
tweenwirelessusersandoffline users.Now we look at
theloaddistribution at a morefine-grainedevel — ata
peruserlevel.

Figure 16 and Figure 17 show the total numberof ac-
cessesandtotal numberof datarequestedy different
clients, respectiely (userswith invalid identifierswere
discarded). As the figuresshaw, thereis a significant
variationin theloadplacedby differentusersontheweb
sener: someusersrequestseseral ordersof magnitude
more documents/datshan other users. The accesses
from only the wirelessclients reveal similar property
Thus,serviceproviderscanconsiderdesigningdifferent
pricing plansthatto caterto thewidely varyingneed<of
differentusers.
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Figure 16: Total numberof accessemadeby different
users.

100,000

10,000

1000 ¢

100 ¢

10t

Total number of Kbytes sent

1+

0.1

1 10 100
User ID (sorted by the number of bytes accessed)

1000 10,000 100,000 1,000,000

Figure 17: Total numberof datareceved by different
users.

Figure 18 shavs theinter-arrival time betweerrequests
comingfrom thesameuser Therequestgeneratedrom
the offline usersare muchmorebursty thanthosefrom
the wirelessusers:97% of the requestgrom the offline
usershave 1 secondor lessinter-arrival time, whereas
only 9% of the requestsdrom the wirelessusershave
comparabldnter-arrival time. We obsene very bursty
traffic for offline PDA usersbecauseheir requestsare
generatedy the downloaderprogramratherthana hu-
manbeing;theseusersalsogeneratesignificantlymore
requestghan wirelessusers. If not handledappropri-
ately, suchburstscandelay wirelessusersunnecessar
ily. The web site designerscan addresshis problem
in a numberof ways. For example,they can provide
higher priority to wirelessusersor restrictthe burst of
offline userrequestgo a few front-doorseners(seners
that handleincoming HTTP requests). An orthogonal
efficiency issuethat needsto be addresseds the syn-
chronizationprotocolfor PDAs, i.e., insteadof sending
a large numberof small requeststhe synchronization
protocolcould batchall theserequestsnto a singlere-
guestandreducethe senerload androundtriplatengy.
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Figure18: CDF of inter-arrival time betweenconsecu-
tive requestgrom the sameuser



6 Correlation between notifications and
browsing

Having studiedboththenotificationlogsandthebrowse
logs, it is usefulto understandvhetherthereis any corre-
lation betweerthebrowsingandnotificationactuities of

users.We areinterestedn answeringjuestionsuchas:
() douserautilize oneof the servicessignificantlymore
than other services,and (ii) doestheir interestin par

ticular contentcategoriesdiffer acrosshe two services.
We usethe notificationandbrowserlogs, both spanning
from August15, 2000throughAugust26, 2000for the

following analysis.

6.1 Correlationin the amount of usage

Figurel9shavstheaveragenumberof notificationmes-
sagesersushe numberof browserequestsandthe av-
eragenumberof browserequestsrersusthe numberof
notificationmessagesThereis little correlationbetween
the two variables:the numberof notificationmessages
fluctuateswidely with the numberof browse requests;
similarly, the numberof browserequestsalsoshovs no
obvioustrendwith respecto the numberof notification
messagesT hecorrelationcoeficientbetweerthesewo
variabless 0.265whenconsideringall usersand0.125
whenconsideringonly wirelessusers.The low correla-
tion coeficientsimplies that web site designerscannot
predicta users browsing activity basedon his/hernoti-
ficationactivity, andvice versa.

6.2 Correlationin popular content categories

We now look atthequestiorwhetherusersareinterested
in a similar setof contentcategyoriesacrosshe two ser

vices. To answerthis we take the following approach:
first, we classifynotificationmessageandbrowsingac-

cessesnto differentcategories. (The detailsof catego-

rizing notificationsaredescribedn Section4.2,andthe

detailsof cateyorizingbrowseaccessearedescribedn

our earlierwork [1].) Thenfor eachindividual user we

pick thetop N contentcategoriesin browsing andtop

N contentcategoriesin notification(if the next few cat-

egoriesafterthe N** category have the samefrequeny

of accessasthe N** category, we include thosecate-
goriesaswell for thetop N case).

Figure 20 shows the percentageof userswho have at
leastsomeoverlapbetweertheirtop N browvseandnoti-
ficationcateyories.Thedegreeof overlapis muchhigher
whenwe considemwirelessusersonly. For example,for

1000

100 ¢

10

Average # notifications to a user

0 100 200 300 400 500 600 700
# browse requests from a user

1000

100 ¢

10

Average # browse requests from a user

0 100 200 300 400 500 600 700
# notifications to a user

Figure19: Correlationbetweenthe numberof browse
requestandnotificationsof wirelessusers.

thetop 3 categyories,the percentagef overlappediusers
is lessthan 10% when consideringall the users,and
around50% when consideringonly the wirelessusers.
Ontheotherhand,evenwhenconsideringvirelessusers
only, thenumberof overlappediuserss never morethan
65%.
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Figure20: Numberof userswho have overlapbetween
their top N browsing categoriesandtop NV notification
catgyories.

We now comparethe extent of the overlapby varying
N from 1 to the total numberof categories. The results
areshown in Figure21. The figure shavs the average
percentagef overlapbetweertwo cateyories wherethe
averageoverlapis computedasfollows:
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Figure 21: Correlationbetweenthe numberof browse
requestandnotificationsof wirelessusers.

Z F#categories overlapped for user;
i min(N,min(BC,NC))

overlaprigh =
relevant users
E F#categories overlapped for user;
i min(N,maz(BC,NC)))
overlapoy =

relevant users

where BC' denotesthe numberof browse cateyories,
NC denoteghe numberof notification cateyories,and
relevantusersrefersto thoseusersthathave atleastone
browserecordandonenotificationrecordin therespec-
tive logs. We shaw the resultsfor only the top 9 cate-
gories,sincethevaluesbeyondthatarestable.

Essentiallytheseratioscomputethe percentag®f over
lap for eachindividual user and then take the aver
age of thesepercentagesver all wirelessusersor all
users. Since not all usershave at least N browsing
or notificationcateyories,we computeoverlapp;gn and
overlapy,.,, Wwherethe former computeghe percentage
of overlapby usingthe minimum of BC and NC, and
the latter usesthe maximumof BC and NC'. The fig-
ure shows that the amountof overlap is considerably
higher when consideringonly wirelessusers. For ex-
ample,for the top three catgories, the overlapis less
than7% whenconsideringall users.In comparisonfor
wirelessusers,the overlap;o,, andoverlapp;gn values
are21%and36%,respectiely. We alsoobsenethatthe
effect of increasingV is small. Evenwhen N is 8, the
percentagef overlapis lessthan50%for wirelessusers.

Theaboveresultsindicatethatwirelessusershave mod-
eratecorrelationin the way they usebrowseand notifi-
cationservices.ln comparisonthe correlationis much
lower when consideringall users. This is becausdahe
mostpopularbrowsing cateyoriesfor desktopusersare

sign-up services,direction, and generalhelp, whereas
notificationis usuallynot usedto deliver thesetypesof

content. On the other hand, somewirelessusersare
interestedin both browsing and receving notifications
aboutemails, stock quotes,personalizationnews and
sports. However, the degreeof correlationis limited,

andserviceproviderscannotsolelyrely onausersnoti-

ficationprofile to determinevhatcontenthe/shemaybe

interestedn browsing.

7 Conclusions

Internetacceswia smallhandhelddevicesis expectedo
increasdremendouslyn the next few years.In this pa-
per, we analyzedthe accesgatternsof a large web site
designedgrimarily for wirelessandhandheldnobilede-
vices. The web site providesboth browseandnatifica-
tion services.To our knowledge thisis afirst-of-a-kind
studythat analyzesotification services. It is alsofirst
in analyzinguserbehaior usingacommerciawebsite.
We believe this is animportantfirst stepin the direction
of understandinghe dynamicsof wirelessinternetser
vices.
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