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Hardware Failures

• The Achilles’ Heel        of Modern Data Centers

• Storage (SSD & HDD)

• NIC

• CPU

• Memory

2Source: https://community.fs.com/blog/different-types-of-server-rack-used-in-data-center.html

Source: 
Data centers at Alicloud.



Large-Scale SSD Reliability Studies

• Focus on SAS/SATA SSD

• Failure Rate Curve

• FTL Impact

• Correlated Failures
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Changes in NVMe SSD

• External
• NVMe Interface
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Reliability of NVMe SSD

• Internal
• Favor 3D NAND

• RAIN (Redundant Array of Independent NAND)

• LDPC (Low-Density Parity-Check)



Our Study

• Comparative Fail-Stop Study
• NVMe SSD vs. SAS/SATA SSD

• Quantitative Fail-Slow Study
• Severity

• Impact Factors

• Transition to Fail-Stop
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Outline

INTRODUCTION DATASET FAIL-STOP FAIL-SLOW SUMMARY & 
TAKE-AWAY POINTS



Our Dataset
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• 1.8+ million enterprise-level NVMe SSDs at Alibaba:
• MLC, 3D-TLC, and QLC drives.

• 3 manufacturers.

• 11 drive models:
• 12 different capacities (370GB-4000GB).

• Varying drive age and usage.

• Diverse services:
• Block storage, object storage, big data, buffering, log, streaming, and 

query.



Our Dataset
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• 1.8+ million NVMe SSDs

• Data source
• SMART logs (by devices)

• Failure tickets (by monitoring daemons)

• Performance logs (iostat)



Our Dataset
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• 1.8+ million NVMe SSDs

• Data source
• SMART logs (by devices)

• Failure tickets (by monitoring daemons)

• Performance logs (iostat)

• Dataset released
• https://tianchi.aliyun.com/dataset/dataDetail?dataId=128972

https://tianchi.aliyun.com/dataset/dataDetail?dataId=128972
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Infant Mortality

11• (SAS/SATA) SSD would experience a drawn-out period of infant mortality.

• How does the storage device failure rate vary with age/usage?

Facebook, 2015

[2] Meza et al. A large-scale study of flash memory failures in the 
field.

(b) SSD[2]
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(c) SAS/SATA SSD[3]

NetApp, 2020

[3] Maneas et al. A study of SSD reliability in large scale enterprise storage 
deployments.

Age

[1] Schroder et al. Disk failures in the real world: What does an 
MTTF of 1,000,000 hours mean to you?
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Infant Mortality

12• NVMe SSD does not exhibit high failure rates during early deployment.

1 5 10 15 20 25 30 35 40

Infant mortality not notable.
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• Possibly due to improvement in FTL error handling.

• What about in NVMe SSD?

Device errors still prevalent. 



Write Amplification

13• SATA SSD would experience high failure rates at both low(≤1) and high(>2.5) WAF levels.

• Write Amplification Factor (WAF)

• 𝑊𝐴𝐹 = !"!#$%&'()
*+,&-./ $%&'()

• Usually above 1 (e.g., due to GC)

• Data compression ⟹ WAF≤ 1

• Microsoft’ 2016[1] on SATA SSD

[1] Narayanan et al. SSD failures in datacenters: What? When? And Why?

• How does write amplification affect SSD reliability?

Write Amplification Factor (WAF)

Fa
ilu

re
 ra

te

≤1 >2.5

High at both ends

Failure rate increases as WAF increases



Write Amplification

14• NVMe SSD only has notably high failure rates at low WAF levels (i.e., rare but deadly).

• What about in NVMe SSD?

WAF
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2.19X higher than average

Heavy write amplification⇏ high failure rate
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Only 3% for WAF≤1

Extremely low WAF is rare



Correlated Failures

15• For SATA SSD, spatially correlated failures are temporally correlated in the short-term span.

[1] Han et al. An in-depth study of correlated failures in production SSD-based data centers.

• What is the distribution of SSD correlated failures?

• Spatially correlated

• From the same node/rack

• Temporally correlated

• Similar time to failure

• Alibaba’ 21[1] on SATA SSD

Dominant in the short term (within 1min)!

(a) Intra-node (b) Intra-rack
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• What about in NVMe SSD?

(a) Intra-node
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• What about in NVMe SSD?

(a) Intra-node
No longer prevalent within 1 minute
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• What about in NVMe SSD?

(a) Intra-node
No longer prevalent within 1 minute

Dominant in the long term (> 1 day)
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Correlated Failures

19• Spatially correlated failures are temporally correlated only in the long-term span.

• What about in NVMe SSD?

(a) Intra-node
No longer prevalent within 1 minute

Dominant in the long term (> 1 day)

(b) Repair time (days)

~43.90% repaired after 1 day

Long term (> 1 day)Failure time interval
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How to identify fail-slow drives?
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• No ground truth in identifying fail-slow

A “thousand” ways to define!

How slow is a drive to be considered fail-slow?

>100us?

>1ms?

>500us?

…



How to identify fail-slow drives?
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• No ground truth in identifying fail-slow

• No ground truth in root causes
What causes the performance degradation?

Hard to tell!

…

GC?

Hardware?

Heavy workload?



How to identify fail-slow drives?

23• Our solution: Peer-evaluating drives from the same node to identify the fail-slow.
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How to identify fail-slow drives?

24• Our solution: Peer-evaluating drives from the same node to identify the fail-slow.
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• (I) Identify suspicious drives

Statistical bound (−∞, 𝟑𝒓𝒅_𝒒𝒖𝒂𝒓𝒕𝒊𝒍𝒆 + 𝟐𝑰𝑸𝑹)
Inter-Quartile Range (𝑰𝑸𝑹 = 𝑸𝟑 − 𝑸𝟏)



How to identify fail-slow drives?

25• Our solution: Peer-evaluating drives from the same node to identify the fail-slow.
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• (I) Identify suspicious drives

>50% above the bound?



How to identify fail-slow drives?

26• Our solution: Peer-evaluating drives from the same node to identify the fail-slow.
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• (I) Identify suspicious drives

Suspicious of fail-slow

From peer drives

Most above the bound



How to identify fail-slow drives?

27• Our solution: Peer-evaluating drives from the same node to identify the fail-slow.

• (I) Identify suspicious drives

• (II) Identify slowdown events
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Sliding window



A widespread concern

28• Compared to HDD, fail-slow failure in NVMe SSD is much more widespread and frequent.
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A severe problem

29• Fail-slow NVMe SSD could degrade to SATA SSD or even HDD performance.
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Transition to (fail-stop) failures

30

0.57%
(4429 drives)

Fail-stop

0.59%
(4574 drives)

Fail-slow
Healthy

98.84%
(771K drives)



Transition to (fail-stop) failures

31• The transition from fail-slow to fail-stop is rarely observed (i.e., at least not within 5 months).

Healthy

0.57%
(4429 drives)

0.59%
(4574 drives)

Fail-stop Fail-slow
98.84%

(771K drives)

<0.01%
(10)

Fail-slow before fail-stop



Other Findings

• Reoccurrences of slowdown events (§5.2.3)

• Impact factors 
• Manufacturer (§5.2.3)

• Drive age (§5.3.1)

• Workload (§5.3.2)

• SMART attributes are not good indicators of fail-slow (§5.3.3)

32

More details in the paper!
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Fail-stop failures
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• Infant mortality is not notable in NVMe SSD

• Write amplification
• NVMe SSD becomes more robust to high write amplification (WAF>2)
• Low write amplification (WAF≤1) is still rare-but-deadly (i.e., high failure rates)

• Spatially correlated failures (intra-node/rack)
• Are temporally correlated in the long-term span (i.e., 1 day to 1 month)
• Are no longer prevalent in the short-term span (i.e., 0 to 1 minute)

Major reliability changes in NVMe SSD (compared to SAS/SATA SSD):



Fail-slow failures
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• Fail-slow failure is widespread and severe in NVMe SSD
• (Widespread) 1.41% infected within 4-month monitoring (up to 51X higher than HDD)
• (Severe) Could degrade to SATA SSD or even HDD performance

• Impact factors
• Manufacturer
• Drive age
• Workload

• SMART attributes exhibit negligible correlation with fail-slow metrics

• Fail-slow failures rarely transit to fail-stop failures (at least not within 5 months)

The first large-scale study on fail-slow failures in storage devices.
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