
OSDI 2018 PREVIEW: 
MACHINE LEARNING 

Shivaram Venkataraman 
University of Wisconsin, Madison 





MACHINE LEARNING 

Classification 
 
 

Recommendation 



What 

Dog 
 
 
Dog 
 
 
 
Cat 
 
 
Cat 

Model 
Training 

Cat ? 

Inference 



HOW 

 
 
 

Loss 
Function 

Data (Examples) 

Model 

Optimization Algorithms 

En(f) =
1

n

nX

i=1

L(f(xi), yi)

Data (Labels) 

argmin
f2F



DEEP LEARNING 

ReLU  
max (Σxiwi, 0) 

x1 

x2 

x3 

w1 

w2 

w3 

Non-linearity 



DEEP LEARNING 

Stack them together ! 



DEEP LEARNING 
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MODEL TRAINING 

Initialize w 
For many iterations: 

 Compute Gradient 
 Update model 

End 
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Gradient using backprop 
Compute Intensive! 



MULTIPLE PREDICTIONS 
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Machine LEARNING TAKEAWAYS 
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RECENT ML SYSTEMS 

Programming Frameworks 
 - Naiad [SOSP 2013] 
 - PowerGraph [OSDI 2012] 
 - Tensorflow [OSDI 2016] 

Scalable Training 
 - Parameter Server [OSDI 2014] 
 - Project Adam [OSDI 2014] 

Bug Hunting 
 - DeepXplore [SOSP 2017] 



MACHINE LEARNING STACK 
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Goals, Challenges 
 
Heterogeneous hardware 
 
Low latency (Avg, P99) 
  
Heterogeneous jobs 
 
Cluster Utilization  
 
 
 



Questions to consider 

What is the target machine learning workload ? 
–  Data or model types 
–  Training vs. Inference 

What is different when running ML workloads ? 
–  Compared to SQL queries 
–  Compared to web applications 
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Key Challenges: 
Distributed training 

Heterogeneous tasks 
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Key Challenges: 

Diverse hardware 
 Many Optimizations 



Cluster Scheduler for 
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Key Challenges: 

Prioritize Accuracy 
Heterogeneous Jobs 



System for Inference 
 

Key Challenges: 
Increasing Utilization 

P99 Latency 



CONCLUSION 

Machine learning workloads present new systems challenges! 
 
For every paper, consider 

 - Workload properties 
 - ML goals / targets 
 - What is different from SQL/web apps 
    


