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Hi, i’m Suhail

I’m an Engineer at Monzo on the Platform squad. 
We help build the base so other engineers can 
ship their services and applications.

Email: hi@suhailpatel.com
Twitter: @suhailpatel
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https://etcd.io/
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Sequential Consistency

https://zookeeper.apache.org/doc/r3.1.2/zookeeperOver.html
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https://www.usenix.org/conference/srecon19americas/presentation/nigmatullin
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N1: PING N2, are you alive?

N1: Also, i’m representing 
service.account so put it in 
your state
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https://www.cs.cornell.edu/projects/Quicksilver/public_pdfs/SWIM.pdf
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N3

N1: I suspect N3 is dead 
because it hasn’t sent a 
heartbeat in a while, can you 
do an INDIRECT PING?

(Scalable) Gossip Protocols



https://www.cs.cornell.edu/projects/Quicksilver/public_pdfs/SWIM.pdf
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N3 N2: Hi N1, yes, N3 is 
dead for me too

Your suspicion was 
correct

(Scalable) Gossip Protocols
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Eventual Consistency

service.account v1
Envoy Config Provider



Summary

Need Agreement?
- A strongly consistent system may be ideal for 

this use case

Scalability?
- Eventual consistency will work as long as you 

acknowledge in your applications that it’s not 
always perfect





Thanks!

Email: hi@suhailpatel.com
Twitter: @suhailpatel


