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Problems

Collocated Architecture

1. Shared Resources

2. Independent Deployments

3. Low Fault Tolerance
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Challenges: Which Nexus to talk to?

Off-box Architecture

Conditions:

• Independent Gateway Decisions

• Even Distribution of Connections

• Minimal Disruptions



What is it?

Rendezvous Hash

Rendezvous hashing is an algorithm that allows clients to achieve distributed 
agreement on a set of 'k' options out of a possible set of 'n' options.
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How does it work?

Rendezvous Hash

On Gateway gi:
For nj in N:

weight_of_nj = HASH(gi , nj )
Connect to nexuses with the top 'k' weights values
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A Note on the Hash and Distribution

Rendezvous Hash

On Gateway gi:
For nj in N:

weight_of_nj = HASH( gi , nj )
Connect to nexuses with the top 'k' weights values
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Traffic Routing: Naïve solution – pick lowest loaded
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Sticky Routing : Wins
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Customer traffic Isolation in the off-box architecture

Looking back
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1. WarpGate Visibility

2. Virtual Pool placement
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3. Full Mesh Architecture

Bladerunner 1 Lorem

Bladerunner 2 Ipsum

Bladerunner 3 Dolor

Bladerunner 4 Ipsum
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Bladerunner 6 Lorem

Bladerunner 7 Amet

...

Bladerunner 'b' Dolor
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