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W e  a r e  s ta r t i n g  t o  s e e  a  s i g n i f i -
cant increase in the use of mobile comput-
ing devices such as laptops, PDAs, and Wi-Fi 
enabled phones in the workplace. As the 
usage of corporate 802.11 wireless networks 
(WLANs) grows, network capacity is becom-
ing a significant concern. In this paper, we 
propose DenseAP, a novel architecture for 
increasing the capacity of enterprise WLANs 
using a dense deployment of access points 
(APs). In sharp contrast with wired net-
works, one cannot automatically increase 
the capacity of a WLAN by simply deploying 
more equipment (APs). To succeed in in-
creasing capacity, the APs must be assigned 
the appropriate channels and power levels, 
and the clients must make intelligent deci-
sions about which AP to associate with. Fur-
thermore, these decisions about channels, 
power assignment, and associations must 
be based on a global view of the entire 
WLAN, rather than the local viewpoint of an 
individual client or AP. Given the diversity of 
Wi-Fi devices in use today, another con-
straint on the design of DenseAP is that it 
must not require any modification to Wi-Fi 
clients. We outline the challenges faced in 
solving these problems and the novel ways 
in which DenseAP addresses them. 

In a typical office environment, it is relatively easy 
to deploy a wired Ethernet network. These net-
works are generally well-engineered and over-
provisioned. In contrast, deploying WLANs in 
enterprise environments is still a challenging and 
poorly understood problem. WLAN installers typi-
cally focus on ensuring coverage from all locations 
in the workplace, rather than the more difficult-
to-measure properties such as capacity or quality 
of service. Thus, it is common for WLAN users to 
experience significant performance and reliability 
problems. 

The usage model for enterprise WLANs is cur-
rently undergoing a significant transformation as 
the “culture of mobility” takes root. Many employ-
ees now prefer to use their laptops as their primary 
computing platform, in both conference rooms and 
offices [12]. A plethora of handheld Wi-Fi enabled 
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devices, such as PDAs, cell phones, VoIP-over-Wi-Fi phones, and personal 
multimedia devices, are becoming increasingly popular. These changes are 
leading enterprise network administrators to question the assumptions made 
during the design and deployment of their existing WLANs [1]. In addition 
to the scalability challenges that arise with increased WLAN usage, the ap-
plications for many of these new mobile devices require better QoS and mo-
bility support. 

The need to improve enterprise WLAN performance has been recognized 
by the research community [2, 13, 14] as well as by industry. Upgrades at 
the PHY layer, such as the transition from 802.11g to 802.11n, are impor-
tant steps along the path to increasing WLAN capacity, but they are not 
enough. Deploying more APs has the potential to improve WLAN capacity, 
yet in sharp contrast to wired networks, one cannot automatically increase 
the capacity of a WLAN by simply deploying more equipment. To succeed 
in increasing capacity, intelligent software control of the WLAN devices is 
needed to deal with such issues as channel assignment, power management, 
and managing association decisions. 

We present a new software architecture called DenseAP, with the goal of 
significantly improving the performance of corporate Wi-Fi networks. A 
key emphasis in our design of the DenseAP system is on practical deploy-
ability. For example, because of the incredibly wide diversity of existing 
Wi-Fi devices, DenseAP must provide significant performance benefits with-
out requiring any modifications to existing Wi-Fi clients. Furthermore, as 
a consequence of these concerns, we do not consider changes that require 
hardware modifications or changes to Wi-Fi protocols. Although these con-
straints do limit the design space to a certain extent, we found they also 
open up a set of interesting research challenges. 

DenseAP architecture and design challenge two fundamental characteristics 
of most current enterprise WLAN deployments. First, existing WLANs are 
designed with the assumption that there are far fewer APs than clients active 
in the network, whereas with the DenseAP architecture the common case 
will be that APs outnumber clients. Second, in conventional WLANs clients 
decide which AP to associate with, whereas the DenseAP systems use cen-
tralized control of the association process. 

The scarcity of APs in conventional enterprise WLANs limits their perfor-
mance in a variety of ways. For example, with a large number of nonoverlap-
ping channels (e.g., 12 in 802.11a) but only a few APs, the WLAN is unable 
to fully utilize the available spectrum at each location. Because radio signals 
fade rapidly in indoor environments, adding extra radios to existing APs is 
not as effective as deploying a larger number of APs in different locations. 
If APs are densely deployed, each client can associate with a nearby AP 
and will thus see better performance. A dense deployment also ameliorates 
the “rate anomaly” problem [8] that hurts the performance of conventional 
WLANs. 

To fully benefit from a dense deployment of APs, the clients must associate 
with the right AP. In conventional WLANs clients select which AP to associ-
ate with. Typically, the association policy is implemented within the device 
driver for most Wi-Fi clients, and it uses only locally available information. 
For example, most client drivers tend to use signal strength as the dominant 
factor in selecting an AP, yet it is well known that this behavior can lead to 
poor performance [9]. For example, when many clients congregate in a con-
ference room, they all tend to choose the same AP. To improve performance, 
when multiple APs are available clients must associate with different APs. In 
the DenseAP architecture, the central controller gathers information from 
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all the APs and then determines which AP a particular client should associ-
ate with. Using a novel way to manipulate the 802.11 association process, 
the central controller ensures that a specific Wi-Fi client will only discover 
the AP that the controller has chosen, thus ensuring that the clients associ-
ate with this AP. Using a similar mechanism, the controller also carries out 
periodic load balancing by seamlessly moving clients from overloaded APs to 
nearby APs with significantly less load. The controller achieves all this with-
out requiring any changes to the association control software that runs on 
the clients. 

The DenseAP architecture is quite versatile and is capable of improving 
many aspects of performance of enterprise WLANs. In this paper, we focus 
on describing how DenseAP helps significantly improve the capacity of en-
terprise WLANs. We define capacity simply as the sum total of throughput 
all active clients in the network can potentially achieve. We also briefly dis-
cuss how the architecture can improve other aspects of performance, such as 
quality of service for delay- and jitter-sensitive applications such as VoIP. 

We describe the DenseAP architecture, algorithms, interesting research chal-
lenges, and open issues that arise when deploying APs in a very dense man-
ner. These challenges include the need for appropriate channel and power 
assignment, ensuring that clients associate with the appropriate AP, and the 
need to make the system self-managing and easy to deploy. We will point 
out how the performance could be further improved if we could modify the 
end clients or count on their cooperation in some manner. We view the cur-
rent DenseAP architecture not as the final word but as a practical first step 
toward exploring many ways of improving the performance of Wi-Fi net-
works. 

Architecture

Figure 1 presents a high-level illustration of the DenseAP system architec-
ture. Broadly, the system consists of DenseAP nodes (DAPs) connected to the 
wired network and controlled by a central server. Each DAP has a program-
mable software AP running on it. The DAP sends periodic reports to the 
DenseAP Central Controller (DC). These reports consist of the list of clients 
associated with it and the amount of traffic sent to or received from each cli-
ent. The DC aggregates reports received from all DAPs and uses this infor-
mation to send commands to DAPs to control their behavior. 

F i g u r e  1 :  O v e r all    a r c h i t e c t u r e  of   t h e  D e n s e A P  s y s t e m

In the context of this architecture, we need to answer the following three 
questions: First, what information does the DC need, and what “knobs” can 
it tune to improve the capacity of the system? Second, how densely should 
the DAPs be deployed? Third, is the architecture scalable and cost-effective? 
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Role of the DenseAP Central Controller

Given a set of DAPs and clients, the overall capacity of the WLAN depends 
on several factors. Since we do not wish to modify the clients, the set of per-
formance “knobs” available to us is somewhat limited. In our current imple-
mentation, the DC attempts to improve capacity by controlling the channel 
each DAP operates on, the power with which each DAP transmits, and the 
DAP with which each client associates. 

Two other knobs that can also affect the overall WLAN capacity are the 
Clear Channel Assessment (CCA) threshold used by each DAP and the au-
torate algorithm implemented on each DAP. The CCA threshold determines 
the level of background noise an 802.11 transmitter will consider acceptable 
before transmitting. If set to a high value, the transmitter is more likely to 
cause interference with other transmissions [13]. We do not modify the CCA 
threshold since most off-the-shelf wireless cards do not allow modifications 
to this value. The second knob is the autorate algorithm, which determines 
the transmission rate used by the DAP to communicate with the clients. 
Autorating algorithms have been studied extensively by prior research. 
DenseAP nodes use the autorate algorithm described in Wong et al. [17]. In 
the future, we plan to investigate whether the autorate algorithm can benefit 
from the network information gathered by the DC. 

We now describe how the DC performs association and channel manage-
ment in the system. We also address power control, mobility, and fault toler-
ance in the system. 

association control

In the DenseAP system, the DC decides which client associates with which 
DAP. This is achieved by limiting the visibility of DAPs to the clients. We 
first describe the mechanisms involved and then describe the algorithm 
used to decide which DAP is made visible to which client. 

Limiting DAP Visibility to Clients

In conventional 802.11 networks, APs advertise their presence by send-
ing out beacons, which include their SSID and BSSID. Prior to association, 
clients gather information about the APs by scanning the channels one by 
one and listening for beacons on each channel. This is called “passive scan-
ning.” The clients also perform “active scanning,” whereby they send out a 
probe request message on each channel. This message is a request for APs to 
send out information about themselves. APs respond to a probe request mes-
sage with a probe response message, the contents of which are similar to the 
beacon frame. Once the client gathers information about all APs, it decides 
which AP to associate with, and it carries out the association handshake. 

The DC performs association control by limiting the visibility of DAPs to 
clients, exposing DAPs on a “need to know basis” to a particular client. This 
is achieved via two techniques. First, since 802.11 networks are identified 
by their SSIDs, DAPs are set to beacon with the SSID field set to NULL. Sec-
ond, each DAP maintains a local access control list (ACL) of client MAC ad-
dresses that is solely managed by the DC. On receiving a probe request from 
a client, the DAP replies with a probe response message only if the client’s 
MAC address is in its ACL (i.e., if the DC has previously added the MAC ad-
dress to the ACL of this DAP). If a DAP receives a probe request from a cli-
ent whose MAC address is not in its ACL, it sends a message to the DC, 
informing the controller that a client might be requesting service. 
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The reason to use hidden SSID beacons is to keep the network “hidden” and 
prevent clients from associating with any other DAP in its vicinity. Another 
alternative is for DAPs not to beacon at all; however, beacons are essential 
for clients to use power save mode. We have also found some client drivers 
that disconnect if they don’t receive periodic beacons from the access point 
they are associated with. 

By adding the MAC address of a client to only one DAP’s ACL at a time, the 
DC ensures that, for the SSID associated with the DenseAP network, only 
one DAP is visible to the client at any given time. 

Note that traditional MAC address filtering could not have achieved this. 
MAC address filtering only prevents association, not probe responses. With 
traditional MAC address filtering, a client would discover several DAPs, and 
it might not even try to associate with the one the DC has chosen for it. 

This method of association control has two key advantages. First, it re-
quires no changes to the client. Second, the DC has a comprehensive view 
of the traffic in the network and hence can make an informed decision when 
choosing a DAP for a client. 

We have verified that most, if not all, wireless drivers and cards available 
on the market today perform active scanning and hence they are able to dis-
cover DAPs. DenseAP is also designed such that if a client fails to associate 
with the assigned DAP (say, because of interference near the client), the DC 
detects this since DAPs periodically report back information about associ-
ated clients. The DC then reassigns the client to a different DAP. 

DAP Selection Policy

We now consider how the DC determines which DAP a client should asso-
ciate with. Our intuition is to take into account both the load on the DAP 
and the quality of the connection between the client and the DAP. We cap-
ture this in a metric called the available capacity, which is calculated as fol-
lows: Available Capacity = Free Air Time × Expected Data Rate. Free Air 
Time is the fraction of time during which the DAP and the channel it is on 
are not busy. Expected Data Rate is an estimate of the transmission rate the 
DAP and the client will achieve when communicating with each other. This 
is primarily determined by the quality of the connection between the client 
and a prospective candidate DAP. The client is assigned to the DAP with the 
most available capacity. In other words, the DAP with the most free capacity 
will allow the client to send the most data, while minimizing the impact on 
other clients. 

Channel assignment is tied into the association scheme. Since we only have 
a limited number of channels, those DAPs not servicing clients do not need 
to beacon and hence we don’t assign channels to them. Therefore a DAP is 
assigned a channel on an on-demand basis (i.e., only when at least one cli-
ent is associated with it). When a DAP does not have a channel assigned, it 
scans all channels and estimates load on the various channels in its vicinity. 
This information is sent to the DC. When assigning a channel to a DAP, the 
DC picks the channel with the least load. 

One could propose other association policies, depending on the end goal for 
which the system is optimizing. For example, it can take into account the 
number of clients associated with the DAP, or it can try to balance the load 
across all DAPs. It may be possible to anticipate and factor in the future load 
generated by the client (e.g., demand from VoIP clients is generally predict-
able). We are actively exploring this research space. 
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We now describe how we compute the free air time at the DAP and the ex-
pected data rate. We do not expect these calculations to be precise, par-
ticularly when it comes to estimating the expected data rate. However, our 
intention is to provide a reasonable ordering of DAPs and to recover from 
any mistakes via load balancing. Hence, even if a client were to be assigned 
an “incorrect” DAP, the system will, at some point, hand off the client to a 
more suitable DAP. 

Estimating Free Air Time

We can estimate the free air time in the vicinity of a DAP with varying de-
grees of accuracy. The DAP could simply add up the air time used by all 
packets that it has sent and received, over a unit period of time. The re-
maining time is the free air time at the DAP. However, such an approach ig-
nores the effects of interference. Part of the interference can be accounted 
for by adding up any traffic sent or received by nearby DAPs that are on the 
same channel. The DC can perform this calculation using the information 
submitted by each DAP. A much more accurate method of estimating the 
free air time is for each DAP to use the ProbeGap technique, as proposed 
by Lakshminarayan et al. [11], and report the information to the DC. This 
technique directly estimates the free air time by computing the delay experi-
enced by small probe packets. We currently use a variant of this method in 
our implementation. Further details are provided in our paper [15]. 

Estimating Expected Transmission Rate

It is difficult to accurately predict the transmission rate a client will achieve 
when communicating with a DAP (or vice versa). The rate primarily de-
pends on how well the DAP receives the client’s signal. However, the rate 
also depends on a variety of other factors such as the autorate algorithm im-
plemented by the client, power levels used by the client, and channel con-
ditions near the client. Of these factors, we can only estimate how well the 
DAP receives a client’s signal. 

When attempting to associate, clients send out probe request messages, 
which are overheard by nearby DAPs, who then inform the central control-
ler. We estimate the quality of the connection between the client and the 
various candidate DAPs using the signal strength (RSSI) of the received 
probe request frames at the various DAPs. We convert these observed sig-
nal strengths into estimates of expected transmission rate by using a map-
ping table. The mapping table drops RSSI values into fixed-size buckets and 
assigns an expected rate to each bucket. We assume that the same trans-
mission rate will be used by both the client and the AP. We call this the 
rate-map approach. The mapping table is initially generated by manual pro-
filing using a few clients at various locations. It can then be refined as actual 
data from more clients is gathered during live operation. 

At first glance, it may appear that extrapolating the signal strength observed 
in the uplink direction to an expected transmission rate in both directions 
could result in inaccurate estimations and/or poor performance, especially 
given the other factors that are ignored. Yet, in our system, we find that it 
provides reasonable results for the following reasons. First, given the density 
of access points, a client generally associates with a nearby DAP. For such 
short distances, we find that signal strength measured in one direction is a 
good approximation of signal strength seen in the other direction. Second, 
because the client and the DAP are usually close to each other, we generally 
see good signal strength in both directions. Most commercial Wi-Fi cards 
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behave similarly in such conditions. Finally, note that we do not need the 
exact transmission rates used by either the client or the DAP. The conversion 
table is merely a way of ranking the relative importance of the observed sig-
nal strength. We present further details in our paper [15] on this approach 
as well as its efficacy. 

A typical wireless network tends to be dynamic in that the available capacity 
of a DAP will change as clients enter or leave the network and as the traffic 
load changes. We aim to make a reasonably good and efficient choice when 
initially assigning the client to a DAP and then to adapt to the changes in 
the environment via load balancing as we now describe. 

load balancing via handoffs

The goal of the load balancing algorithm is to detect and correct overload 
situations in the network. We expect that such situations will be rare in an 
environment with a dense deployment of access points and with numerous 
available orthogonal channels (e.g., 12 in 802.11a). However, it is important 
to watch for, and correct, the overload situations if and when they occur. 

For example, an overload situation might occur if many clients congregate in 
a conference room and the network conditions are such that the algorithm 
used when associating new clients assigns several of them to a single DAP. 
In such a situation, all clients simultaneously transmitting or receiving data 
can cause an overload at the DAP. 

The load balancing algorithm works as follows. Once every minute, the DC 
checks all DAPs to see if any are severely overloaded. Recall from earlier that 
the busy air time (load) calculation incorporates the impact of traffic/inter-
ference near the DAP and the downlink traffic generated by the DAP. We 
consider a DAP to be overloaded if it has at least one client associated with 
it and it reports free air time of less than 20%—if, in other words, the chan-
nel is more than 80% busy in the vicinity of this DAP. The DC considers the 
DAPs in decreasing order of load. If an overloaded DAP (A) is found, the DC 
considers the clients of A as potential candidates to move to another DAP. 
Recall that the DAPs send periodic summaries of client traffic to the DC. 
These summaries include, for each client, a smoothed average of the sum of 
uplink and downlink traffic load generated by the client during the previous 
interval. The load is reported in terms of air time consumed by the traffic of 
this client and the average transmission rate of the traffic. 

For each client M at A, the DC attempts to find a DAP B such that the ex-
pected rate M will get at B is no less than the average transmission rate of 
the client at A, and the free air time at B is at least 25% more than the air 
time consumed by M at A. If such a DAP is found, M is moved to B by using 
a mechanism similar to the association mechanism described earlier [15]. 
Note that if B had no clients associated with it, the DC would also assign it 
a channel (the one B reported to have the most free air time on), just as it 
would do when associating a new client. 

The load balancing algorithm moves at most one client that satisfies these 
criteria during each iteration. Furthermore, once a client M has been handed 
off from A to B, it is considered ineligible to participate in the next round of 
load balancing. These hysteresis techniques are intended to prevent oscilla-
tions. 

We note a few things about the load balancing algorithm. (i) Our algorithm 
is conservative. Moving clients from one AP to another is a potentially dis-
ruptive event, and we try to minimize how often we force such reassocia-
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tions to occur. (ii) The load balancing algorithm improves overall system 
throughput in two ways. First, the client that is moved to the less-loaded AP 
can ramp up and consume more bandwidth. Second, the clients that stayed 
with the previously overloaded AP now have one fewer client to contend 
with, and they can also increase their throughput. (iii) It is sometimes pos-
sible to do load balancing by changing the channel of the overloaded DAP. 
This technique is useful only if the background traffic/interference (poten-
tially from other DAPs) on the channel is significantly higher compared to 
the traffic sent/received by the overloaded DAP itself. However, the draw-
back of this technique is that all clients associated with the DAP will have to 
reassociate. Since we consider client reassociations to be disruptive events, 
we do not use this technique. 

power control

We have three options when it comes to power control in the DenseAP sys-
tem. The first is to perform no power control at all, the second is to per-
form unilateral power control at the DAP, and the third option is to perform 
co-ordinated power control between clients and the DAPs. We rule out the 
third option at present, since it requires client modifications. 

In our current testbed, we use the first option: We allow all DAPs to trans-
mit at maximum power. This increases the coverage area, but it minimizes 
the potential for spatial channel reuse. We are also experimenting with uni-
lateral power control at the DAP. The idea is that, given a set of clients asso-
ciated with the DAP, the DAP transmits at the minimum power necessary to 
provide “good” service to all clients. The “goodness” of the service is defined 
in terms of loss rate and transmission rate. The problem, however, is that the 
clients are free to transmit at any power they choose, which reduces the po-
tential for spatial reuse. Our preliminary experiments have uncovered other 
problems with this option. Our results show that unilateral power control  
at the DAPs results in increased instances of hidden terminal and capture-
effect problems. We are investigating this issue further. 

mobility

To handle client mobility, the DC keeps track of a client’s location, using 
the technique described in Chandra et al. [7]. When the location changes 
significantly, the system hands off the connection to a suitable DAP located 
nearby. The handoff is performed as previously described, and the DAP is 
selected using the available capacity metric. A client that undergoes handoff 
is considered ineligible to participate in load balancing for some period of 
time, to prevent oscillations. It is, however, eligible to participate in another, 
mobility-related handoff. 

fault tolerance

We want DenseAP to be a self-configuring and self-managing system. 
Hence, when a DAP goes offline or is rebooted, it no longer sends periodic 
load information to the DC. The DC detects this, flags the DAP as a possible 
failure, and does not assign any new clients to it. The clients associated with 
the failed DAP get disconnected. These clients immediately begin scanning 
for other DAPs in the vicinity by sending out probe request messages. Other 
DAPs in the vicinity pick up these probe messages and alert the DC, which 
assigns these clients to other DAPs, as per the association policy. 



; LO G I N :  Au gust 20 0 8	De  signing      Hig   h - Perfor   m ance   E nterpri  se Wi - F i  N e t wor k s	 49

What Is the Desired Density of DAPs?

So far we have focused on the role of the central controller. The other key 
factor that affects the performance of the DenseAP system is the DAP de-
ployment density. Several important questions need to be studied in this re-
gard. For example: (i) Where should the DAPs be placed? (ii) Is there a point 
at which adding more DAPs to the system can hurt performance? (iii) How 
do we determine the minimum necessary density for a required level of ser-
vice in a given environment? (iv) Since wired networks tend to have well-de-
fined SLAs, how does one specify an acceptable level of service for WLAN? 

Guidelines developed for traditional WLANs offer little help in answer-
ing these questions, since these guidelines are generally developed with the 
aim of using as few APs as possible while maximizing the coverage area. As 
such, the questions pertaining to density present interesting research chal-
lenges, and we are actively working to answer them. Mhatre and Papagian-
naki [13] have explored a closed-form solution for optimal AP density by 
varying the CCA threshold, which in turn affects the throughput and cover-
age of the network. 

In our current deployment, described earlier, we use ordinary user desk-
top machines to serve as DAPs. If this approach is followed, then question 
(i) need not be answered. Every desktop machine (or most of them) can 
serve as a DAP. However, this raises a different question: How do we know 
we have adequately covered the given area? Administrators of traditional 
WLANs use expensive site-surveying tools to determine the AP placements. 
Inspired by DAIR [3], we are exploring methods to automatically determine 
whether we have left any gaps in our coverage. 

Scalability

Our architecture uses a central controller (the DC) to manage all DAPs. Each 
DAP sends out periodic reports to the DC. This raises scalability concerns. 
To address these concerns, we note that our DC was able to easily manage a 
network of 24 DAPs and 24 clients, without any special optimizations. The 
CPU load on the DC never exceeded 30%. We estimate that the amount of 
control traffic generated by each DAP was less than 20 kbps. Thus, we es-
timate that a slightly more powerful DC could easily handle a network of 
about 100 DAPs, without any optimizations. This should be enough to cover 
a floor of our office building. 

We note here that it is not strictly necessary to use a single central control-
ler. What is necessary is the use of global knowledge while making associa-
tion and channel assignment decisions. In theory, the functionality of the 
central controller can either be replicated or even implemented in a fully 
distributed manner. The DAPs can exchange information with each other to 
gain a global view of the network and make appropriate decisions. However, 
this approach is more complex to implement and has its own set of scalabil-
ity concerns. 

Another issue we must address is the impact of several DAPs in close prox-
imity, beaconing and sending probe packets. Our measurements show that, 
in the common case, the impact on performance is less than 1%. This is be-
cause only those DAPs servicing clients send beacons and because, when we 
use multiple channels, the number of DAPs on any one channel is smaller. 
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Implementation

Our implementation of the DenseAP system is deployed on a portion of our 
office floor. Our current testbed consists of 24 desktop-class PCs serving 
as DAPs. (See Figure 2.) The DAPs are deployed at a density of roughly one 
machine in every other office. The area is normally served by three of our 
corporate WLAN’s APs. As illustrated in Figure 2, the current DenseAP de-
ployment is nine times more dense than the corporate WLAN deployment. 

F i g u r e  2 :  T h e  t e s t b e d .  T h e  a r e a  i s  r o u g h ly  3 2  ×  3 5  m .

DAPs are constructed entirely from commodity hardware. We use off-the-
shelf PCs. To each PC we add a Netgear JWAG511 wireless interface card. 
These are multiband 802.11 a/b/g radios using a RealTek chipset. The access 
point functionality is provided in software through a combination of a de-
vice driver and a system service. Having the AP functionality implemented 
in software was critical to our efforts, as it allowed us to easily modify the 
AP behavior to our specifications. 

The DC also runs on an ordinary (but dedicated) desktop machine. All 
DAPs are connected to the same IP subnet on their wired Ethernet link. The 
DenseAP WLAN runs in the 5 GHz band (802.11a) on the lower 8 channels. 
The corporate network also operates in the same band. 

Our paper [15] has further details regarding the evaluation of the system as 
well as an extensive discussion on various open questions and issues. 

Related Work

Prior academic work on either improving capacity or managing dense de-
ployments has focused on channel assignment, power control, and associa-
tions, most of which have required modifications to clients. Fundamentally, 
DenseAP differs from all prior work as follows: 

Practicality: Of the host of prior work in this area [4, 6, 10, 13, 14, ■■

16], to our knowledge, DenseAP is the first system to be designed and 
deployed in a real-world scenario. 
Intelligent association and load balancing: To our knowledge, none of ■■

the prior proposals is capable of intelligent associations or able to deal 
with a dynamic operating wireless environment without requiring client 
modifications. In most such systems, associations tend to be static or 
solely driven by the clients. 
No modifications to clients necessary: Most approaches require modifi-■■

cations to the clients [4, 5, 6, 9, 16] or the clients to cooperate in some 
manner that breaks the prevalent 802.11 standards. 
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SMARTA [2], like DenseAP, addresses the problem of managing dense AP 
deployments to increase capacity or lower latency, without modifying cli-
ents. There are several key differentiators between it and DenseAP. First, 
SMARTA does not account for a dynamic operating environment. It lacks 
the ability to load-balance clients and hence the need to assign “correct” 
channels and power levels at the outset is greatly magnified. Second, unlike 
DenseAP, SMARTA relies entirely on the clients to make their own associa-
tion decisions, which by prevalent standards are agnostic to network load. In 
a dense deployment, this approach can very easily lead to lower throughput 
for all clients [9]. Third, it is unclear how clients maintain persistent connec-
tions when SMARTA performs channel or power assignments. The system 
does not make an effort to sustain such connections at the client. Most of 
these differentiators arise from SMARTA having been studied almost com-
pletely in simulations. 

Mhatre and Papagiannaki [13] propose varying the (CCA) threshold on APs 
to increase capacity in 802.11g mode. The system has been designed and 
studied within the confines of the Opnet simulator. Similarly, other propos-
als involve varying the receiver sensitivity as well as the CCA threshold [18]. 

A host of products by networking startup companies are designed to man-
age AP deployments in the enterprise. Although practical, most systems tend 
to ignore association control and load balancing, or they address such chal-
lenges by requiring users to install custom client drivers. Further references 
are provided in our paper [15]. 

Discussion and Conclusion

Use of the DenseAP system thus far has been focused on improving capac-
ity in the enterprise. It can also improve other dimensions of WLAN per-
formance such as lowering latency, separating voice and data traffic, and 
providing QoS. Each one of these goals entails tweaking the association 
and handoff policies. For example, in the case of handoffs, we could pick 
only those clients that appear to be experiencing low transmission rates to 
the DAP they are associated with. Another possibility is to try to determine 
client traffic patterns and aggregate all VoIP clients during the association 
process to a group of DAPs to provide better QoS. We are continuing to in-
vestigate these avenues with the overall goal of using DenseAP to improve 
WLAN performance along multiple dimensions. 
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