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Reality is the leading cause of stress amongst those in touch with it.

	 —Jane Wagner

In retrospect, the financial collapse of 2008 had useful side effects. We in 
distributed computing can be rightly thankful that it was the financial 
services world that shouldered the task of proving that (we) humans are 

in fact entirely capable of building systems that (we) humans cannot then 
understand well enough to stably operate. I say thankful as (1) it wasn’t us, 
and (2) money lost can be replaced with money printed, but not everything is 
so fungible.

One of the useful side effects was that of ratcheting up the compulsory simulations of bad 
events. Various sovereigns require these; most are called “stress tests.” What these stress 
tests propose to do is to show how the largest bank holding companies (BHCs) would fare in 
the event of various unhappy financial events in general, things that are “shocks to the sys-
tem” for which the BHC must either be able to absorb or be invulnerable to the contagion.

I’ve long considered financial services to be the avatars in cybersecurity simply because 
the financial world differs from every other industrial sector in that the bigger the bank, 
the greater the percentage of its business is done with competitors (i.e., BHCs are mutually 
dependent). I’m here to suggest that it is that mutual dependence that generates risk of the 
sort that stress tests exist to measure.

In another column long ago, I tried to explore the idea of a “margin of safety” for cyberse-
curity, something on par with how a civil engineer thinks about bridge failure under load. 
Cryptography has long had such concepts. I now think that the stress test route is the one for 
cybersecurity to follow. In a way, some already do this—including contingency plans for data 
breaches that involve reverting to paper while evidence is gathered [1].

We all know that organized crime and military powers alike have both tools for mass disrup-
tion and tools for precision targeting. With that said, the pervasive interdependence of the 
current Internet sphere is certainly on par with the interdependence of financial markets. 
The time constants (speed) of the exchange of data and control between major cyber-
infrastructures are smaller (faster) than everything else on the planet excepting, perhaps, 
financial services engaged in high-frequency trading.

So the obvious question is what sorts of simulations might be appropriate metrics for assess-
ing public risk to private yet critical components of the Internet ecosystem? And to whom 
might a requirement for cybersecurity stress testing apply? As to the latter, in finance the 
stress tests are required of “systemically important financial institutions” (SIFIs), which 
include not only banks but also insurance companies and market infrastructure providers [2].

As to the question of what simulations and cybersecurity metrics might be appropriate, in 
finance the scenario for 2012 stress testing [3] was
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◆◆ a peak unemployment rate of 13 percent,

◆◆ a 50 percent drop in equity prices, and

◆◆ a 21 percent decline in housing prices.

If applying such scenarios to major financial institutions repre-
sents our best available analogy for what to do in cybersecurity, 
then how can we in cybersecurity proceed?

The cybersecurity equivalent of the SIFI would include the most 
important transport providers (ISPs), cybersecurity product 
suppliers, identity providers, intelligence acquirers and analysts, 
and any of the XYZ-as-a-service suppliers as have clients who 
are themselves critical infrastructure players and for which 
security is part of the claimed package of service benefits. It is 
likely that in cybersecurity we’d have a longer list than the eight 
domestic and 32 global SIFIs, because for finance it is easy to tell 
who to include by the “too big to fail” test, whereas for cyber-
security the web of dependencies is more like looking for those 
entities that are “too interconnected to fail.”

The cybersecurity equivalent of the stress test would not be just 
one scenario but, rather, a number of scenarios. Let me sug-
gest, however, one sample parallel to that which is applied to the 
SIFIs, viz., the simultaneous appearance of

◆◆ a vulnerability requiring client-side reinstallation for 25 per-
cent of all endpoints,

◆◆ a sustained 50 percent drop in available bandwidth, and

◆◆ the wholesale data loss of a top-three cloud provider.

As with the banks, the question is whether the enterprise being 
stress tested can survive in the above scenario. Stress tests are 
fundamentally different from the tests (and associated met-
rics) that come from such disparate things as static analysis of 
code, penetration testing, cryptographic strength assessment, 
and so forth. In every case with which I am familiar, the tests 
we currently do are designed to answer the question, “Am I or 
my clients at risk from things that I am supposed to directly 
control?” The tests I am proposing answer a different question: 
“Can I withstand the failure of others on whom I depend?” That 
gets to the very heart of risk—a dependence on the expectation of 
system state.

I would like to work with a number of interested parties to come 
up with a set of scenarios, a set motivated by the systemic risk to 
those other entities that depend on the cybersecurity industry 
and which would ask questions in the same spirit that the stress 
tests mandated by Basel III [4], Dodd-Frank [5], the European 
Banking Authority [6], and so forth, ask: Can the institutions be 
made to survive cyber-failure scenarios through the application 
of cybersecurity techniques that we already have in hand, or not?

The stress testing of financial institutions could not have come 
into force without the near approach of general collapse on a 
global scale. Must we hope for the near approach of general 
collapse on a global scale within the cybersecurity infrastruc-
ture? One wishes otherwise, but if such a crisis does occur, then 
we cannot let it go to waste. Thinking and writing about what 
a useful cybersecurity stress test regime would contain is the 
best way to avoid letting the coming crisis go to waste. With the 
possible exception of finance, no part of modern life offers the 
chance of common mode failure as much as cybersecurity does 
[7]. It is our duty to realistically measure that risk and to prepare 
or preserve alternate paths. Finance has, unwillingly or no, 
blazed a trail. What will we do?
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