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Posh: A Data-Aware Shell
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Running I/O-intensive shell pipelines over the network requires 
transferring huge amounts of data but relatively little computation. 
We present Posh, a shell framework that accelerates unmodified 

shell workflows over networked storage by offloading computation to proxy 
servers closer to the data. Posh provides speedups ranging from 1.6× to 15× 
compared to bash over NFS for a wide range of applications.

The UNIX shell is a linchpin in computing systems and workflows. Developers use shell tools 
not only for data processing with core utilities such as sort, head, cat, and grep, but also for 
programs such as Git, ImageMagick, and FFmpeg. The UNIX shell was designed in a time 
dominated by local and then LAN storage when file access was limited by disk access times, 
so networked storage was an acceptable tradeoff. Today, solid-state disks have reduced 
access times by orders of magnitudes, while networked attached storage remains popular.

Running I/O-intensive shell pipelines over networked storage incurs high overheads. Con-
sider generating a tar archive on NFS. The tar utility copies the source files and adds a small 
amount of metadata: the server reads blocks and sends them over a network to a client, which 
shifts their offsets and sends them back. NFS mitigates this problem by offering compound 
operations and server-side support for primitive commands such as cp, but even something 
as simple as tar requires large network transfers.
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Figure 1: Users can type in unmodified shell workflows to Posh’s shell prompt. Posh will transparently 
schedule and execute individual commands on remote proxy servers closer to the remote data but ensure 
the entire workflow retains local execution semantics.
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The underlying performance problem of using the shell with remote data is locality: because 
the shell executes locally, it must move large amounts of data to and from remote servers. 
Data movement is usually the most expensive (time and energy) part of a computation, and 
shell workloads are no exception. Near-data processing [1] is not a new paradigm: systems 
such as Spark [2], Active-Disks [3], and stored procedures in databases all move computation 
closer to the data. However, these systems require applications to use their APIs: they can 
supplement but not replace shell pipelines. 

To address the shell performance problem of data locality, this article presents Posh, the 
“Process Off load Shell,” a system that off loads portions of unmodified shell workf lows to 
proxy servers closer to the data. A proxy server can run on the actual remote file server 
storing the data, or on a different node that is much closer to the data (e.g., within the same 
datacenter) than the client. Posh identifies parts of shell pipelines that can be safely offloaded 
to a proxy server and selects which candidates run on a proxy in order to minimize data move-
ment. It then distributes computation across an underlying runtime while maintaining the 
exact output semantics expected by a local program. Figure 1 shows running a workflow via 
Posh. The user enters the unmodified workflow at the shell prompt and the output appears at 
the client’s shell as normal, but Posh offloads some of the commands.

Posh is available at https://github.com/deeptir18/posh. This article will cover examples of 
shell workflows where Posh can be useful, a brief overview of the core ideas behind Posh, and 
how to get started with the system. For a detailed discussion of the research ideas behind 
Posh, we refer the reader to our USENIX ATC ’20 paper [4].

Examples of Posh
Posh is useful for shell workflows that are I/O bound, have smaller output than input size, are 
metadata heavy (make many file-system stat() requests), or are parallelizable. In this sec-
tion, we will discuss examples of shell workflows that incur large overheads over networked 
storage and show that Posh accelerates them to achieve near-local execution time. Figures 
2–4 illustrate the execution time of running each of these applications with an NFS mount 
configured with either sync and async, and with Posh, over two network settings: one where 
the client is in the same GCP region as the storage server (“cloud”) and one where the client is 
in a university network outside the datacenter (“university”). Posh can offload computation 
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Figures 2 and 3: End-to-end latency of Posh on two applications, compared to NFS sync, NFS async, and 
local execution time for two networks, one where the client is in a university network and one where the 
client is in the same GCP region as the storage server. The Posh proxy runs directly on the NFS server. Posh 
provides between 1.6–12.7× speedups in the university-to-cloud network compared to NFS.
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to a proxy server directly running at the NFS servers. Figures 
3 and 4 additionally include a baseline that demonstrates local 
execution time, where the data is stored on a local SSD. Com-
pared to bash over NFS, Posh sees a 1.6–12.7× speedup in the 
execution time of these applications.

For each of these applications, the shell workflow (the bash script) 
itself is completely unmodified; the workload is just run within a 
Posh shell environment. Posh can accelerate these workflows 
because the shell knows metadata about the commonly used 
shell commands within these workflows, which we will discuss 
in the next section. We describe each workflow in turn.

Distributed Log Analysis (Figure 2)
This application is based on a workflow where system adminis-
trators run analysis on 80 GB of input logs split across five differ-
ent storage servers, to search for an IP address within these logs. 
The workflow runs cat over all of the files and filters for a par-
ticular IP with grep and then writes the final results, only about 
0.8 KB of data, back to a file stored locally at the client. Posh 
splits the computation across the five machines and aggregates 
the output in the correct order. By offloading and parallelizing, 
Posh improves the runtime by 12.7× in the university-to-cloud 
setting and by 2× in the cloud-to-cloud setting.

Ray-Tracing Log Analysis (Figure 3)
This workflow analyzes the logs of a massively distributed 
research ray-tracing (computer graphics) system [5] to track a 
ray (a simulated ray of light) through the workers it traversed. 

The analysis first cleans and aggregates each worker’s log, 6 GB 
in total, into one 4 GB file. It then runs sed to search for the path 
of a single ray (e.g., a straggler) across all the workers and stores 
the output on a file at the client:

cat logs/1.INFO | grep "\[RAY\]" | head -n1 | cut -c 7- > \
   logs/rays.csv
cat logs/*.INFO | grep "\[RAY\]" | grep -v pathID | \
   cut -c 7- >> logs/rays.csv
cat logs/rays.csv | sed -n '/^590432,/p' > local/output.log

The output of sed is much smaller than the 10 GB of data pro-
cessed. This application is a best-case workload for Posh: it is I/O 
bound and can be parallelized, and the output is a tiny fraction 
of the data it reads. Posh achieves an 8× improvement on the 
university-to-cloud network and no improvement on the cloud-
to-cloud network: Posh offloads all the computation and only 
needs to stream the output of sed back to the client. However, 
the data movement overhead only matters in the university-to-
cloud setting, where the network connection is slower.

Git Workflow (Figure 4)
This application imitates a developer’s git workflow over the 
Chromium repository. After rolling back the repository by 20 
commits and saving each commit’s patch, the workload suc-
cessively applies each patch and runs three git commands: git 
status, git add and git commit -m. Figure 4 shows the latency 
of each command for each of the 20 commits. These commands 
are extremely metadata-heavy: commands like status and add 
check the status of every file in the repository to see if it has been 

Figure 4: Average latency of 20 git status, git add, and git commit commands run on Chromium repo, of Posh compared to NFS and local execution, 
for a client in the same cloud datacenter as the storage server. Posh provides up to 10–15× speedups by preventing round trips for file system metadata calls.
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modified. When run over a networked file system, this incurs 
many round trips. In the cloud-to-cloud setting, this causes Posh 
to achieve 10–15× improvement over NFS. Running git status 
took up to two hours in the university-to-cloud setting, so we 
omitted this network for this application.

To enable Posh’s acceleration of a shell workload, the user must 
provide metadata about the individual shell commands the work-
flow uses. This metadata, called annotations, allows Posh to 
determine which files these commands access, so it can further 
schedule the workflow across the underlying runtime. The next 
section will discuss annotations in more detail.

Transparently Offloading Shell Computation: 
Annotations
Annotations summarize information to Posh about individual 
shell commands, such as tar, cat, or grep. Posh’s key insight is 
that many shell workflows only read and write to files specified 
in their command-line invocation, so Posh can deduce which 
files a workflow accesses by understanding which arguments 
correspond to files. Annotations contain a list of possible argu-
ments and whether they correspond to files, so Posh can under-
stand which files an arbitrary invocation of a command would 
access. Additionally, annotations contain information relevant  
to scheduling the workflow.

Consider a simple pipeline: 

cat A B C D | grep "foo" | tee local_file.txt

Posh could try to offload any of the three commands: cat, grep, 
or tee. Posh must understand which files (if any) each command 
accesses and where these files live, so Posh must determine 
which arguments to the three commands represent file paths. 

However, outside of the program, all of these arguments are 
seen as generic strings. For example, consider the following four 
commands:

cat A B C D | grep "foo"
tar -cvf output.tar.gz input/
tar -xvf input.tar.gz
git status

The cat command takes in four input files, while the argument to 
grep is a string. The second command, tar -cvf, takes an output 
file argument preceded by -f, followed by an input file argument 
not preceded by a short option. The third command, also tar, 
takes an input file argument preceded by -f and implicitly takes 
its output argument as the current directory. Finally, git also 
implicitly relies on the current directory as a dependency.

Secondly, in order to produce an execution schedule that reduces 
data movement, Posh must understand the relationship between 
the inputs and outputs of a command. In the cat | grep example, 
if the argument to cat is a remote file, to minimize data move-
ment, Posh can offload both cat and grep since grep filters its 
input. Finally, for applications like the distributed log analysis 
application discussed previously, where the input files for a 
command live on different mounts, Posh needs to know how to 
safely parallelize the command in order to be able to offload it 
at all. However, parallelization is not safe for all commands: wc, 
for example, “reduces” the input, as opposed to commands like 
cat or grep, which merely map over the input. Posh’s annotations 
summarize file dependencies, data movement semantics, and 
parallelization semantics for commonly used commands.

Figure 5 shows examples of annotations, for cat, grep, and tar. 
Most of the information in the annotations summarize the 
semantics for the arguments for each command, or  information 

Figure 5: Example annotations for cat, grep, and tar. Most of the information in the annotations tells Posh information about the possible arguments for 
each command and their syntax. They contain type assignments for each argument, which tell Posh how the argument will be used as well as other informa-
tion used for scheduling and automatic parallelization. tar requires more than one annotation because tar -x and tar -c invocations have conflicting 
type semantics: -f is an input_file in one case and an output_file in the other.

http://output.tar.gz
http://input.tar.gz
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that is summarized in the documentation pages for these com-
mands. Moreover, they contain a type assignment for each 
argument: input_file, output_file, or string. For cat, the 
splittable keyword indicates to Posh that cat can be split in 
a data parallel way across its arguments, as long as the outputs 
are stitched together in the correct order. For grep, the split-
table_across_input keyword indicates that grep can be paral-
lelized across its standard input. As mentioned before, the -f 
argument indicates an input_file for a tar -x invocation but an 
output_file for a tar -c invocation. To resolve this, Posh allows 
multiple annotations per command, per type of invocation, and 
tries each until it finds an annotation that matches the current 
command invocation.

We envision that developers can share annotations for popular 
commands, so users do not necessarily need to write their own 
annotations. These annotations are inspired by recent proposals 
to annotate library function calls for automatic pipelining and 
parallelization [6]. Please see our research paper [4] for a more 
detailed overview of the Posh annotation interface.

Distributed Scheduling and Execution
This section briefly explains how Posh uses the annotations to 
schedule and execute shell workflows, summarized in Figure 6. 
The Posh parser turns each pipeline (each line of a shell work-
flow, potentially consisting of several commands combined by 
pipes and redirects) into a directed acyclic graph (DAG). This 
graph represents the input-output relationship between com-
mands, the standard I/O streams (stdin, stdout, and stderr), and 
redirection targets. Posh then parses each individual command 
and its arguments using the corresponding annotation and 
completes the DAG by including additional input and output 
dependencies of the pipeline. The parser finally runs a greedy 
scheduling algorithm on the DAG and assigns an execution 
location to each command in the pipeline. In order to do this, the 
parser requires extra configuration information that specifies a 
mapping between each mounted client directory and the address 
for a machine running a proxy server for the corresponding 
directory. Our research paper [4] contains more details on the 
scheduling algorithm.

Getting Started with Posh
This section details the steps to running and using Posh.

0. Running the Posh servers 
The administrator who controls the proxy server must run the 
Posh server binary, which allows it to receive requests to offload 
computation on behalf of a single remote file-system mount. 
The proxy server just needs read and write access to this folder; 
it need not run at the storage server itself. Invoking the server, 
shown below, requires specifying the absolute path for the mount 
being accessed and a temporary directory for writing the output 
of intermediate computation.

admin@~$ $POSH_SRC/target/release/server --folder /mnt/logs \
  --tmpfile /tmp/posh

1. Posh client configuration 
The client needs to provide a file that contains annotations for 
any commands the client wants to accelerate. It must also have 
a list of proxy servers associated with client file-system mounts. 
The configuration file, shown below, maps IP addresses to the 
corresponding mount, written as an absolute path.

mounts:
      "255.255.255.0": "/home/user/remote_mount1"
      "255.255.255.1": "/home/user/remote_mount2"

2. Running the client shell 
Posh provides two client binaries: one that provides a shell prompt 
and one that runs scripts by running each line in the script. To run 
the binary that provides a shell prompt, the client can run:

deeptir@~$ $POSH_SRC/target/release/shell-client \
  --annotations_file <annotations_file> --mount_file \
  <config_file>
posh>>>$ <ENTER COMMANDS>

Figure 6: In Posh’s main workflow, a shell command is passed to the 
parser, which uses the annotations to generate and schedule a DAG repre-
sentation of the command. The DAG includes which machine—A, B, or C 
(client) here—to run each command on. The execution engine finally runs 
the resulting DAG.
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3. Running applications 
After running the shell, users can run unmodified shell work-
flows as normal. For example, the user could type in the fol-
lowing workflow from the distributed log analysis example 
discussed previously:

posh>>> $ cat mount0/logs/*.csv mount1/logs/*.csv \
   mount2/logs/*.csv mount3/logs/*.csv mount4/logs/*.csv \
   | grep '128.151.150' > $LOCAL_FILE

Conclusion and Next Steps
We have described Posh, a framework that transparently distrib-
utes I/O-heavy shell computation that operates on remote data, 
by pushing computation to run closer to the data. Posh uses 
annotations, a model of shell programs, to automatically infer 
what files an arbitrary command line will read and write to in 
order to schedule computation across proxy servers. Posh and its 
annotations provide a model of commands that enable rewir-
ing their dependencies to direct output over the network rather 
than to a UNIX pipe while retaining local execution semantics. 
While Posh currently uses this model to transparently schedule 
and offload commands across proxy servers to push code closer 
to the data, it could in the future provide more optimal schedul-
ing or even failure recovery. Consider programs that access files 
from two different locations that cannot be parallelized, such as 
comm. Instead of running them at the client, Posh could run them 
on one of the servers but stream or transfer the necessary inputs 
beforehand. To provide failure recovery semantics, Posh could 
rewrite workflows to write to temporary locations and only write 
to the final location when the entire operation is successful. For 
more information on this project, including our research paper, 
the code, and quick-start guides, please visit our GitHub page, 
https://github.com/deeptir18/posh.
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