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Abstract
When designing, understanding, or optimizing a computer

network, it is often useful to identify and rank common pat-
terns in its usage over time. Often referred to as a network
traffic pattern, identifying the patterns in which the network
spends most of its time can help ease network operators’ tasks
considerably. Despite this, extracting traffic patterns from a
network is, unfortunately, a difficult and highly manual pro-
cess.

In this paper, we introduce tpprof, a profiler for network
traffic patterns. tpprof is built around two novel abstrac-
tions: (1) network states, which capture an approximate snap-
shot of network link utilization and (2) traffic pattern sub-
sequences,which represent a finite-state automaton over a
sequence of network states. Around these abstractions, we
introduce novel techniques to extract these abstractions, a ro-
bust tool to analyze them, and a system for alerting operators
of their presence in a running network.

1 Introduction
When designing, understanding, or optimizing a computer
network, it is often useful to identify common patterns in
its usage over time. Often referred to as a network traffic
pattern, identifying the patterns in which the network spends
most of its time can result in useful insights:

• All-to-all traffic, which might manifest as uniform utiliza-
tion of all paths between a set of application nodes, might
suggest the importance of bisection bandwidth and guide
future provisioning decisions.

• Chronic stragglers, where we expect all-to-all traffic but a
significant amount of time is spent with only a few flows
active, might suggest the need for better sharding and
mitigation techniques.

• Elephant flow dominance, in which utilization is domi-
nated by isolated path-level hotspots, might guide future
provisioning decisions.

• Finally, synchronized requests/responses, indicated by re-
peated bursts of cross-network communication all orig-
inating at a single node, might motivate changes in the
application or network architecture.

While there are a number of existing tools that capture
flow- and switch-level trends (e.g., heavy hitter analysis [68],
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Figure 1: tpprof’s visualizations for b common traffic pat-
terns and c the TPS score over time for a simple leaf-spine
topology, a. We describe these in more detail later, but in b,
states are heatmaps of common utilization patterns over the
network in a; darker is hotter. Subsequences are common tran-
sition patterns between the aforementioned states. These are
ranked by their frequency of occurrence and their cumulative
coverage of the profiled run, respectively. The subsequence
shows an all-to-all pattern: the network starts unutilized (left
state), becomes fully utilized (right state) for 10s of samples,
then returns. In c, tpprof is tracking three different known
traffic patterns. When the score of any of them crosses the
alerting threshold (twice in the figure), tpprof deduces that
the pattern has occurred in the network.

network tomography [28], or the vast array of network ana-
lytics suites on the market [1–6, 30]), identifying prevalent
network-level patterns typically requires a significant amount
of manual effort and specialized analyses. To determine the
presence of synchronized requests/responses, for instance, an
operator might need to instrument the start and stop times of
all flows in the system, correct for the time drift of different
machines, compute the cluster tendencies of the data (e.g.,
with a Hopkins statistic or heuristic), and distinguish it from
all-to-all traffic by examining the sources and destinations of
synchronized flows. To determine whether this pattern is a
particularly common one would require additional analyses.
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Our goal in this work is a tool for the automatic identifica-
tion of the most prevalent traffic patterns in a network. To that
end, we present the design and implementation of tpprof, a
network traffic pattern profiler.

Similar to traditional application profilers like gprof [27]
or Oprofile [22] that have helped programmers understand
and improve their software for decades, tpprof automati-
cally measures, extracts, and ranks common traffic patterns of
individual applications within running networks. It also facili-
tates the monitoring of known patterns so that, when specific
patterns appear in the network, the operator is informed. It
does both of these things without modifying applications and
without affecting existing network traffic—the only changes
we require are to switch monitoring configurations. Examples
of both of the above tools in action are shown in Figure 1.

Traffic patterns are, unfortunately, significantly more chal-
lenging to profile than applications. Traditional profilers ben-
efit from well-defined building blocks (functions or lines of
code) connected by well-defined call graphs. In contrast, net-
works offer little such structure: switch and link utilizations
are noisy and measured in real values (Bps); their evolution
over time is even less constrained. In the end, two different
instances of something as simple as all-to-all traffic will never
look exactly the same.

Thus, tpprof is built around two novel abstractions: (1)
network states, which capture an approximate snapshot of
a network’s device-level utilization and (2) traffic pattern
subsequences, which represent a finite-state automaton over a
sequence of network states. As hinted above, subsequences
serve as both output and input to our system: output in the case
of profiling an existing network, input in the case of specifying
a traffic pattern alert. In both cases, classification of network
states and sub-sequences is approximate and implemented
through specialized clustering techniques.

We implement and deploy tpprof to a small hardware
testbed in order to monitor and profile the traffic patterns of
real distributed applications like memcache, Hadoop, Spark,
Giraph, and TensorFlow. We demonstrate that, using tpprof,
we can find meaningful patterns and issues in their behav-
ior. Further, we demonstrate tpprof’s utility on larger and
more complex networks by profiling a trace taken from one
of Facebook’s frontend clusters. While our evaluation focuses
on data center networks (where interesting and impactful dis-
tributed applications are plentiful), tpprof and its techniques
generalize to arbitrary networks.

Specifically, this paper makes the following contributions:

• Novel abstractions for describing common traffic pat-
terns: We introduce two abstractions, network states and
traffic pattern subsequences, that together enable network
operators to easily describe and reason about common
traffic patterns. Network states capture similar configura-
tions of approximate utilization of a specific application
or set of applications running in a network. Subsequences
are then strings of states with bounded repetition that

summarize traffic pattern changes over time.
• Domain-specific algorithms for clustering and rank-

ing both network states and subsequences: Through
empirical analysis of a variety of application traffic pat-
terns, we identify and design algorithms that transform
a network trace into the building blocks of traffic pat-
terns. Specifically, we demonstrate through PCA and way-
point analysis of real application traffic that GMMs are
well-suited to capturing first-order similarities between
different network utilization patterns. In the case of subse-
quences, we create a domain-specific clustering algorithm
that extracts sequences that are both common and that
provide broad coverage of the measured network traces.

• A language and mechanism for expressing and fuzzily
matching known traffic patterns in observed traces:
Finally, to complement the above, we develop a simple
grammar for describing traffic patterns and introduce an
algorithm that automatically identifies approximate oc-
currences of known traffic patterns within network traces.
Our scoring engine outputs a confidence score that can be
used to generate alerts when known traffic patterns appear
in observed traces.

Taken together, tpprof is, to the best of out knowledge,
the first profiling tool for network-wide traffic patterns. Our
implementation is in Python and the code is open source.1

2 The Anatomy of a Traffic Pattern
We begin by introducing the definitions and abstractions on
which tpprof is built. First and foremost, we define the over-
all traffic pattern of a network as follows:

NETWORK TRAFFIC PATTERN — A function f (x, t) that rep-
resents, for an entire network N across a time span [t0, t1],
the utilization of device x ∈ N at time t0 ≤ t ≤ t1.

We also define, for each application in the network:

APPLICATION-SPECIFIC TRAFFIC PATTERN — fA(x, t),
equivalent to the network traffic pattern, but only account-
ing for a single application or set of applications, A.

For the purposes of our clustering and ranking algorithms, the
distinction is unimportant; unless otherwise specified, we use
‘traffic pattern’ to refer to both. Instead, the choice of whether
to filter by application is entirely the user’s (with the mech-
anisms in Section 4); Regardless, for a given network and
overall workload, we note that the traffic pattern of both the
network and its constituent applications will typically exhibit
predictable and repeated characteristics given a sufficiently
long measurement period. These patterns can occur over short
time spans of individual packets and flows, or over longer time
spans in the form of diurnal or weekday/weekend effects.

A contribution of this paper is the decomposition of traffic
patterns into a more convenient low-level primitive:

1https://github.com/eniac/tpprof.

1016    17th USENIX Symposium on Networked Systems Design and Implementation USENIX Association

https://github.com/eniac/tpprof


NETWORK SAMPLE — |N| real values that capture an ap-
proximate snapshot of f (x, t) for all devices x ∈ N, at a
particular time t, and averaged over the last t∆ seconds.

NETWORK SAMPLE SEQUENCE — A chain of network sam-
ples that sample f (x, t) over increments of t∆, where t∆ is
bounded by the measurement granularity of the system.

Any traffic pattern can be described in these terms. For the
network in Figure 1a, the all-to-all pattern in Figure 1b is
one example. Another is chronic stragglers, which we can
describe as a transition between two configurations, assuming
a load balanced network: (1) all switches at high utilization
and (2) only l1, l2 and s1 at high utilization; or the same but
replacing s1 with s2.

We can perform a similar exercise for all of the many (pos-
sibly application-specific) traffic patterns in the literature,
e.g., rack-level hotspots in data centers [24, 29, 44, 58], syn-
chronized behavior of distributed applications [9, 20, 67], and
stragglers in data-intensive applications [21, 41, 43]. We do
the same for the link- and switch-level traffic patterns that are
the focus of most existing automated profiling tools [1–6, 30].

While not necessarily the way these patterns were described
originally, sequences of network samples provide a general
primitive with which we can represent arbitrary patterns.

3 tpprof Design Overview
Our goal in this paper is the design and implementation of a
profiler for network and application-specific traffic patterns.
Our system, tpprof, is intended to identify traffic patterns,
rank them in prevalence, and assist network operators in mon-
itoring for their recurrence. Like other profiling tools, tpprof
is not intended to improve networks directly; rather, its fo-
cus is on assisting users with designing, understanding, and
optimizing them.

On that note, we take inspiration from traditional sampling
profilers like gprof [27], Oprofile [22], and Valgrind [48].
These profilers take an unmodified application and they peri-
odically sample system state (e.g., stack traces) to produce a
statistical profile of the target application. Early instantiations
solely sampled program counters; over time, they expanded to
capture trends in function utilization and call graph traversal.
tpprof uses a similar approach to construct profiles of

traffic patterns. To that end, network samples and sequences
of samples present an attractive substrate. In principle, a se-
quence of network samples create a statistical profile of an
application’s network utilization. Unfortunately, these sam-
ples are unlikely to ever repeat: small differences in applica-
tion processing time, workload, and background traffic can
cause substantive differences in traffic, as can slight noise
in the sampling frequency of the measurement framework.
Extracting patterns from raw samples is challenging.

Core abstractions. To address this challenge, we introduce
two additional abstractions:

Switch

Polling & Batching

Switch

Polling & Batching

Switch

Polling & Batching

Aggregator

Scoring 

Engine

Profile

Generator

Alerts Traffic Patterns

Figure 2: The overall architecture of tpprof. tpprof polls,
batches, and aggregates switch counters from the network.
These are fed into (1) a scoring engine that alerts on detection
of known patterns and (2) a profile generator that extracts
common traffic patterns from the gathered trace.

NETWORK STATE — A class of network samples defined by
a single, n-device network sample, S, and n variance val-
ues, v̄ such that S is a centroid of the multivariate normal
distribution with shape defined by v̄.

NETWORK STATE SUBSEQUENCES — A class of sequences
of network states that allows for bounded repetition of
states. A state subsequence can be represented as a regular
expression or finite state automata of network states.

Multiple network samples can be mapped to a single net-
work state and multiple sample sequences can be mapped to
a single state subsequence. These abstractions are tolerant to
noise by design: variations of link utilization from sample to
sample are smoothed by our method of extracting network
states; variations in the evolution of those samples over time
are smoothed by our method of extracting subsequences. The
precise construction of both of the above elements is described
in Sections 5.1 and 5.2.

Components. tpprof consists of three primary components:

1. A configurable sampling framework that periodically
samples the device-level utilization of a specified applica-
tion, set of applications, or the full network (Section 4).

2. A profiling tool for the automatic extraction and visualiza-
tion of the most common states and state subsequences
in the captured data (Section 5).

3. An alerting system that scores incoming traces against a
set of user-defined patterns using a fuzzy string search in
order to facilitate network automation (Section 6).

Of the above, only (1) affects the network itself; (2) and
(3) occur out-of-band. As such, the overhead of tpprof is
minimal: in the case of an non-application-specific traffic
pattern, little is required beyond an SNMP poller; application-
specific patterns only require simple iptables and switch
configuration changes on top of that.

Our current implementation leverages programmable
switches and a recently proposed network-wide monitoring
framework [63]. This provides slightly more control and ac-
curacy than an implementation based on top of traditional
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switches, but it is not a strict requirement; we detail both
approaches in Section 4.

Workflow. tpprof profiles production networks. A typical
workflow thus proceeds as follows. First, users specify three
configuration parameters: the start time a, the end time b,
and the sampling interval i. The network can optionally be
configured to track certain applications separately. Regardless,
a centralized service periodically polls the byte counters of
the entire network between time a and b, with interval i.

The centralized service will stream the data through a set
of scoring algorithms that quantify the prevalence of a set
of target patterns in the measured trace. If the score of the
trace exceeds a threshold for a given pattern, an alert will be
generated. By default, the measurement data is not stored.
This changes when users request a profile, i.e., a visualiza-
tion, of common traffic patterns in the network. In this case,
raw network samples are stored for a specified profiling dura-
tion for clustering and analysis. The resulting profile can be
used to construct additional pattern alerts or analyzed sepa-
rately. The remainder of this paper describes each of the three
components of tpprof in more detail.

4 Sampling Framework
tpprof’s sampling framework continually polls a custom set
of switch counters to capture traffic patterns. Most produc-
tion networks already implement some form of this—tpprof
can piggyback on these existing polling suites. tpprof is,
however, parameterized by at least two configuration options.

• Application filters: To profile application-specific traffic
patterns, users must provide a proper filter for the traffic
in question. In tpprof, this takes the form of iptables
rules. Any filter that can be expressed as an iptables
rule is allowed. Thus, multiple applications can be cap-
tured by a single filter and different flows from the same
application can be split into different filters by port, packet
type, etc. All traffic matching installed filters are marked
with a special set of bits, e.g., in the DSCP field of the
packet header. We term the value of these bits a filterid.

• Sampling interval: Users must also specify an interval,
t∆, at which tpprof’s sampling framework will poll all
devices in the network. This interval is common to the
entire system, so the network and all application-specific
traffic patterns will be read at this rate. Though this is a
user-defined value, we anticipate that it should be set to
the minimum value feasible for the target network without
incurring sample loss. We note that, because the raw data
is discarded after alert pattern matching, measurement
data storage capacity is not a bottleneck in tpprof.

4.1 Counter Implementation and Sampling
Network devices in a tpprof-enabled network track a set of
device-level application-specific byte counters corresponding

to the space of possible filterids. For every packet traversing
the switch, the counter associated with the specified filterid is
incremented by the size of the packet; all categories summed
will give the cumulative byte counter of the device. In this
design, the network is never reconfigured; instead, users asso-
ciate applications to filterids directly through the iptables
rules at every end host.
tpprof samples these counters at an interval of t∆ via a

recently proposed measurement primitive, Speedlight. For
brevity, we omit the details of its operation and refer inter-
ested readers to its non-channel-state variant [62, 63]. At a
high level, the primitive is that of a synchronized, causally con-
sistent snapshot of network-wide switch counters. Compared
to SNMP and other naïve poling tools, Speedlight provides
increased accuracy and low minimum sampling interval, both
of which are useful when profiling network traffic patterns.

Alternative implementations. We note that, at its core, the
only requirement of tpprof is for configurable counters and
a method to periodically poll all such counters in the network.
There are other implementations that satisfy this requirement.

For instance, most modern switches typically include sup-
port for configurable ACL entries with per-entry counters.
This approach has the advantage that it can be implemented
without end host cooperation. Class of Service (CoS) coun-
ters are similarly promising. Note that, if application-specific
tracking is not required, periodic SNMP polling is sufficient.

4.2 Batching and Aggregation
While it is possible to directly transmit polled counter results
to a centralized profiling service, the scale of measurement
data collected by tpprof necessitates careful handling. In
particular, there are two issues we must address: decreasing
overhead and handling sample loss.

For the first, to decrease the number of messages and the
overhead per sample, tpprof agents running on each network
device assemble results locally before shipping batches of
size B in the following format:

sampleBatch: {
switch: <SWITCH_ID>,
indexes: [i : <SAMPLE_ID> for i from 0 to B],
app1_bytes: [i : <BYTE_COUNT> for i from 0 to B],
...
appM_bytes: [i : <BYTE_COUNT> for i from 0 to B]}

indexes[k] and *_bytes[k] should correspond to a sin-
gle network sample. Gaps in the samples, e.g., from failures
or measurement packet drops, will manifest as gaps in the
indexes array. In these cases, tpprof attempts to interpolate
values by taking the difference between byte counters before
and after any gap and averaging the difference over the length
of the gap. If the device has rebooted or if it stays down for too
long, we will treat the device as ‘failed’ during the missing
measurement intervals. ‘Failed’ devices are excluded from
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Figure 3: Covariance explained by different numbers of PCA
dimensions. Dataset is a trace of utilization over 48 ToR
switches in a Facebook frontend cluster.

profiling and treated as wildcards during alerting. Note that
reboots are also excluded from interpolation as we do not
know how much traffic was sent before the counter was reset.

Storing data for profiling. While tpprof does not store raw
counter values in the common case, raw values are necessary
for generating profiles. Profiles are, therefore, executed on-
demand using the API:

start_profile(start, end, filter_id)

The duration of collection should be long enough to capture a
representative slice of behavior. In general, longer is better,
but this may be subject to limitations of sample storage space
and the user’s timeline. filter_id=−1 indicates the sum
of all application-specific counters.

5 The tpprof Profiling Tool
We first discuss how tpprof extracts and ranks traffic pat-
terns before delving into the scoring and alerting system in
Section 6. To that end, the output of the previous subsec-
tion (4.2) is a network sample sequence, i.e., a sequence of
n-device samples of network utilization. Using that, the out-
put of the tpprof profiler is a ranked list of network states
and a ranked list of state subsequences, as sketched by Fig-
ure 1b and demonstrated in Section 7. tpprof achieves this
using a pair of domain-specific clustering techniques that are
designed to capture first-order patterns in network traffic.

5.1 Network States

The first challenge in identifying meaningful traffic patterns
is the inherent noise present in a trace of network samples.
Small variations in workload, TCP effects, background traffic,
or any number of other factors mean that, most likely, no two
network samples will look exactly alike.

To de-noise the data, tpprof summarizes network samples
into a small number of distinct network states. We can natu-
rally frame this as a clustering problem, where the points to
be clustered are the n-element vectors representing network
samples. Clustering has been used to great effect in a number
of fields, from image segmentation to recommendation sys-
tems and anomaly detection; each of these has their own set

of challenges and associated clustering algorithms.
Network state extraction is no different in that regard. In

this work, we leverage empirical analysis of a variety of appli-
cations and traces to identify and design algorithms suited to
the domain. Applications observed include Hadoop, Giraph,
TensorFlow, Spark, Memcache, and a trace from a production
Facebook frontend cluster (see Section 7 for their details).

Dimensionality reduction. Before delving into tpprof’s
clustering algorithm, we note that, in general, networks
present a particular challenge to clustering because of their
high device counts. Profiling the ToRs of a 48-rack data center
cluster, for instance, might result in a 48-feature input vector,
which prior work has indicated might be too many dimensions
for typical distance metrics [17].

The general solution to this well known ‘curse of dimen-
sionality’ [15] is transforming the data into a lower dimen-
sional space before clustering. The simplest approach is to
cluster on only a subset of features. While this works in other
domains, it is not well suited for our problem because the load
on every device may be important. Instead, tpprof prepro-
cesses data with Principle Component Analysis (PCA) [25],
which derives a small set of features that are an orthogonal
linear transformation of the original features. Said differently,
PCA removes redundancies in the original data by creating
a new set of independent features that explain most of the
variability in the original data.

PCA is most effective when features are strongly corre-
lated, and there is good reason to believe that this is true in
our domain. Recent work [21] shows that network usage is
highly correlated, driven by the data-parallelism in distributed
systems [31, 65]. Analysis of the Facebook traffic trace ver-
ifies this: each ToR had strong and statistically significant
correlations (r > .7, p < .001) with an average of 3.25 other
ToRs. The applications we profiled showed similar results.

Figure 3 measures the effect of PCA on that data, gauged
by plotting number of PCA dimensions (i.e., features) versus
explained variance. All other traces we obtained showed sim-
ilar results. A value of 1 means that a PCA transformation
to K dimensions preserved all the information contained in
the original data with 48 dimensions. Even for this large and
complex trace, one dimension already explains over 80% of
the variance and two dimensions explain ∼85%. Striking a
balance between clustering efficacy and explained variance,
tpprof projects all data into 2D by default. This can be ad-
justed depending on the data.

Gaussian Mixture Models (GMMs) for sample classifi-
cation. tpprof clusters around typical network variations
through its use of GMMs. To demonstrate this effect, we con-
sider the 2D PCA projections described above and visualized,
for our set of profiled applications and traces, in Figure 4. To
help interpret points in the PCA space, we also plot network
load at 4 extreme waypoints along the convex hull of each
trace. We observe two general cluster shapes in the projected
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Figure 4: Network samples projected into a 2-dimensional PCA space. Cluster centers are marked with x’s. Shaped-markers map
points in the space to sample vectors [l1, l2, s1, s2] (see Figure 1a) or, for the Facebook trace, average utilization.

data: ‘rays’ and ‘clouds’.

• Rays, like the ones prominent in Figures 4a and 4c, are
typically associated with rising or falling utilization on a
set of highly correlated nodes. We can see this effect most
clearly in Figure 4c through the relationship between D,
♦, and �. Compare their utilizations with that of #.

• Clouds, like the ones in Figures 4b and 4g, typically char-
acterize samples that are similar in configuration, but sep-
arated by noise that offsets points by a small amount in all
directions of the PCA space. These clouds can be more or
less dense, depending on the coherence of the pattern. The
memcache variants, for instance, exhibit strong all-to-all
behavior, which manifests as dense clouds to the right of
the PCA plots.

Synchronized behavior and noise around a specific configu-
ration capture most of the key behavior in our empirical tests.
For these two types of clusters, GMMs are known to perform
well. GMMs model a cluster as a multivariate Gaussian with
independent parameters for each dimension of the data. This
independence provides the flexibility for clusters to fit both
types of clusters with arbitrary densities. We fit GMMs to
the data using the expectation-maximization algorithm from
Scikit-learn [51], which finds clusters that are each defined
by a centroid sample and a vector of per-feature variances.

Automated detection of cluster count. GMMs are defined
in terms of a fixed number of clusters, K. tpprof selects K
automatically by using a Bayesian Information Criteria (BIC)
score. Informally, a better (lower) BIC score means that a
specific clustering, if used as a generative function, is more
likely to produce the observed data.

We note, however, that BIC scores tend to improve as K
increases, but a high number of clusters can overfit the data.
To overcome this issue, we select a K value at which the
benefit gained by adding an extra cluster starts to diminish.

Finding such “elbows”, or points of maximum curvature, is a
common problem in machine learning and systems research.
We use the Kneedle method [56], a simple but general al-
gorithm based on the intuition that the point of maximum
curvature in a convex and decreasing curve is its local min-
ima when rotated θ degrees counter-clockwise about (xmin,
ymin) through the line formed by the points (xmin, ymin) and
(xmax, ymax). Specifically, we plot the BIC score versus K
and draw a line segment connecting the points for K = 2 and
a configured maximum of K = 10, which we set based on the
typical working set capacity of humans. The optimal value
of K is given by the point furthest from that line. Figure 5
shows the results of this analysis for the applications and
traces introduced above.

5.2 Network State Subsequences

Network state subsequences extend network states to capture
temporal patterns in traffic. Like states, subsequences require
compression of the the full sequence of samples taken during
the profiling run into a small set of representative patterns.
Unlike states, existing sequence-based clustering algorithms
are a poor fit for network traffic patterns.

To see why identifying and ranking network state subse-
quences is challenging, consider a strawman solution: take all
possible subsequences of the trace and count their frequencies,
e.g., the trace ABC would result in the following subsequences
{A×1,B×1,C×1,AB×1,BC×1,ABC×1}.

Challenge 1: (a) A5 =AAAAA versus (b) A5B . . .AAB . . .AAB
Intuitively, the interesting bit of sequence (a) is that there
is a long run of A’s. The strawman solution will instead
output that the most common subsequence and frequency
is the single state A× 5, followed by AA× 4, etc. With
the naïve approach, short subsequences will always take
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(a) Hadoop terasort
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(b) Giraph
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(d) Spark
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(e) Memcache
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(f) Memcache imbalance
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(g) Memcache straggler
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(h) Facebook cluster

Figure 5: Selecting the number of clusters with Bayesian Information Criteria (BIC) and the elbow heuristic.

param stateSequence[# samples in the trace]: Full sequence of
network states.

param minFreq: The minimum number of subsequence
occurrences before it is counted as a ‘common’ subsequence.

1 Function getSubSequences:
2 for targetLength : len(stateSequence) to 2 do
3 maxStart← len(stateSequence)− targetLength
4 for start : 0 to maxStart do
5 end← start+ targetLength

/* Skip taken ranges */
6 if [start,end] contained in takenRanges then
7 continue

/* Add if it meets minFreq */
8 subseq← log10Merge(stateSequence[start:end])
9 if (# subseq observations)≥ minFreq then

10 Add (start, end) to takenRanges after loop
11 Increment subseqs[subseq]
12 else
13 Hold subseq until the threshold is reached
14 subsequenceCoverage← computeCoverage(subseqs)
15 totalCoverage← computeTotalCoverage(subseqs)
16 return subseqs, subsequenceCoverage, and totalCoverage

Figure 6: Pseudocode for finding common subsequences in a
sequence of network states.

priority; in fact, we can prove that subsequences will never
beat their member states. On the other hand, sequence (b)
demonstrates a case where it might be useful to be able
to observe the shorter subsequences. In this case, greedily
setting aside the A5 would miss the third occurrence of
AAB, which is arguably the more important pattern.

Challenge 2: XA39Y . . .XA40Y . . .XA41Y
The strawman solution also performs poorly with similar,
but not identical ranges. While it may find here that there
are long strings of As, or even that X is typically followed
by As, or that Y is typically preceeded by As, it will fail
to find that As are typically sandwiched between X and

Y . Variance in duration is common in networks, where
measurement timing, available capacity, and workload
size changes frequently.

Challenge 3: (AB)3(CDEFGHIJKLMNOPQRSTUV XY Z)2

Finally, we note that frequency itself is not an ideal
metric. Consider the above trace. The longer trace is
much rarer and more interesting, but a pure frequency
analysis will rank AB higher in importance.

tpprof’s subsequence extraction (outlined in Figure 6) ad-
dresses these challenges through a series of rules, which we
describe below. Line numbers reference Figure 6.

Only consider subsequences of length 2+ [Line 2]. While
knowing the most frequent single states is useful, the goal
of extraction is to capture patterns in traffic. We, therefore,
prune subsequences of length 1 from consideration and list
the relative frequency of single states separately.

Ignore strict subsequences [Lines 6–7]. To better summa-
rize cases like Challenge 1(a), we exclude any subsequence
that is wholly contained within another subsequence. We
implement this efficiently using two data structures: (1) taken-
Ranges, a list of existing subsequences sorted by start, and (2)
a heap-based index of the currently overlapping subsequences,
sorted by end (not shown).

Frequency threshold before a subsequence is counted
[Lines 9–13]. The above rule, applied directly, might pro-
duce a single subsequence encompassing the entire trace. To
account for this, we set a minimum frequency threshold, min-
Freq, before which the subsequence is not counted. We note
that a lower value of minFreq promotes the inclusion of longer
but sparser subsequences, while a higher value favors many,
shorter subsequences. tpprof automatically tunes this value
using the hyperopt library to optimize for ‘total coverage’, a
metric we describe at the end of this section.

Log10 repetition frequencies [Line 8]. To handle cases like
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Figure 7: tpprof profiles of memcache in three different environments (a–c), plus a profile of cross-traffic (d) active during c.

that of Challenge 2, common in network traces, we compress
repetitive states into the nearest power of 10. Doing so ignores
small differences in duration while still retaining the length’s
rough magnitude.

Coverage rather than frequency [Lines 14–15]. As evi-
denced in Challenge 3, differences in the length of subse-
quences and the ability of subsequences to overlap diminish
the utility of frequency as a way to reason about the rela-
tive importance of different subsequences. Instead, we pro-
pose coverage as a metric for ranking subsequences and for
hyperparameter-tuning minFreq. Coverage measures, for ei-
ther a single subsequence or the union of all subsequences,
the cumulative fraction of states in the stateSequence that are
included in at least one subsequence.

We encourage the reader to step through several short exam-
ples of network state sequences to see why the above rules
produce intuitive results.

5.3 Example Visualization: memcached

To tie the above discussion together and showcase the utility
of tpprof, we present to the reader several real profiles pro-
duced by the tpprof tool suite. See Section 7 for a description
of the hardware testbed used in these tests.

As a baseline, we first look at a memcache workload gen-
erated using the memaslap [7] benchmarking utility, running
in isolation. Each machine in the testbed was configured as
a memcache server with 64 B keys and 1024 B values. Gets
and sets were randomly generated from two machines—one
in each rack—with a ratio of 9:1. In this simple test, the two
memcache clients, every 6 s, will simultaneously begin per-
forming 290k get/set operations.We profiled this behavior,
collecting a total of 7000 network samples at a 50 ms interval.

Visualization structure. Figure 7a shows the tpprof profile
for this run. Like Figure 1b, heatmaps of network state are
at the top of the figure and the most common network state
subsequences are below. Each heatmap shows the centroid of
the sample clusters it represents. We add to this the state’s %

time (the amount of time the network spends in the state) as
well as its stability (the probability that the network, once in
the state, will stay there); states are sorted by % time.

For subsequences, we include the top three by coverage;
more can be generated on demand. Subsequences are depicted
with a series of points (representing states) connected by ar-
rows (denoting transitions between states). The points align
horizontally with the states they represent. Solid points ac-
companied with an O(x) label indicate an x–10x repetition of
that state. The number on the left of each subsequence is the
percentage of the trace that it covers. Note that coverage can
add to more than 100% due to overlapping subsequences.

Observations. We can observe several characteristics in Fig-
ure 7a. First, we can see that there are three states in which
the network spends its time. In the one that accounts for more
than half the trace, the network is unutilized. The other two
show different states of even leaf and even spine utilization,
indicating that the network is relatively balanced when it is be-
ing used. Note that the leaves of the network are consistently
hotter than the spines due to rack-internal communication.

As expected of the workload, the subsequences of the pro-
file show a trace composed of on-off periods of all-to-all
traffic. We can also deduce from the duration of repetitions
that the on and off periods both last on the order of seconds.
Further, we can infer that the network takes time to ramp
up/down from full utilization. This is inferred from the pres-
ence of the (L-to-R) 3rd state and the absence of direct transi-
tions between states 1 and 2. Ramp ups seem to be an order
of magnitude faster than ramp downs.
tpprof’s observations can inform network and application

changes. For example, if an operator were to see a similar
profile in practice, she could conclude that load balancing is
not an issue. Instead, a more promising approach would be
to either desynchronize traffic to spread out utilization over
time or augment the leaf switches with additional capacity.

5.3.1 Case Study #1: Detecting Load Imbalance

tpprof can also help to detect acute problems in networks. As
as a case study, we artificially introduced an ECMP miscon-
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〈signature〉 ::= { (〈target state set〉) ; 〈target sequence〉 }
〈target state set〉 ::= 〈target state〉 , 〈target state set〉

〈target state〉 ::= ~utilization

〈target sequence (P)〉 ::= 〈target state〉 | ~〈P〉
| 〈P〉∧〈P〉 | 〈P〉∨〈P〉
| 〈P〉∗ | 〈P〉{ min repetitions , max repetitions}

Figure 8: Definition of a traffic pattern signature.

figuration [69] into the network. Specifically, we configured
one of the ToR switches to only use the left spine; otherwise,
the workload is identical to Figure 7a. Figure 7b shows the
output of our tpprof’s Python-based visualizer. An operator
comparing this profile to that of the baseline would be able to
see the new and stark differences between the two spines in
all states with load, and conclude that ECMP was not doing
its job. While imbalance can also be due to elephant flows
and hash collisions, the fact that this happens consistently and
always with the same spine points to a structural issue.

5.3.2 Case Study #2: Debugging a Noisy Neighbor

As another case study, we use tpprof to debug an apparent
straggler in the system. In this experiment, we add a heavy
background flow between two hosts connected to the lower-
left leaf, l1. Figure 7c shows the profile in question. From this
profile, an operator can observe that, in 5–10% of samples,
there is a slight bias toward l1 while the other leaf is largely
un-utilized. These samples are summarized in the right two
network states. If the operator is expecting an even all-to-all
pattern like the one in Figure 7a, these states would lead her
to suspect that a task in the system is straggling.
tpprof’s ability to profile concurrent applications indepen-

dently can also help to diagnose this issue. In particular, she
can view the profile of non-memcache traffic present during
the same profiling period. In this case, tpprof would provide
her with Figure 7d, which clearly shows a competing flow or
set of flows within l1.

6 Traffic Pattern Scoring
The tpprof components described in prior sections allow
users to profile their networks and find prominent traffic pat-
terns. In many cases, after finding certain patterns, users are
likely to want to know if (or when) they occur in the future.
The tpprof traffic pattern scoring engine solves this problem.
The key challenge is designing both a language that makes
it simple for users to specify pattern signatures and also an
algorithm efficient enough to detect those patterns in realtime.

Traffic pattern signatures. A traffic pattern signature de-
scribes the approximate spatial and temporal characteristics
of a traffic pattern. It is defined by the grammar in Figure 8
and has two components.

• A set of target network states describe the approximate
samples that are likely to be observed during the traffic

Target state set S1 S2 S3

Target pattern (P) (S1)* (S3) (S1)

S1 S3 S1 accept 
state

start 
state

Figure 9: An example traffic pattern signature that detects a
synchronized all-to-all burst.

pattern. These can be generated from prior profiling runs
or manually specified.

• A target subsequence, written as a regular expression, that
estimates how the network transitions between the target
states during the pattern.

As an example, Figure 9 illustrates a signature to detect a
synchronized all-to-all burst of traffic in our example topology.
The target states in the signature are: S1, 0% utilization on all
links; S2, 50% utilization on all links; and S3, 100% utilization
on all links. The signature’s target subsequence is, thus, one
in which the network is in S1 before transitioning to S3 (i.e.,
high, all-to-all utilization) and immediately going back to S1,
signaling a quick end to the all-to-all utilization.

Scoring signatures. tpprof’s Traffic Pattern Score (TPS)
algorithm quantifies a signature’s prominence in a network
sample sequence by finding and scoring subsequences that are
similar to it. This amounts to a streaming fuzzy string search.
Figure 10 illustrates the scoring algorithm for the all-to-all
signature in Figure 9, while Figure 11 provides psuedocode
of our streaming implementation. There are three steps.

1. State matching: The TPS algorithm first maps each in-
coming sample to the most similar target state, transform-
ing the stream of samples into an intermediate stream.

2. Pattern matching: It then scans the intermediate stream
for the target subsequence using a finite automata [34].
A match occurs when the automaton reaches an accept
state, at which point it is executed in reverse to identify
the start point of the longest matching subsequence.

3. Match scoring: A match indicates that the exact target
subsequence has been found in the intermediate stream;
however, how this relates to the underlying sample stream
is unclear. Thus, the final step is to score match strength
by calculating the average similarity between the two
streams during the subsequence.

Writing signatures. There are two sources for signatures.
First, they can be automatically generated by the profiler, from
the network state subsequences it identifies. This allows the
TPS algorithm to automatically identify future reoccurrences
of events identified with the tpprof profiler.

Second, users can manually write signatures that charac-
terize the most important attributes of a traffic pattern. Since
TPSes use a fuzzy algorithm, patterns do not need to be ex-
act. Instead, they can be defined programmatically. With the
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Figure 10: Matching and scoring a sample trace against the
all-all signature in Figure 9.
1 signature← (targetStates,regexp)
2 Function TPSGrep(signature, sampleStream):
3 Initialize matchStream
4 compile_patterns(matchStream)
5 scoreBuf←[]
6 offset← 0
7 for each (sample, timestamp) in trafficPattern do
8 /* Identify most similar target state.*/
9 stateSymbol← nearestNeighbor(sample,targetStates)

10 similarity← |netState− sample|
11 /* Track scores for up to BUF_LIM of the last samples. */
12 scoreBuf.append(score)
13 if len(scoreBuf)>BUF_LIM then
14 scoreBuf.pop()
15 offset← offset+1
16 /*Invoke HyperScan to update stream. */
17 (begin,end) = scan(matchStream, stateSymbol)
18 /*If a match occurred, calculate and emit a score. */
19 if end 6= NULL then
20 emit sum(scoreBuf[begin-offset:end-offset]

Figure 11: The streaming TPS algorithm.

three primitives described below, users can express simple
but powerful signatures.
• State definition, e.g., (x:v, y:u), which defines a state

with switch x having utilization v and switch y having
utilization u.

• Set assignment, e.g., X:v. This sets every switch x ∈ X to
utilization value v.

• Iteration (over sets or switches) e.g., {(x:v) for x ∈
X}, which defines a set of states: one state for each switch
in X, defining that switch to utilization value v.

Table 1 lists five example signatures written with these
primitives. We evaluate them later in Section 7.3.

7 Implementation and Evaluation
tpprof is implemented in Python/C++ as a standalone ser-
vice that aggregates samples, profiles them, and scores them
for the presence of known traffic patterns, as described in
the previous sections. Each of the profiles shown in this sec-
tion are real outputs of tpprof, generated programmatically

Pattern Signature State Definitions

Short all-all S∗1S2{1,10}S1 {S1}=N:0.0,{Ss}=N:0.5
Long all-all S∗1S2{10,100}S1 {S1}=N:0.0,{Ss}=N:0.5

Hotspots (S1|S2|S3|S4){10,100} {S1, ..., S4}={(x:1.0, -x:0.0)
for x ∈ N}

Imbalance S∗1|S∗2 {S1,S2}={(x:1.0, -x:0.0)
for x ∈ (s1, s2)}

Stragglers (S1|S2|S3)
∗S3 {S1,S2,S3}={(l1:v, -l1:0.0)

for v ∈ (0.1,0.01,0.0)}

Table 1: Traffic pattern signatures for a leaf-spine network N
with spines (s1, s2) and leaves (l1, l2).

using Python and Matplotlib 3.1.1. The requisite counters
and polling/batching components that run on each device are
implemented in P4 and Python, respectively. Traffic Pattern
Scoring is implemented in C++ using hyperscan [34].

Hardware testbed. To verify the utility of tpprof and its
outputs, we used it to profile and score the traffic patterns of
real applications running on a small hardware testbed consist-
ing of a Barefoot Wedge100BF-32X programmable switch
connected to six servers with Intel(R) Xeon(R) Silver 4110
CPUs via 25 GbE links. The testbed is configured to emu-
late a small leaf-spine cluster like the one in Figure 1a. To
implement this network, we split the Wedge100BF switch
into 4 fully isolated logical switches. Each logical switch runs
ECMP to balance load across paths.

Application workloads. On our hardware tested, we profile
four popular networked applications, in addition to the mem-
cache evaluation in Section 5.3:

1. Hadoop running a TeraSort [11] benchmark workload
with 5B rows of data. Our Hadoop instance ran version
2.9.0 with YARN [12] on 10 mappers and 8 reducers
spread across the 5 servers (and 1 master).

2. Spark’s GraphX [13] running a connected components
benchmark workload with 1.24M vertices. We ran Spark
2.2.1 with Yarn on 5 servers (and 1 master).

3. Giraph [10] running a PageRank synthetic benchmark
workload with 120,000 vertices and 3,000 edges on each
vertex. We used 23 workers in total across our 6 servers.

4. TensorFlow running the AlexNet [38] image processing
model with 1 server managing parameters and 5 workers.
We used ILSVRC 2012 data for training.

Unless otherwise specified, these applications were run in
the presence of background TCP traffic derived from a well-
known trace of a large cluster running data mining jobs [8].
Profiles are of of the target application only.

Large-scale trace. To augment our small testbed, we also
profile packet traces of 48 Top-of-Rack switches from three of
Facebook’s production clusters: a frontend cluster, a database
cluster, and a Hadoop cluster. As the datasets are sampled
by a factor of 30,000, we divide the timestamps by 30,000
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Figure 12: Profiles of more complex applications running with realistic background traffic.

to obtain an approximate representation of a full trace. Note
that multiplying traffic by 30,000 would have given a more
accurate distribution, but resulted in artificially stable patterns.

7.1 Profiling More Complex Applications
To evaluate how tpprof’s algorithms deal with more complex
applications, we profile each of the application workloads we
introduced earlier in this section. These applications all ran in
the presence of background traffic, but we only show profiles
of the application-specific traffic.

From the resulting profiles in Figure 12, we can see that,
for the most part, the network was only lightly utilized during
these tests. In Hadoop and Spark, for instance, the network
spent > 96% of the time in a unutilized, indicating that our
particular testbed tends to be CPU-bound. Giraph is the no-
table exception, spending about equal time utilized and not.

The states reveal some interesting behavior of the appli-
cations. For Hadoop and TensorFlow, we see heavy skew in
spine utilization, but not to a consistent spine. This likely
indicates the presence of a few large flows that dominate the
network and sidestep ECMP’s flow-level balancing. We also
see in these two workloads a slight bias toward the lower-left
switch. This is due to task placement: for Hadoop, that switch
is home to the controller and name server; for TensorFlow, it
holds both the chief worker and the parameter server.

7.2 Profiling Large Production Networks
tpprof is able to profile more complex networks as well. To
demonstrate this, we run tpprof’s profiler over large-scale
traces of the combined traffic for three production Facebook
clusters and show the output in Figure 13. We separate the
states and subsequences for readability.

Figure 13a shows the profile for the frontend cluster. As
in the original paper describing this trace (Figure 5 of [54]),
we can observe a clear split between the average utilization
of cache, multifeed, and web servers. States A–C show mem-
cache at full utilization, webservers at low utilization, and
varying levels of multifeed traffic. Diverging from the origi-
nal paper, we find an additional network state (occurring 3.8%
of the time) in which the multifeed server utilizations spike.
The stability of this state indicates that this may manifest as

Signature Accuracy Precision Recall

Straggler 0.943 0.867 0.720
Imbalance 0.936 1.000 0.868

Table 2: Classification performance of signatures in the mem-
cached testbed.

small, but intense and correlated bursts. Subsequences further
show frequent transitions between states A and B, with state
C representing a short-lived relative lull in multifeed traffic.

Figure 13b and Figure 13c show the profiles of a database
and Hadoop cluster, respectively. Notably, the database cluster
is very uniform and stable across the trace, indicating a steady
workload and good load balancing properties. The Hadoop
profile is also notable in that it diverges substantially from
the averaged results in Figure 5 of the original paper, which
showed balanced utilization across racks. While the traffic
is balanced across longer timescales, our results match more
closely with their more granular findings of on-off periods
and significant variance at medium timescales.

7.3 Efficacy of the TPS Module
We showcase Traffic Pattern Scores by demonstrating how
they can help answer an important question: is my network
performing poorly due to load imbalance or stragglers? For
this, we use the straggler and network imbalance signatures
from Table 1 to diagnose issues in the memcache deploy-
ment from Section 5.3. We run the deployment in baseline,
noisy neighbor, and ECMP misconfiguration scenarios. We
then generate labeled network sample traces by manually
identifying the precise time windows during which each un-
desired behavior occurred. Finally, we run tpprof on each of
the traces and compare signature scores against ground truth
scores calculated from sample labels.

Figure 14 plots the rolling average of ground truth and
signature scores in each of the three scenarios. The signature
scores are highly correlated with the ground truth. Table 2
lists the classification performance. Both signatures have high
accuracy and precision, with slightly lower recall—a desir-
able tradeoff in an alerting system. We note that tpprof’s
per-scenario precision and recall are 100%: no signature’s
score is high in the baseline scenario; only the straggler sig-
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Figure 13: tpprof profile of three 48-rack Facebook clusters. Figures include both (1) a collection of states (A–D) organized
as a 1×48 heatmap, and (2) a list of the most common state subsequences. Letters map between the two representations.
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Figure 14: Signature scores for memcache in a baseline configuration, with noisy neighbors, and with an ECMP misconfiguration.

Filter count 0 128 256 512 1024
CPU Util (%) 0.44 0.65 0.84 1.18 1.77

Table 3: tpprof’s iptables CPU utilization.

nature’s score is high in the noisy neighbor scenario; and
only the imbalance signature’s score is high in the ECMP
misconfiguration scenario.

7.4 Overhead and Performance of tpprof

Finally, tpprof is designed for efficiency and minimal over-
head. Only two components in the sampling framework can
potentially impact traffic: sample collection and iptables
tagging. Analytically, snapshots of all ports on a 128 port
switch at a 50 ms interval generate only 0.1 Mb/s of mea-
surement data. As Table 3 shows, the iptables rules used to
construct application-specific profiles also have low overhead.

In addition to measuring overhead, we also benchmark the

Hyperscan [34]-based TPS scoring engine, which operates
online in parallel with the network. Specifically, we measure
average CPU load while operating on the Facebook trace.
Figure 15 shows single-core CPU load. It increases linearly
with number of signatures, but even in this large network with
100 signatures and a 50 ms sampling frequency, average load
for real-time processing is only around 10%.

8 Related Work

Traffic pattern inference. We note that the concept of
a network traffic pattern is not novel. Many prior works
have both identified and used traffic patterns to great ben-
efit [20, 29, 40, 54, 55, 67]. Unfortunately, these insights have
typically been limited to situations were the pattern can be
measured at a single link/device [40,55,67,68] or have been a
result of property-specific analyses, often with a large dose of
manual effort [16, 20, 29, 54]. The goal of tpprof is instead
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Figure 15: Signature vs CPU Load

the automatic extraction and ranking of common patterns
from running networks.

Network monitoring and visualization tools. We also ac-
knowledge the vast array of existing network monitoring and
visualization tools, both commercial [1–5, 26, 37, 49, 52] and
academic [30, 45, 47, 57, 61, 68]. We lack sufficient space
to discuss them all, but one worth mentioning is Cisco’s re-
cent Tetration platform [52]. Among other features, Tetration
can extract the control flow of a distributed application by
clustering hosts based on the partners with which they com-
municate. Other work has attacked similar problems [36].
To the best of our knowledge, tpprof is the first tool that
extracts common network-wide traffic patterns, rather than
application-level communication patterns or packet/flow-level
behavior. Broadly speaking, tpprof operates at a higher-level
of abstraction than these existing systems.

Wee note, however, that tpprof is compatible with some
infrastructure monitoring frameworks like Nagios [37] that
collect monitoring data from across the network. By default,
none of these provide the same abstraction as tpprof, but
many allow custom measurement configurations and plugins,
of which tpprof could be one.

Application performance profilers. Our work draws inspi-
ration from a long history of work in application performance
profiling [19, 22, 27, 46, 53, 60, 64]. Some of which are even
able to profile distributed applications [32, 33, 42, 50]. While
tpprof borrows its approach from the subset of these that
profile stochastically, it does this for traffic patterns, which
have their own unique set of challenges.

Anomaly detectors. Our alerting mechanisms are related to
prior work in anomaly detection. Compared to unsupervised
anomaly detection [18,66], however, tpprof provides a much
more accurate and fine-grained detection method. Compared
to traditional profiling-based anomaly detection in which a
user provides a ‘correct’ trace and the system determines
whether the current system diverges [39, 59], tpprof can
distinguish between different anomalies and does not require
the user to obtain a correct trace. More generally, tpprof’s
scoring engine presents a natural, declarative interface for
the user tell the detector, via traffic pattern signatures, the
approximate characteristics of relevant traffic patterns.

Clustering and compression. Finally, we note that our tech-
niques for compressing network states borrow from or are

related to the rich literature on clustering and compres-
sion [14, 23, 25, 35]. Our network state extraction techniques,
in particular, leverage existing algorithms. The contribution of
this work is instead the choice and tuning of these clustering
algorithms to the domain of network traffic pattern analysis.

9 Discussion
Other metrics. While we focus on utilization in this paper,
we note that tpprof easily extends to any metric collectable
from the network. These include simple extensions like packet
counts to more advanced metrics like buffer depth and high-
water marks. As these metrics are generally correlated with
utilization, we anticipate that tpprof’s techniques will extend
intrinsically, but we leave an exploration of these extensions
to future work.

Canned reactions. We also note that the ability of tpprof’s
scoring engine to distinguish different traffic patterns presents
an attractive substrate for building network-level reactions
to different traffic patterns. This can also work in reverse:
tpprof can identify common patterns for which operators
should pre-compute reactions. We leave an investigation of
this class of applications to future work as well.

10 Conclusion
We present tpprof, a network traffic pattern profiler. Just
as tools like gprof made it easy for programmers to design,
understand, and optimize their programs, tpprof does the
same for profiling the utilization of large networks. tpprof
leverages recent advancements in programmable networks
and network-wide measurement to capture packet-accurate
snapshots of utilization over time. On top of that, tpprof
builds user-centric profiling, visualization, and automation
tools. tpprof is agnostic to the application set running over
the network and can profile networks in situ, making it an
ideal fit for multi-tenant or transit networks. We profile several
classic applications in order to demonstrate its utility.
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